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Correspondence

An Empirical Measure of Element apply the methods discussed in Sections Il and Ill to an important
Contribution in Neural Networks management problem—the introduction of new products.

Brenda Mak and Robert W. Blanning Il. NEURAL NET MODELS AND CONTRIBUTION MEASURES

Abstract—A frequent complaint about neural net models is that they ~ Consider a neural network with one hidden layer of elements, with
fail to explain their results in any useful way. The problem is not a [ input elements,/ elements in the hidden layer, and output
lack of information, but an abundance of information that is difficult to  glements. The inputs;, i = 1- - - I are entered into the network. Each

interpret. When trained, neural nets will provide a predicted output for a : : ) e )
posited input, and they can provide additional information in the form of hidden layer element transfers a weighted syme= i=1 wjizi 40,

interelement connection strengths. But this latter information is of litle  INtO z;, wherez; = 1/(1 + exp(—y;)). Thew;; are the connection
use to analysts and managers who wish to interpret the results they have strengths between the input and the hidden layerfand a bias. At
been given. In this paper, we develop a measure of the relative importance the output layek = 1-- - K, the weighted sums, = o1 vjkzi+

of the various input elements and hidden layer elements, and we use this _ ; _ _ o
to interpret the contribution of these components to the outputs of the are then .tranSformEd intay, = 1/(1 + ?Xp( ux)). Thew;, are
neural net. the connection strengths between the hidden layer elements and the

output layer, and, is a bias. The final binary output. is one if s,

is above a threshold value, otherwise it is zero. The hidden layers are
used to model the nonlinearities in the relationship between inputs and
output [20]. For simple continuous functions, one hidden layer with a
sufficient number of elements may be appropriate [10], [18], but for

- . . re complicated cases, two or more hidden layers may be required
practitioners have been applying neural networks to analysis . The neural net method is more robust and has better predictive
decision support for problems in business, engineering, medici &

o L curacy than classical statistical methods, such as discriminant and
communications, and other areas [22], [34], [36]. A limitation of thej‘9 Y

Index Terms—Clustering methods, hidden element contribution, input
element contribution, measurement index, neural network architecture.

I. INTRODUCTION
During the past few years, a growing number of researchers

. sis. i X - lassification 112
systems is that they provide no explanation as to why a particu %Plt analysis, in bond rating prediction and classification [12], [36]

. ortgage underwriting judgments [8], corporate failure prediction
cpnclusmn is reachc_ad_[ls], [35], [39]. In other words, neural nets_m 7], and bank bankruptcy prediction [35].
give accurate predictions of future events or recommend decision

. eural nets are often trained using a backpropagation algorithm
that turn out to be reasonable, but they cannot explain how th%]’ which is simple and easy to compute [25]. It often converges

arr,a/ed at the rf_esc:llttﬁ_ ord_why the){. should be_ t”rust_ed. ther deci rapidly to a local minimum [16], [22], but it may not find a global
any users fin IS disconcerting, especially since other decis Pimum and in some cases may not converge at all [14], [17].

support tools have at least some explanatory capability. Cau% overcome this problem, a momentum term is often added to the

d.eC'S'O.n models, sut_:h as mathc_amatlcal programming models Hfhimization function [7], [29] and a variable learning rate is applied
simulations, can provide information describing the consequence

a change in a proposed parameter, and certain intelligent systjmé

can call on their internal symbolic structures to explain the chain gf . iir 135]. Unlike traditional statistical methods, it is difficult to
reasoning that led to a particular conclusnon. . interpret the significance of the input variables and understand the
. Several attempts have been made tp pr_owde the same functlon_arEtl)é played by the elements in the hidden layer. Various researchers
in neural nets. Measures of the relative importance [13] or rela’["ﬁ%ve attempted to identify the contribution of various components

strength [39] of inputs to the net have been developed. If tl?ﬁ the network [15], [26], [32], [33], [36]. For example, Barlett [2]

connection str.engths associated.with a particular input and out% b entropy to compute the Information Theoretic Interdependency
are large relative to the other weights, these measures report a hA lysis (ITIA) to measure the association between the input and

degree of importance or strength. Attempts have also been m ?put of the net. In order to assess the contribution of the input

to assign megnings to the _pr_ocessing elements in the hidden Iay%?lables Yoonet al. [39], [40] and Garson [13] have developed
alt(h)ough this |s.fatr mo;e (;'Tﬁ.u'tt [37]. f Ivsis in th text fmeasures based on the; andv,;, connection strengths when the net
ur purpose IS to exten IS ype of analysis in the context ol ;75 in training. For thith output,/th input, andjth elements in

neural ngt model of new product entry deqspns. Sec.tlon.II revieWse hidden layer, the Yooet al. measure of the relative contribution
the studies on neural networks and the existing relative importan input i on outputk is

measures for neural net inputs. In Section 1, we introduce a measure
that approximates the rate of change of the output of the net with

eural networks have been criticized for their lack of explanatory

respect to its input, and a disaggregation of this measure to interpret J
the contribution of the hidden layer elements. In Section IV, we Zuw»jk
_ g1
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measure is TABLE |
J DECISION VARIABLES AND VALUES
> lwjillvjal
1

Jj=1 Z| wji | Variable |Variable Definition Values and Meanings
Cony = =l . (2) X1 position of the firm small (0) versus dominant (1)
ii |wji|lvse| X2 financial strength of the firm weak (0) versus strong (1)
pr et ! X expected demand growth low (0) versus high (1)
;' Wit | Xa product life cycle short (0) versus long (1)

. . iffusi titors |low (0 high (1
Both of these measures incorporate certain rates of change of the*® diffusion rate across competitors |low (0) versus high (1)

strengths of signals as they flow through the network. For example, xs cannibalization low (0) versus high (1)
w;; = by;/bx;, that is, the partial derivatives of the inputs to the , cost of market development low (0) versus high (1)
hidden layer with respect to the inputs to the network. Similarly,
v = buy/6z;, that is, the partial derivatives of the inputs to the
output layer with respect to the outputs of the hidden layer. But
neither method includes:; /éy;, that is, the partial derivatives of  This is an enhancement of the Yoehal. and Garson measures in
the output of the hidden layer elements with respect to the inputo respects. First, it considers the rate of change across the hidden
to the hidden layer elements. In other words, neither Yepal. nor layer. Second, it can be disaggregated to measure the contribution
Garson addresses the rates of change across the hidden layer. Weolvidlach hidden layer elemeyitto the contribution of input element
show how to do this and incorporate it into a more comprehensivdo output element:.. Thus, we disaggregate the input contribution
measure of contribution of network inputs to outputs. measure ING: to obtain the hidden layer contribution measure for
the jth hidden layer element, as follows:

product entry decision No-Go (0) versus Go (1)

I1l. NEwW MEASURES FORCONTRIBUTION ANALYSIS

Vi3 wj;
In this section, we develop a new measure for measuring the HLC;r = ,,’I‘# )
contribution of the inputs to the output. This new measure takes into ZZ|l’jk3iwn‘|

consideration the contribution of the elements in the hidden layer.

In addition, we develop measures to assess the contribution of th?N . I .
. . . . e note that the sum of the hidden layer contribution measures is
elements in the hidden layer and examine the clustering effect of tthe

) : hé input contribution measure, that is, INC= E;’:1 HLC;js.
elements in the hidden layer. L S .
. o . The HLGC;;». measures may be helpful in interpreting the contri-
When we consider the contribution of the input to the output . :
: : .. bution of the hidden layer elements. If the HL& measures are
s through the elements in the hidden layer, the overall contribution - . G .
. . . very large in absolute value for certain combinations of inputs and
measure as derived by the chain rule is . . :
outputs, that suggests that the hidden layer element is clustering those

inputs—and this may suggest an interpretation for the hidden layer

i=15=1

68k ! Osr  bur bz; by

D% T ST T T () element. This will be illustrated in the example below.
Substituting for the derivatives in this expression, we obtain V. APPLICATION TO THE NEW PRODUCT ENTRY DECISION
s J Many business organizations facing competitive pressure have to
Sk _ si(l = sx) Zl‘jklj(l — 2wy, (4) reengineer their prpducts for survival [30]. Qng of th.e important
;i = decisions involved in the product reengineering issue is whether to

introduce a new product into the market [21]. A manager needs
. Hoyvever, eache; (1 N z), the rate_ Of_ change of _output of theto balance the costs and benefits involved in deciding whether
jth h@den ?Iement .W'th respect 1o its input. We wil (_:aII U5, to introduce the product. A premature introduction may result in
To_e_stlmatew], we wil ’averagez‘,- (1- 2;7) across .the trials of the loss of investment, but an unnecessary delay may result in missed
training set. fit=1..-T de”‘“.es the trlal_s and;. is the value of opportunities. Therefore, it would be useful to have a model for
the jth hidden layer output during thith trial, then new product entry. However, many contingency factors have to be
) 1 & considered simultaneously and little historical data is available to
Bi= T Zzﬂ(l = zjt)- ®) guide managers in analyzing these factors to make a decision. We
=1 constructed a model using judgmental data obtained from 36 senior
This type of simple approximation to a more complex model IMIBA students who had an average work experience of four years
sometimes called a metamodel [1], [6] or a heuristic model [5]. and were experienced in strategic marketing analysis. The seven
In order to obtain a measure of the relative contribution of thgariables in Table | were used as a framework to elicit knowledge
ith input to thekth output, we divide the partial derivative from (4)from the experts. The details of the knowledge acquisition process
by the sum of the absolute values of the partial derivatives for &lte described in [23] and [24].
inputs. We will call this INC;. for the input contribution, similar to We compared Yooret al, Garson, and our measures with two
the CON,. measures developed by Garson and Yebal. This results multivariate statistical techniques: logit regression [11] and discrimi-
in the following measure of relative contribution of input elemént nant analysis [19] and the ID3 pattern classification method [28]. We

on output element: note that a neural net with no hidden layer reduces to a discriminant
J analysis [20]. In the neural net, the number of elements in the hidden
Z'Ukﬁ] wj; layer was varied to find the model with the minimum error [29], [38],

j=1

|7 '
E E vk Bwyi
i=1

7=1

which occurred when there were three elements in the hidden layer.
Table Il shows the coefficients of the models developed with

the logit regression method, the discriminant analysis method, and

entropy reduction with the ID3 method. For the logit model, the

INC;i. = (6)
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TABLE 1l
COEFFICIENTS OF RELATIVE IMPACT
Variables |Logit (rank) Discriminant Analysis D3 Neural Net Model
unstz.n— s.ta.ndard— entropy
dardized ized (rank) reduction (rank) Yoon Garson New
(rank)  (rank) (rank)
X 1.845%* 1.37 0.484* 0082 (@ [356 216 .308
(1=2.824) (2" |(F=0.33,p=.56) (2™ as @y an
X2 0.994 0.495  0.249 0002 (7™ [.001 193 .051
(=1.676) (7" |(F=033p=56) (1% amn @ "
X3 2.085* 1369  0.632* 0123 (1% [.109 149 122
(t=3.375) (1% |(F=19.19,p=.0000) (1%) 6™ 39 6N
X4 1.150* 0.706  0.340* 0065 (39 [.180 102 .162
(t=2.009) 4" |(F=9.703,p=.0024) 4" 39 M 39
Xs -1.052 -0.529  -0.258* 004 (% [-017 137 -o041
(t=-1.762) (6™ |(F=5.740,p=.0185) (6 " @ @
Xs -1.173 -0.562 -0.280 0016 (6™ [-152 .105 -129
(t=-1.927) (5" |(F=5.74,p=.1368) (5™ @y 6" @
X7 -1.589* 0.908 -0.440* 0.034 @™ [-186 098 -186
(t=-2.597) (3" |(F=4.877,p=.0296) 3™ @9 3 @9

*significant at the 0.05 level
(rank) indicates the rank of importance of the variable.

dependent variable is the probability of choosing a Go strategy versus TABLE I
a No-Go strategy, and the independent variables are the seven binary NEURAL NET IMPORTANCE LOADINGS AND FACTOR SCORES
input variables listed in Table I. As indicated by the size of the

regression coefficients;s (expected demand growth}; (position — Variable Importance Loadings Factor Score (fioefﬁcient Matrix
of the firm), andz- (cost of market development) have the highest (3 hidden clements) @ factors)

. . . . j=1 =2 =3 Sum Factor 1 Factor 2 Factor 3
importance in affecting the choice of the Go strategy versus the

No-Go strategy. In the discriminant analysis case,is the most X1 §0099 0404 -0.194 308 S 382 185
important discriminant variable, followed hy andz-. This matches Xa 0.050 -0.279 0.280 051 179 -.038 638
with the results from the logit analysis. For the ID3 metheghas the Xs 0.260 0175 0.037 122 377 053 032

highest entropy reduction and is the most important variable, followed

) o 0.127 0.115 -0.079 162 522 -232 107

by z1, x4, andz7. Therefore, all three methods have identifiedas i

the most important variable, followed by . x5 §-0.125 0.197 0113 ~041 010 517 -199
Table Il shows the relative contribution measures for the Yebn Xe -0.072 -0.159 0.102 -129 002 -.039 401

al. (1), Garson (2), and our new method (6). For all three neural
net measures;; has the highest contribution. For both our measure
and in Yoonet al's measurex; was second, whereas in Garson's « Major contributors to the second hidden layer elemgnarez
methodfl’g was SeCOHd. Thus, the |Oglt, discriminant analysis and ID3 (positive Contribution) and»2 (negative Contribution)_ ThUS, the
methods identify:s as the most important variable, whereas the three  second hidden layer element makes its strongest contribution to
neural net methods all identify; as the most important variable. the Go decision when the firm is dominant in its industry but
Although the reason for the differences are not clear, we should s financially weak.
note that logit and discriminant analysis are both multivariate sta-« Major contributors to the third hidden layer elemestare x»
tistical methods, and it is not surprising that they produce similar  (positive contribution) andr; (negative contribution). This is
results, whereas ID3 is a pattern classification method based on the reverse of the second hidden layer element; that is, the third

entropy reduction. It is also not surprising that our method and  element makes its major contribution to the Go decision when
Yoon et al's method produce similar results since in both cases only  the firm is financially strong but not dominant in its industry.

the denominators are normalized, whereas Garson normalizes both Effects of cannibalizatior{zs) and the cost of market devel-
numerator and denominator. On the other hand, the three neural net opment (x7) are diffused throughout the three hidden layer
measures provide quite different results from the other three methods, elements. Although their overall measure of relative contribution
possibly because of their nonlinearity and additional partitioning of is high, they did not have a major contribution on any single
the input space by the hidden layer elements [31], [38]. hidden layer element.

We use the disaggregated HL& measure from (7) to determine  This method provides a clustering of inputs across the hidden layer.
whether the hidden layer elements are identifying factors relatifge first hidden layer element corresponds to two input elements (
the input to the output. The left half of Table Il shows the HLC  and 2,), which can be interpreted as market attractiveness. But the
measures for the neural net with three hidden layer elements ajifler two hidden layer elements distinguish two instances in which
their sum across the three-hidden-elements, which are the measurqg@fcompanies offering the new product are either 1) dominant in
relative contribution derived in Section Ill. These may be interpretggeir industry but financially weak or 2) financially strong but not
as follows. dominant. Thus, the neural net is responding to both a distinctive

» Major contributors to the first hidden layer elemgntare=zs grouping of inputs that can be interpreted as market attractiveness

(positive contribution) and:, (positive contribution). Thus, the and a more subtle differentiation between two stereotypical firms—an
first hidden layer element makes its strongest contribution todustry leader with limited financial resources and a resource-rich
the Go decision when expected demand growth is high afidn entering a market in which it is not established. Financial
product lifecycle is long. These two variables collectively caresources help the latter overcome entry barriers and pass gateways
be interpreted as market attractiveness. to enter the market [4].

0.064 -0.169 -0.081 -.186 -.198 271 461
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Finally, we compared the clustering effect of the hidden laydt2]
elements in the neural net with a factor analysis using principal com-
ponent extraction with varimax rotation [3]. Hidden layer elementﬁs]
correspond to factors and the HL& measures correspond to factor
score coefficients. The right half of Table Il shows the factor scong4]
coefficients. The first factor, which may be interpreted as “market
attractiveness,” captures the contribution «af (expected demand

growth) andxz4 (product lifecycle); the second factor, which ma

be interpreted as “competitive considerations,” captures the positive
contribution ofx; (position of the firm) and the negative contribution[16]
of x5 (diffusion rate across competitors); and the third factor, which

may be interpreted as cost issues, captures the positive contributibfl

of z (financial strength of the firm)ys (cannibalization), and:;

[18]

(cost of market development). Factor analysis provides a different
clustering of inputs than the neural net method. The first factor is
similar to the first hidden layer element. However, instead of providl9]
ing a subtle differentiation between two stereotypical firms, the oth&0!

two factors capture the contributions of competitive consideratim?l
and cost issues. The difference might be due to the fact that factor

analysis is not a predictive technigue; it does not consider the output
of the process, that is, the Go/No-Go decisions. Rather it clustd?2]

the inputs into similar groups. The HL{ measures, on the other
hand, are based on the relationships between inputs and outputs

predictive model, as mediated by the hidden layer elements. In other
words, the HLG;r measures are based not only on the inputs, bi#4]
on how the inputs affect the outputs.

[25]
V. CONCLUSION

We have developed a method for determining the relative colf8!
tribution of each input of a neural net on the output, and we have
applied this method to a neural net model of new product entry. Opy
method differs from other neural net contribution measures in that
it considers all components of the network, including the elements
in the hidden layer, and it allows us to disaggregate the contributiétf

measures to determine the contributions of the elements in the hid

layer. This may help us to interpret the contribution of each hidden
layer element and thus gain some insight into the reasoning process

modeled by the network.
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