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The time-dependent Ginzburg-Landau equations describing ad-wave superconductor are simulated by the
finite-element method. The equilibrium vortex structure in bulk samples, the nature of vortices in bulk and
finite-size samples subject to various types of pinnings, and the transport behaviors are addressed. The ex-
tended finite-element method proves to be flexible to deal with various types of boundary conditions, desirable
to simulate relaxation processes with very long time scales as well as the dynamics of vortices, especially in
high-k superconductors.@S0163-1829~96!51246-4#

The symmetry of the order parameter in high-temperature
superconductors and its effects on the transport properties are
of current interest. Recently, a sign change of the order pa-
rameter on the Fermi surface, consistent withdx22y2 symme-
try, has been reported.1–3 Thus it is interesting and necessary
to consider what would come about from such a symmetry
regarding the equilibrium and dynamic properties of the su-
perconductor. Recently, the Ginzburg-Landau~GL! equa-
tions of ad-wave superconductor have been derived,4 on the
basis of the microscopic Gor’kov equations.5 The interaction
between electrons was assumed to be attractive in the
d-wave channel and repulsive in thes-wave channel, so that
the uniform superconductor always enjoys a pured-wave
pairing state. The GL free-energy functional for a two-
dimensionald-wave superconductor can be expressed in
terms of two order parameters,S(r ) andD(r ):4
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Here P5 i“/k1A, k being the GL parameter,as
5as0 /(12T/Tc) and ad5 ln(Tc /T), where as0
54(112Vs /Vd)/N(0)Vd is a positive constant, with
Vs.0 (2Vd,0) being the effective interaction strength in
thes ~d! channel, andN(0) the density of states at the Fermi
level, and finallyHe is the applied magnetic field. Equation
~1! is understood to be dimensionless according to the fol-
lowing normalization: the order parameters are normalized
by D05A4/3a wherea57z(3)/8(pTc)

2, the space by the
magnetic penetration depthl, and the vector potential by
F0/2pj and withF05h/2e being the flux quantum andj
the coherence length. The time-dependent GL equations, ex-
tended from the stationary equations ensuing from Eq.~1!,
may be written as6
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wherePk5 x̂kPk , hs andhd are two phenomenological con-
stants characterizing the relaxation rate of thes- and
d-wave order parameters, respectively, and the timet is nor-
malized bysnl

2 with sn being the normal-state conductiv-
ity of the superconductor. We shall take simply
hs52hd51 ~see, e.g., Ref. 6!. In the above equations, we
have assumed such a gauge that the electro-static potential
does not appear.

The notion of the fourfold symmetry in the quasiparticle
spectrum in the vortex state of ad-wave superconductor was
elucidated theoretically by Maki and co-workers,7 who pro-
vide a nice and simple interpretation for the experimental
results of Keimeret al. and Maggio-Aprileet al. 8 that an
unconventional oblique or even square vortex lattice may be
the most stable configuration at low temperatures. Indeed,
the latter phenomenon was also reproduced in earlier
simulations9 ~based on the numerical-relaxation method10! of
the vortex lattice in ad-wave superconductor, and was at-
tributed to the coupling to the fourfold symmetrics-wave
component of the order parameter induced by the gradient of
thed-wave component~see also Ref. 11!. However, the GL
parameterk was taken to bek52,9 which is a bit too small
to represent a realistic high-Tc superconductor. Simulations
of the mixed-state high-k superconductors might become
difficult in the context of usual discretization schemes due to
the large ratio between the two relevant length scalesj and
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l and the highly conditional convergence of the iterations.
On the other hand, although the relaxation method10 the au-
thors used in their simulations is well established for the
purposes of calculating the equilibrium properties, it has to
be extended to simulate the vortex dynamics. Furthermore,
vortices in finite-sized-wave superconductors have not yet
been examined by the GL equations. Motivated by these
considerations, we resort to the time-dependent GL equa-
tions and simulate them by a derivative of an earlier method
based on the finite-element method.12

The basic idea in the finite-element method~see, e.g., Ref.
13! is to expand, in each element cell of the sample, the
functions to be solved by acompleteset of piecewise shape
functions~being unitary at the specified nodal points on the
boundary of the cell!, and to enforce orthogonality between
any of the shape functions and the residual of the governing
equations. The latter condition, combined with the continuity
condition across the element cells and the boundary condi-
tions concerned, determines the expanding coefficients and
thus the approximate solution, and ensures that the free en-
ergy is stationary, in the static case, against any small varia-
tions that could also be presumably expanded by the shape
functions. The completeness of the shape functions guaran-
tees that the solution converges to the exact solution with
decreasing volume of the element. It is clear that in the static
situations, the finite element method, starting from minimiz-
ing the free energy in each element cell, serves as a global
minimizer of the total free energy by assembling the ele-
ments. In the time-dependent situation, the functions are ex-
panded as the same shape functions but with time-dependent
coefficients, which are to be solved by the usual Euler
schemes. The details of the finite-element method extended
to our case are presented elsewhere.14

For comparison, we first present in Fig. 1 the static single
vortex profile in an 8l38l unit cell with periodic boundary
condition ~see Refs. 9 and 10 for details!. Here k52 and
as52ad51. We have used biquadratic polynomial shape
functions and triangular element cells, each of size
0.5j30.5j/2. The explicit Euler scheme is employed to save
the storage memory~since the effective coefficient matrix
can be diagonalized once and forever by the so-called lump-
ing technique, see, e.g., Ref. 13!. As an expense of this
scheme, we have to use a time step lower than 1023. The
initial condition is a pured-wave state. The simulation con-
verges smoothly and steadily. The fourfold symmetry as seen
from the plot of thes-wave amplitude in Fig. 1~a! is evident.
It is also discernible far from the vortex core in Fig. 1~b!,
where the amplitude of thed-wave component is plotted. All
of these results are comparable with the counterparts in Ref.
9, where more details on the single vortex can be found~see
also Ref. 15!.

Figure 2 shows the vortex lattice atk510 and
as52ad51, replicated from the simulation results in a
rectangular unit cell~with an area of 18.862j2) with two
vortices. The ratio of the side lengths of the rectangular is
r5A3, which corresponds to a triangular lattice. We have
not plotted the field distribution since it is essentially uni-
form over the cell at this stage of vortex density. Using the
implicit Euler method, the iteration time step can be varied
fairly arbitrarily up toDt5100, and the iteration converges
after only tens to a few hundreds of iteration steps withDt

being of order 10. Therefore, we can safely reach the steady-
state solution of the GL equation and thus give reliable re-
sults regarding the equilibrium properties. With fixed unit
cell area as above, we have also obtained steady-state solu-
tions of other structures~or other values ofr ) at various
s-wave channel parametersas ~not plotted here!. In a realis-
tic sample, the equilibrium vortex structure corresponds to
the optimal value ofr that minimizes the free energy. Table
I presents the free energy densityG versusr and as @the
applied fieldHe disappears from Eq.~1! since it is the Helm-
holtz free energy that is under consideration#. In principle,
ad andas are temperature dependent from definitions. How-
ever we can fixad51 by rescaling the order parameters, the

FIG. 1. Surface-contour plots of a single vortex.~a! Thes-wave
amplitude.~b! Thed-wave amplitude.

FIG. 2. Contour plots of a triangular vortex lattice. The left
~right! panel is for thes- ~d-! wave amplitude.
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space, and the vector potential. Foras50,1,2, we reproduce
the earlier result that an oblique lattice~with r,A3) is more
stable than the conventional triangular lattice.9,11 This effect
has been ascribed to the fourfold symmetry of the system:
restoring of the fourfold symmetry lowers the potential en-
ergy while lifting the kinetic energy and the field energy.
With increasingas ~or increasing temperature below and
nearTc), thes-wave component is suppressed and plays less
a role. NearTc , the system is well described by the single
order parameterD, being equivalent to a conventional iso-
tropic system. Indeed, atas5` ~or in the absence of the
s-wave component!, we recover the classical result that the
triangular lattice withr5A3 is the most stable. Concluding
the above results we see that as the temperature~or as) in-
creases from belowTc , the vortex lattice would undergo a
crossover from the square to the triangular structure. Our
results for various values ofk>2 give a similar picture, and
are therefore complementary to the earlier conjecture. Such a
picture seems to be consistent with the experimental
observations8.

Figure 3 is the evolution of the vortices in ak53 tapelike
sample under an applied currentJy50.1 along the longitudi-
nal ~or y! direction of the tape and an applied fieldHe51
normal to the tape. We use periodic boundary conditions in
y and open boundary condition in the transverse (x) direc-
tion. In obtaining Figs. 3, the original 2l32l unit cell has
been replicated twice in they ~or vertical! direction. The
vortices penetrate from the right boundary, move in the di-
rection of the Lorentz force in the interior, and annihilate at
the left boundary. Thes-wave component of the order pa-
rameter is seen to ride over thed-wave component adiabati-
cally. It should be pointed out that the algorithm described in
the previous section applies best for relaxation problems
with no applied current. While in the presence of an applied
current, the vector potential would increase endlessly in the
fixed gauge~in the absence of an electrostatic potential!, and
one would soon lose accuracy in the iteration. The heuristic
reason is as follows. A large amplitude of the vector poten-
tial amounts to a large gradient in the phasew ~and thus in
the real and imaginary parts! of the order parameter so as to
keep the physically meaningful gauge invariant phase
w2k*A•dr varying reasonably slowly in space. This re-
quires a smaller and smaller element cellular volume to ap-
proximate accurately violent spatial variations of the relevant
functions when the average vector potentialA05^A& be-
comes large. To get rid of this problem, we have performed
global gauge transformations after each step of iteration,

A→A2A0 , w→w2kE A0•dr , ~5!

which is justified for adiabatic dynamics, e.g., when the ap-
plied current is significantly lower than the depairing current
so that the vortices can move steadily. In this case, the in-

stant spatial average of the electric field is simply given by
E5A0 /Dt. Therefore, the transport behavior of the system
can be simulated easily. The above modification for the dy-
namic case applies equally well in open boundary problems
and periodic boundary problems. We have monitored the
time dependence ofE5A0,y /Dt ~the lowest panel! to find
that on a steady background there are quasiperiodic peaks in
t, which signal the sudden events when the vortices enter or
leave the sample. The second-order response, namely, the
Hall effect, could also be implemented in the simulations
easily. Although thes-wave amplitude is nonzero here, we
have found no essential difference between the longitudinal
transport behaviors of the vortices in the present case and in
the case where the superconductor is described by the con-
ventional single-components-wave GL equations. This is a
desired result as confirmed exhaustively by experiments.
However, we expect that the detailed field and temperature
dependence of the longitudinal resistivity as well as the Hall
resistivity would be affected by the presence of the ambient
s-wave component.14

TABLE I. Free energy density as a function ofr andas . See the text for other parameters.

as
0 1 2 `

r A3 1.35 A3 1.35 A3 1.35 A3 1.35

G 44.3312 44.3251 44.3255 44.3245 44.3296 44.3227 44.3381 44.3384

FIG. 3. Evolution of vortices in a tapelike sample. The upper
~middle! panels are contour plots of thes- ~d-! wave amplitude. The
lowest panel is the time dependence of the electric field.
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Next, we examine the effects of a twin boundary on the
vortices. To be clear of the sample boundary, we use again
the periodic boundary condition with one flux quantum in a
1.9l31.9l unit cell. Furthermore, a periodic array of twin
boundaries~with a transverse spacing ofL51.9l) are as-
sumed, a i5a i ,01Vi(kd(y2kL), where the subscripti
stands fors or d. Here we assume that the twin boundaries

are created by some chemical method in a parent crystal with
no misorientations. Otherwise, two twin boundaries are
needed in one unit cell to apply the periodic boundary con-
dition. In Fig. 4,as,052ad,051 andVs5Vd50.1. In con-
trast to the usual discretization scheme, such twin boundaries
can be easily implemented in the finite element method as if
they were extra boundaries of the samples with the following
discontinuity:

i

k
n̂•@PS1 1

2 ~Px2Py!D#2
152VsS,

i

k
n̂•@PD1~Px2Py!S#2

152VdD,

which follows immediately from an integration of Eqs.~2!
and ~3! along the normal directionn̂ of the twin boundary
over an infinitesimal interval. Here@ #2

1 means the jump of
the argument across the boundary. These equations are sub-
stituted as natural boundary conditions in the finite-element
scheme.13,14 Figures 4~a! and 4~b! are the surface-contour
plots of the s-wave andd-wave amplitudes, respectively.
Along the twin boundary, thed-wave order parameter is sup-
pressed while thes-wave order parameter is greatly en-
hanced.

Due to limited space, not presented here are the simula-
tion results for superconductors with inhomogeneities arising
from finite variation of the physical properties~such asas,d
andl),16 which can also be easily implemented in the simu-
lation scheme. A comparative study on the equilibrium and
transport behaviors of vortices in the context of conventional
and unconventional GL theories is being undertaken.
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