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Camera calibration from road lane markings

George S. K. Fung, MEMBER SPIE Abstract. Three-dimensional computer vision techniques have been ac-
Nelson H. C. Yung tively studied for the purpose of visual traffic surveillance. To determine
Grantham K. H. Pang the 3-D environment, camera calibration is a crucial step to resolve the
The University of Hong Kong relationship between the 3-D world coordinates and their corresponding
Department of Electrical and Electronic image coordinates. A novel camera calibration using the geometry prop-

Engineering erties of road lane markings is proposed. A set of equations that com-
Pokfulam Road, Hong Kong SAR putes the camera parameters from the image coordinates of the road
E-mail: skfung@eee.hku.hk lane markings and lane width is derived. The camera parameters include

pan angle, tilt angle, swing angle, focal length, and camera distance. Our
results show that the proposed method outperforms the others in terms
of accuracy and noise sensitivity. The proposed method accurately de-
termines camera parameters using the appropriate camera model and it
is insensitive to perturbation of noise on the calibration pattern. © 2003
Society of Photo-Optical Instrumentation Engineers. [DOI: 10.1117/1.1606458]
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fic surveillance; three-dimensional computer vision; intelligent transportation
systems.
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1 Introduction In this paper, a novel camera calibration method for

Camera calibration is a crucial and preliminary step in 3-D ?]/TS i;’ progosefl. A(Ijth_oughh (l:am?ra (;,jalibrgtion rznethoc;fs
computer vision. The key idea behind camera calibration is "2Ve Peen developed In the last few decades, they suffer

to develop the projection equations linking the known co- from some strict limitations. These limitations, including

ordinates of a set of 3-D points and their projections, and SPecia cgzmera calibration pattefth, known camera
solve for the camera parametérin other words, the pur-  Parameters; and restricted camera settiffgmake these

pose of calibration is to establish the relationship between me_thod.s inappropriate for VTS. In the propo;ed camera
the 3-D world coordinates and their corresponding 2-D im- calibration method, we employ road lane markings, which

age coordinates as seen by the comphiftis relationship are readily found in typical traffic scenes, as the cali_bration
is defined by the intrinsic and extrinsic camera parameters.pattem' The proposed method utilizes the geometric prop-

The intrinsic parameters indicate the internal geometric and (rar{it;]ees thJe trhee Si?ggﬂgtnﬁe?;thgrgﬁgté?g?hg]tarlgcgrsn t&g?;?-
optical characteristics of the camera such as focal length, . requr par: 9 . P
scale factors, and lens distortion. On the other hand, theP'"Y relatlons_hlp_between_the Image and world coordinates.
extrinsic parameters represent the 3-D position and orien-Iat;;]erngiﬁgg'szﬁgnsﬁv?z dp?rEJer:elft 2:02?32"\’;‘(93%2653;}
tation of the camera relative to the world coordinate sys- = y : ' )

tem. Once these camera parameters have been found, the crlbe_s the employed perspective camera model. Section 4
are methods to infer 3-D information from 2-D information escribes the methodology of the proposed method. In Sec.

and vice versa. Therefore, camera calibration is required by'?"h:ahee\%(l)upz;)tisc?r? mgﬁ]ggs'Sng;ga;ugé%iigzif'malﬁgt'gﬂbr:;mé?'
most 3-D computer vision applications where the relation- camera parameters. such as omittin swiny andle. Section 6
ship between the 2-D image and 3-D world is needed. P ’ 9 g angle.

These applications include 3-D sensing and measureient concludes the camera calibration method in terms of its
surveillancé! manufacturing inspectioh,and automated "advantages and limitations. The mathematical derivation of

assembly. the equations is shown in the Appendix.

Recently, we have seen growing interest in applying im-
age processing techniques for visual traffic surveilléﬁce
(VTS). Cameras used for VTS can be remotely adjusted in 2 Related Methods

pan angle, tilt angle, and degree of zooming. When a cam-In the field of camera calibration, there are many different
era undergoes such changes, a new set of camera paranmmethods for determining the camera parameters. Some
eters is required. Instead of using a predefined camera paimethods have been developed for special camera types,
rameters, camera calibration is required to compute thesuch as a single-scanline cantérand an active or hand-
changeable camera parametdiar VTS. Therefore, it is eye camerg.s‘17 Moreover, some  complicated
desirable to be able to determine the set of parameters enmethods®=?° have been developed to compensate the dis-
tirely from the image sequence, instead of relying on some tortion factor of a camera. In this paper, we focus on the
special calibration pattern, as reported by other calibration of a single low-distortion stationary camera
methodst®? from a typical monocular traffic image sequence. In the
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Ceiling

Wall Wall

Fig. 1 Calibration pattern used by Fukui's and Courtney et al.’s Fig. 2 Calibration pattern used by Chou and Tsai’s method.
methods.

This method is effective in an indoor environment where
wall-ceiling intersections are common.

In Ref. 10, a technique for 3-D camera calibration for
machine vision metrology using off-the-shelf TV camera
pattern, as shown in Fig. 1, placed on the wall to determine @Nd enses was presented. It is a two-stage technique for
the location of the camera with respect to the calibration eﬁ'C'?“t computation O.f camera external position and ori-

entation relative to object reference coordinate system as

pattern. The dimensions of the calibration pattern were . i i )
known. The camera lens center and the calibration patternwe" as the effective focal length, radial lens distortion, and

center were set at the same height. In addition, the optical'rragkef.ﬁcg”nmg parametﬁrs. T_salF_use3d thethcornel_rs Otf 16
axis of the camera was required to pass through the centelb a_ct- ! 'T’h squares, as s OW? mt 'é:’ ’.t;]i.s € Czlil' ra |(:n
of the calibration pattern. The image of the calibration pat- PO'N'S- 1N€S€ corners are jocatéd within - small emply
tern was processed 1o provide two visual angles. TheseSQUares. Perspective projection with pin hole geometry was

angles subtended the horizontal and vertical diagonals ofMPloyed. In the first stage, the 3-D orientation and posi-
dion of the camera were computed. In the second stage, an

approximation of the effective focal length and height po-
sition were first computed by ignoring lens distortion.

hen, an optimization scheme, such as steepest descent,
was employed to solve the nonlinear equation with effec-
tive focal length, distortion coefficient, and height position
being the unknowns. The major disadvantage of this ap-
eoroach is the inconvenience of measuring a large amount of
data with respect to the world frame. It is more convenient
to utilize special calibration targets to replace the measure-
ment of individual corresponding points.

Assuming outdoor applications, Wang and Tsam-

following, some camera calibration methods that are
closely related to our resear@n*®?1-2%are described.
In Ref. 13, Fukui used a diamond-shaped calibration

unigue polar coordinates of the camera relative to the cali-
bration pattern were computed. The calibrated parameter
were the distance between the camera and the center of th
calibration pattern, and the angle of the camera away from
the normal line of the calibration pattern. Essentially, this
method was a simplified camera calibration problem, in
which the camera was required to locate at the same plan
as the calibration pattern and to point directly to the center
of the calibration pattern. The unevenness of the floor and
the distance of the camera from the calibration pattern can

affect the accuracy of the method. To apply this method, the loved a h ith th ’ f lel od
height of the camera and the calibration are required to beP!0Y€d & héxagon with threé pairs or paraflel edges, as
shown in Fig. 4a), as the calibration pattern. A vanishing

the same and the floor must be flat. These requirements® ™" X ; . ;
point is formed by intersecting a pair of projected parallel

forbid this method from general applications. edges on the ground. For a hexagon, three vanishing points

Courtney et af! used the same calibration pattern as duced by th ected el ed h q
Fukui but relaxed the restriction that the camera lens center@/€ Proauced by the projected parallel €éages on thé ground.
In the ideal case, a vanishing line, as depicted in Fg),4

must be as high as the calibration pattern center. Since the

camera could be located at any height, the problem becamdS 9€nerated by joining the vanishing points as they must be
3-D. They split the 3-D probiem into' two separate 2-D on the vanishing line. However, in practice, due to camera

problems. However, they made the assumption that the distortion or image processing errors, these points may not
height of the camera was known.

Chou and Tsaf used room corners as calibration pat- - ,
tern, as shown in Fig. 2. No doubt, their assumption was i i
that the camera is applied indoor. A Y-shaped corner was . . . .
composed of three perpendicular planes, or alternatively, of -JHN- AN = :

three perpendicular lines with each line being the intersec-
tion of a pair of planes. The three lines intersect at the

corner point to form a Y shape. The Y shape of the corner F ] ] o [ =
varies with respect to the location and angle of the viewer. . . . .

Under the assumption that the distance from the camera to

the ceiling is known in advance, the position and orienta-

tion parameters of the camera, including %@andY posi-

tion parameters and the pan, tilt, and swing angles, are

uniquely determined according to 3-D imaging geometry. Fig. 3 Calibration pattern used by Tsai's method.
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vanishing point

(a) Calibration pattern

Fig. 5 Selected points used by Bas and Crisman’s method.

(b Vanishing line jor limitations of these existing methods. First, in some

Fig. 4 Wang and Tsai's method. methods, a special calibration pattern, such as diamond
shape in Ref. 13 or a hexagon shape in Ref. 11, is required.
These shapes can hardly be found in typical traffic scene.
be collinear. The line equation of the vanishing line is com- These special calibration patterns are required to be placed
puted by fitting these vanishing points by least-squares er-on the road surface if camera calibration is required. This is
ror approximation. Based on the geometric hints provided particularly impractical for closed circuit TWCCTV) cam-
by the vanishing line, the orientation, position, and the fo- era. Second, only a subset of the required camera param-
cal length of the camera could be computed. The calibratedeters can be determined in some camera calibration meth-
parameters included swing angle, pan angle, tilt angle, ods for traffic surveillance cameras. In these methods, some
X-Y-Z coordinates, and focal length of the camera. How- camera parameters, such as camera height and tilt angle,
ever, it is nearly impossible to find a regular hexagon in a have been assumed to be given beforehand. Hence, this
typical traffic scene. This means a special calibration target, limits the use of these methods only to cameras that can
a regular hexagon in this case, is required to be put on thesupply these parameters beforehand. Moreover, a simplified
road each time after the camera has been adjusted, that is;amera model is employed, in which some important cam-
one or more of the camera parameters have been changedra parameters, such as swing angle, have been omitted.

Bas and Crismar proposed an easy-to-install camera Omitting these camera parameters may degrade the perfor-
calibration method for traffic monitoring. In their method, mMance of the camera calibration method.
neither measuring corresponding points nor special calibra- It is desirable to develop a camera calibration method
tion targets were required. However, they assumed thefor VTS Wlth two properpes: the .Callbratlon pattern should
height and the tilt angle of the camera were given before- be readily found in typical traffic scene and the camera
hand. By selecting the road edges, as shown in Fig. 5, in a
traffic image, the vanishing point of the road edge was used
to compute the focal length and pan angle of the camera.
Totally, four points,a, b, ¢, andd as depicted in Fig. 5,
were required in their approach. Obviously, using pre-
defined parameters of the camera is not practical in appli-
cations where one or more of the camera parameters can b¢
changed.

Lai’® used road lanes or edges for camera calibration.
Since the height and the tilt angle of the camera could be |
determined on the fly, his approach was more flexible than
the approach proposed by Bas and Crisman. As shown in
Fig. 6, his method requires two parallel linpg| andrs,
similar to Bas and Crisman’s method, and one additional
perpendicular linemn. The calibrated parameters obtained
include focal length, camera height, and camera ground dis-
tance. Swing angle is ignored in this method. i .

Although many camera calibration methods have been
reported, they provide only partial solutions to calibrate a
camera for traffic surveillance. Basically, there are two ma- Fig. 6 Selected points used by Lai's method.
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where
e 1 0 0 0
- 0 1 0 0
| o 0 1 o’
_XCAM _YCAM _ZCAM 1
Y
> cosp —sinp 0 0O]f1 O 0 0
-------- sinp cosp O O||0 cost —sint O
R= .
worldplane e O 0 l O O S| nt COSt 0
0 0 0 1j]|{0 o© 0 1
X
coss 0 —sins O
Fig. 7 Employed camera model. 0 1 0 0
sins 0 coss O]’
model should include sufficient camera parameters to en- 0 0 0 1
sure accurate calibration. Road lane marking is the most
common structured pattern readily found in typical traffic 10 0
scene. Their geometric properties should provide sufficient
information for computing the unknown camera param- [0 0 1
eters. Choosing the proper camera parameters of thecam*- " o 1 0 |’
era model is crucial. In practice, ignoring camera param- 00 0

eters or assuming their value may result in unacceptable
errors when computing other camera parameters. Clearly,

adding extra camera parameters causes a dramatic increasd'd Xcam:Ycam,Zcau) represents the position of the

in the complexity of equation derivation.

camera in the world coordinates.

By substituting Xcam=!sinpcost, Ycam
=—| cospcost, Zcay= —1 sint and rearranging Eql),
3 Camera Model we have ¢
The employed camera model is depicted in Fig. 7. This
model is generic enough to suit different camera settings Xqo(cosp coss+sinp sint sins)
and orientations. As shown, the relationship between the f| +Yq(sinp coss—cosp sint sins)
image coordinates and the world coordinates is defined in +7. costsins
terms of pan angle, tilt anglet, swing angles, focal = 7Q i , 2
length f, and camera distande Pan anglep is the hori- —Xgsinp cost+Yq cosp cost+Zg sint +1
zontal angle of the optical axis of the camera with respect
to theY axis of the world coordinate system. Tilt anglés and
the vertical angle of the optical axis of the camera with X o — COSp SiNs-+ sinp sint coss)
respect to theX-Y plane of the world coordinate system. Q : . .
Swing angles is the rotation angle of the camera along its fl +Yq(—sinpsins—cosp sint coss)
optical axis. Focal length is the distance of the image +Zq cost coss 3)

plane from the center of the camera lens along the optical
axis of the camera. Camera distathds the distance of the
world plane from the center of the camera lens along the
optical axis of the camera.

Let Q=(Xq,Yq,Zg) be an arbitrary point in 3-D world

a” = Xgsinp cost+Yq cosp cost+ Zg sint+1

By solving Egs.(2) and (3), the corresponding inverse

mapping® ! is defined as

— -1
coordinates. Also, leg=(xq,y,) be the corresponding 2-D Q=d"Ha,Zqo}, (4)
image coordinates of). A forward mapping functior®, h
which defines the transform function from a point in the where
\évi?/relg ac;)ordmates to a point in the image coordinates is sinp(I +Zo Sint) (xq Sins+yq coss)
' +cosp(l sint+Zg)(Xq COSS— Yy, Sins)
q=o{Q}. « L~ Zof costsinp -
) on Q Xq COst sins+y, cost coss+ f sint
By perspective transformatiéhwith xq=x}/ts andy,
=Ygty , we have and
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C {0

i Rectangle
: ABCD

! being the
! calibration
I pattern
Ly

D (X,,Y,,0)
road lane
markings

%camera ‘
ROAD Fig. 9 Rectangle ABCD view by the camera.

Fig. 8 Top view of the calibration pattern used.

L

Condition 2: Yc=Yp. (8)

—cosp(l +Zg sint)(xq sins+y, coss)
+sinp(l sint+Zq)(Xq COSS—Yy Sins)
+ Zqf cost cosp

Xq COst sins+y, cost coss+ f sint

Similarly, supposeAC andBD are parallel to ther axis,
we have

Condition 3: Xx=Xc, )

andZg, is the assumed height of poit in the world co-
ordinates. If pointQ lies on theX-Y plane,Z, becomes and
zero.

Condition 4: Xg=Xp. (20
4 Calibration Methodology
Our initial assumptions are that the road under surveillance .o the lane widthw. we have
is reasonably straight and the lane markings approximate '
straight lines and are in parallel with each others. In prac-
tice, slight curvature is tolerable, but large road curvature Condition 5: Yo=Y =w. (11
that affects the straightness of the lane markings would
degrade the estimated camera parameters. It is further as: :
sumed that the road surface is flat and is represented by the‘l’her_efore, for a poinQ on the road surface,. whei,
X-Y world plane aZ =0, where theX axis is defined along 0 in Eds.(5) and(6), Xq andYq can be rewritten as
the road, and the axis is defined perpendicular to the
axis. In reality, road surfaces are slightly curved upward for
drainage. This is unavoidable and will introduce a certain
degree of error in our calibration. As long as the curvature Xq=
of the road is not excessive, our model should still applied.
Four end points of the road lane markings are arbitrarily
selected to form a calibration pattern of rectangiCD, and
as described in Figs. 8 and 9. The world coordinatea of
B, C, and D are (X5,Ya.0), Xg,Yg,0), X¢c,Yc,0),
(Xp,Yp,0). The width of the lane isv. The typical value
of w is 3.6 m, which varies for different roads. It can be Yy .=
automatically measured by using common vehicle with
standard width, as described in Ref. 23.

With reference to Fig. 8, suppo#eB andCD are par- Using the conditions defined by Eq§—11), the required
allel to theX axis in the world coordinates, thus we have camera parameters, includipg t, s, f, andl, of the cam-

I sinp(xq sins+y, coss) '
+1 sint cosp(x, coss— Yy sins)
Xq COSt sins+y, cost coss+ f sint’

12

— | cosp(xq Sins+y, coss)
+ I sinp sint(x, coss— Yy, sins)
Xq COst sins+y, cost coss+ f sint”

13

era model can be determined from the image coordinates of
Condition 1: Ya=Yjg, (7) the four corners of the rectangle. The detailed equation
derivation is illustrated in the appendix. The derived equa-

and tions can be summarized as followings:

Optical Engineering, Vol. 42 No. 10, October 2003 2971
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w(f sint+ x4 cost sins+y, cost coss)(f sint+ X cost sins

+ Y COst cOsS)

— (f sint+ X, cost sins+y, cost coss)

(14

(X CoSp sins— X¢ Sinp sint coss+ Y COSp COSS+ Y Sinp sint sins)

+(f sint+X¢ cost sins+y cost coss)

(X COSP SiNS— X, SINP SiNt COSS+ Y5 COSP COSS+ Y4 SINP Sint Sins)

XBD COSp cost

Bep Sinp coss— Bgp COSp sint sins
+ agp SiNp sins+ agp COSp sint coss

|

tanp=

(19

sint[(BepXac— BacXsp)SiNS+ (aacxep— @BpXac)COSS]

|
|

(@gpXac™ @acXep)SINST (BepXac— BacXsp)COSS

(16)

I
|

[(appxac— aacxsp)sins+(Bepxac— BacXep)COSs]

int [(@cpxas— @asXcp)SiNS+ (Bcpxas— BaeXcp)COSS]
sint=—

[(acoxas— aasXcp)COSS+(BapXcp— BecoXxas)sins]

[(Bepxac— Bacxsp)sins+(aacxsp— @spXac)COss]

17

— BasBacXsp@cpt Bac@spBasXcp
+ BcoxasBeoaac— BasXcpBepdac
— BcoBepXacas~ BacXas®spBcp
+ BasxacBep@cpt BcoBacXBp®as
= BasXac@BpcD T BacXABXBDACD
— BacaBDAABXCD ™ @ACXBDBCDXAB
—acpXasBeoaact BasaacXsp®cD
+apsXcpBep@AcT @BDXACBCDYAB

tans=

(18)

where

apg=Xg—Xa, BaB=YB YA, XAB=XAYB ™ XBYA,

apc=Xc—Xa, Bac=Yc—Ya, Xac=XaYc— XcYa,
agp=Xp— X, BeD=YD~YB: XBD=XBYD  XDYB:
acp=Xp—Xc, Bco=Yp~Yc, Xcp=XcYp~ XpYc-

5 Results and Discussions

Two computer simulations were conducted to evaluate the
proposed method. In the first simulation, we evaluated the
proposed method in terms of the impact of swing angle
against the methods developed by £aind Bas? In the
second simulation, we evaluated the sensitivity of the
model to noise by comparing the proposed method against
the method developed by Wart.

5.1 Simulation 1: Impact of Swing Angle on
Accuracy

In the methods developed by Paiand Bas'? one of the

camera parameters, swing angle, was omitted in their cam-
era models. To evaluate the importance of swing angle in
camera calibration, the error in computing other camera
parameters were computed by introducing different swing

2972 Optical Engineering, Vol. 42 No. 10, October 2003

angles. In the first simulation, a simulated camera with the
focal length of 800 pixels was set at 25 m away from the
world plane along the optical axis. The pan and tilt angles
are set to be 110 ane 30 deg respectively. A range of
swing angles, from+5 to 5 deg, was tested for their impact
on the computed focal length, pan angle, tilt angle, and
camera distance.

As shown in Fig. 10, the focal length calculated by the
proposed method was not affected by the change of the
swing angle. It was computed as 800 pixels, as defined.
However, using the methods proposed by Lai and Bas, the
computed focal length would vary as the swing angle is
changed. The error rates of the computed focal length are
43% for Lai's method and 5% for Bas's method when the
swing angle is—5 deg. As Bas assumed that the height and
the tilt angle of the camera were already given, the com-
puted focal length error of the method proposed was less
than in Lai's method. However, this assumption highly lim-
ited the practical applicability of Bas’'s method as the ways
to accurately estimate camera height and tilt angle were not
provided.

In Fig. 11, the pan angles computed by the proposed
method and Bas’s method against the swing angle is de-
picted. Lai's method does not calculate pan angle, and
therefore is not included in the comparison. Note from the
result that the proposed method does not introduce error to
the computed pan angle when the swing angle changes. The
error of the computed pan angle is 3.2 deg for Bas’s method
when swing angle is 5 deg.

In Fig. 12, the tilt angle computed by the proposed
method and by Lai's method against the swing angle is
depicted. Bas’'s method requires the tilt angle to be given,
and therefore is not compared here. Note from the result
that the proposed method does not introduce error to the
computed tilt angle when the swing angle changes. The
error of the computed tilt angle is 6.8 deg for Lai’s method
when swing angle is-5 deg.

In Fig. 13, the camera distance computed by the pro-
posed method and Lai's method against the swing angle is

1200 -

—e— Proposed

1100 - .
—=— Lai

1000 |
900 -

—a—Bas

Focal Length f (pixel)

700

—600-
-1 0 1

Swing Angle s (degree)

Fig. 10 Impact of swing angle s on computed focal length f.
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~ 116 - _ 40 [,
—e—Proposed
% 114 § P
2 112 g
a o
o
g 110 - §
c 108 8
% wel Y —e— Proposed 3
5 —A—Bas s
g, 104 1 ‘E'-
S 102 S 15
5 -4 3 2 1 0 1 2 3 4 5 ' ! ' ! ' ' ' !

Swing Angle s (degree) P

Fig. 11 Impact of swing angle s on computed pan angle p.
Fig. 13 Impact of swing angle s on computed camera distance /.

depicted. Camera height is a given parameter in Bas’s

method and therefore is not considered. Note from the re-directly compare the results. The comparisons were per-
sult that the proposed method does not introduce error toformed on the error of each camera parametet, s, f,
changes. The error rate of the computed camera distance ignethod at different noise levels. For each noise level, 100
27% for Lai's method when swing angle is5 deg. simulation results were generated and averaged.

As shown in the results, swing angle is an important  As shown in Fig. 14, we compared the error of the com-
parameter in camera calibration. Omitting the swing angle puted pan angle of the proposed method with that of
in the camera model in camera calibration can cause seri-wang's method for different noise levels. The error of the
ous errors in the computation of the camera parameters. Bypan angle computed by the proposed method ranges from
considering the swing angle and other parameters, theQ.02 to 0.46 deg for the range of noise level. However, the
proposed method offers the most stable set of cameraerror of the pan angle computed by Wang's method ranges

parameters. from 0.39 to 3.54 deg. In other words, Wang'’s method al-
. . ) L . ways has a higher error rate in the pan angle than the pro-
5.2 Simulation 2: Sensitivity to Noise posed method for the same noise level. For instance, the

In the second computer simulation, we set the simulated error of the pan angle computed by the proposed method is
camera with a focal length of 800 pixels, a camera distance 0.46 deg and the one computed by Wang’s method is 3.54
of 25 m, a pan angle of 110 deg, a tilt angle 680 deg, deg, Wh.iCh is 6.7 time; higher than the proposed method,
and a swing angle of 6 deg. To evaluate the sensitivity of ~for a noise level of 4 pixels.

the camera calibration method to noise, we measured the AS shown in Fig. 15, we compared the error of the com-
errors of the computed camera parameters, which arePuted tilt angle of the proposed method with that of Wang's
caused by the perturbation of the calibration pattern by dif- method for different noise levels. The error of tilt angle
ferent noise levels. The error of the computed camera pa-computed by the proposed method ranges from 0.02 to 0.79
rameter is defined as the difference between the computecdeg for the range of noise level. However, the error of the
and the actual values. We perturbed the calibration patterntilt angle computed by Wang's method ranges from 0.07 to
at the image plate by adding Gaussian noise with zero meant-14 deg. Wang's method always has a higher error rate in
to each pixel on the calibration pattern in both thandy tiit angle than the proposed method for the same noise
directions. Then, the line equation of each line of the cali- '€Vel- For instance, the error of the tilt angle computed by
bration pattern was computed by a least-squares error fit-h® Proposed method is 0.79 deg and that computed by
ting method. The noise level was adjusted by the standard"Vang's method is 1.14 deg, which is 44% higher than the
deviation of the Gaussian noise, which ranges from 0.25 to Proposed method, for a noise level of 4 pixels.

4 pixels. Since the information provided in Wang’s

method! is not sufficient to enable us to reproduce their

results, we set the same camera parameters as in Ref. 11t 4.00

3.50 1
3.00 +

-22 + -5 -4 -3 -2 -1 0 1 2 3 4 5

)

N

13

=}
,

—e— Proposed

—m— Wan
2 150 | g

1.00 |
0.50 | M
0.00 | o

000 050 100 150 200 250 300 350 400 450

Error of computed pan angle p
egr
N
o
o

Computed Tilt Angle t (degree)

Swing Angle s (degree) SD of Gaussian Noise (pixel)

Fig. 12 Impact of swing angle s on computed tilt angle t. Fig. 14 Error of computed pan angle p caused by Gaussian noise.
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Fig. 15 Error of computed filt angle ¢ caused by Gaussian noise. Fig. 17 Error of computed focal length f caused by Gaussian noise.

pixels and that computed by Wang'’s method is 32.86 pix-
els, which is 2% lower than in the proposed method for a
noise level of 3 pixels.

As shown in Fig. 18, we compared the error of com-
puted camera distance of the proposed method with that of

As shown in Fig. 16, we compared the error of the com-
puted swing angle of the proposed method with that of
Wang's method for different noise levels. The error of the
swing angle computed by the propos_ed method ranges from
0.01 to 0.30 deg for the range of noise level. However, the Wang’s method for different noise levels. The error of the

error of the swing angle computed by Wang’'s method :
, camera distance computed by the proposed method ranges
L?nﬁeers ferrorg} ()ré%[?e t?n?’t'ﬁ:el dsl\al\%'nwzmg Iserr;ﬁ?noihaelwaz)s 232 dafrom 0.03 to 1.90 m for the range of noise level. The error
9 g ang prop of the camera distance computed by Wang'’s method ranges

tmhgtg\(l)v(ijnfo;;h?es??n? r&?ésdetl)e\{[ilé F(r)(; 'gssgg(;ﬁéttag deirsroor ??éfrom 0.98 to 11.58 m. Wang’s method always has a higher
g ang b Y brop “~“error rate in camera distance than the proposed method for

deg and that computed by Wang's method is 3.21 deg, the noise level range. For instance, the error of the camera

\évct]ilscehlgvgfoftlzqe?xgllgher than the proposed method for a distance computed by the proposed method is 1.90 m and
P , that computed by Wang’s method is 11.58 m, which is 5

As shown in Fig. 17, we compared the error of the com- . ' ;
puted focal length of the proposed method with that of er;)(ie;elr!gher than the proposed method for a noise level of

Wang’s method for different noise levels. The error of the . :
From the results of the second simulation, we found that
focal length computed by the proposed method ranges fromthe proposed method is much less prone to noise than

0.80 to 55.27 pixels for the range of noise level. The error Wana's method when computing th N lailt anal
of the focal length computed by Wang’'s method ranges angs metho €n computing the pan angieiit angle
t, swing angles, and camera distande under different

from 2.48 to 44.30 pixels. Wang's method has a higher *' : )

noise levels below 3 pixels. For noise levels above 3 pixels, achieved comparable results.

Wang’'s method has lower error rate in computing focal ,

length than the proposed method. For instance, the error of6  Conclusions

the focal length computed by the proposed method is 33.48VTS systems require a reliable camera calibration method.
Although numerous camera calibration methods have been

350 < 14.00 -
o o
P § 12,00
2  3.00 | a8 00 +
< k-]
2 2504 @ 1000 t-------mmm gt
% m g 8.00
[ . I R . © A -+
K g 2.00 —e—Proposed °E
28180+ —mWang |--- 27 600 - T —e—Proposed | _
g g- —m— Wang
o 1004 g . e
° o
o —
5 0501 ° 2.00 +
@ M 2 M
0.00 +—o—o—e—2 : : , , : . ‘ ] 0.00 +—o—o—o—2 ‘ : ! : : . ,
000 050 100 150 200 250 3.00 350 400 4.50 000 050 100 150 200 250 3.00 350 400 4.50
SD of Gaussian Noise (pixel) SD of Gaussian Noise (pixel)
Fig. 16 Error of computed swing angle s caused by Gaussian Fig. 18 Error of computed camera distance / caused by Gaussian

noise. noise.
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proposed and developed, they all suffer from some strict markings, which do not completely satisfy the assumed

limitations that make them inappropriate for VTS. In this geometric properties, can introduce error to the camera

paper, a novel camera calibration method for VTS was pro- calibration process.

posed. We defined the calibration pattern from road lane

markings, which are readily available in typical traffic 7 Appendix: Derivation

scenes. Based on the geometric properties of the road lane . .

markings, a set of equations that computes the camera pa-et the image coordinates of the four cornésB, C, and

rameters from the image coordinates of the calibration pat- D of the rectangle bexy.ya), (Xg.ys), (Xc.yc). and

tern and lane width was derived. The results of the com- (Xp,Yp), respectively, as shown in Fig. 9. First, we substi-

puter simulations demonstrate that the proposed methodtute Eq.(13) into Eq. (11):

outperforms the others in terms of accuracy and noise sen-

sitivity for calculation of the camera parameters of the cam- | —(Xc cosp sins—Xc sinp sint coss

era model. +Yyc COSp COSS+ Yy Sinp sint sins)
In practice, a nonideal situation can reduce the accurac : :

of oulr3 camera calibration method. A bending road and ay fsint+xc cost sins+y cost coss

curved road surface are common. For a bending road, the —I(X4 COSP SINS— X, SiNp Sint coss

road lane markings can be approximated by a number of . L

short straight lines. For a curved road surface, the road L TYaCOSp COSs+y,sinpsintsins)

surface can be divided into rectangular patches that are f sint+ x4 cost sins+y, cost coss

calibrated by individual pairs of road lane markings. More-

over, nonproperly marked, damaged or unclear road laneThen,| can be obtained as follows:

w(f sint+ X, cost sins+y, cost coss)(f sint+ X cost sins+ Yy cost coss)
~ [ —(f sint+x, cost sins+ Yy, cost coss) ' (19
(X COSp sins— X¢ Sinp sint coss+ Y COSp COSS+ Y Sinp sint sins)
+(f sint+ X cost sins+ Yy cost coss)
(X €COSp SiNS— X, SINP SiNt COSS+ Y5 COSP COSS+ Y SINP Sint sins)

For the condition given in Eq.7), we have Let
[—I(chospsins—stinpsintcoss @aB=Xe ™ Xa: Bae=YeTYA: XaB=XaYB ™ X8Ya.
+Yyg COSp COSS+Yg Sinp sint sins

y.B P .yB P ) apc=Xc—Xa, Bac=Yc—Yas Xac=XaYc— XcYa,
f sint+ xg cost sins+yg cost coss

{ —I(xa CcOSp SINS— X, SiNp sint coss agp=Xp—Xs, Bep=YpYB: XBD=XBYD ~XDYB:

+ Yy, COSP COSS+ Y Sinp sint sins)

. . . acp=Xp—Xc, =VYp—VYc. =XcYp—XpYc
f sint+ X, cost sins+ Yy, cost coss co=Xp~Xc. Becp=Yp~Ye, Xco=XcYp~XoYe
and we have
Then,
f(aagCOSP SINS— apg SiNP SiNt COSS
-/ fsint(xgcospsins) + Bag COSp COSs+ Bap Sinp sint sins)
— Xp Sinp sint coss = — xag Sinp cost.
+yg COSp COSS
+yg sinp sint sins) Then,f is given by
+ i i i .
XaYB s.|n P S.Int cost S|n:2s - ~ Yngsinp cost 20
L —XgYaSINpsintcost cos's | " [ apgCOSp SiNS— apgSinp sint coss |
B f sint(x, cosp sins 7 + Bag COSP COSS+ Bag SiNp sint sins
—Xa Sinp sint coss o
+y A COSP COSS Similarly, from Eq.(8), we have
= +yA.smp.smtsms). o — Yep Sinp cost -
+Xgya Sinp sint cost sirf s " [ acpcospsins— acpsinpsint coss |
| —XaYg Sinp sint cost cog' s | + Bcp COSp €OSs+ Bep Sinp sint sins
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Using the condition given by Ed9), we have

Yc Sinp cosSs— Yy cosp sint sins
+ X Sinp sins+ X cosp sint coss
f sint+X¢ cost sins+y¢ cost coss

Y SINP COSS— YA COSP Sint sins
+Xp SINp SiNs+ X, cOSp sint coss
f sint+ x4 cost sins+y, cost coss

Then,

Bac Sinp coss— Bac cosp sint sins
+ apcSINP SiNS+ ac COSP Sint coss

[ XaYc COSP COst Sin? S—XcYa COSp COSt COS' S
~ | =Xy a cosp cost sir s+ X,y cosp cost cog' s

Thus, we obtairf in another form,

. XAc COSp cost -
B ( Bac Sinp coss— Bac cosp sint sins ) ' (22

+ apc SINP SiNS+ apc COSpP Sint coSs

Similarly, from Eq.(10), we have

cosp cost
f . XBD COSP . 29
Bep SINp COSS— Bgp cosp sint sins

+ agp Sinp sins+ agp COSp sint coss

The right-hand sides of Eq$20) and (21) are the same,
and hence

— XagSinp cost
a g COSP SINS— apg SINp Sint coss
+ Bag COSP COSS+ BagSinp sint sins

— Xcp Sinp cost
acp COSp SiNS— acp Sinp sint coss
+ Bcp COSp coss+ Bep Sinp sint sins

XAB
app COtp SiNS— apg SiNt COSS
+ Bag COtp COSS+ Bag Sint sins

XcD
acp Cotp sins— acp Sint coss
+ Bcp €otp coss+ Bep sint sins

cotp(acpxasSins+ Bcpxas COSS)
+sint(— acpxag COSS+ Bepxag SiNS)

_[ cotp(aapxco Sins+ Bapxcop COSS)
+sint(— aagXxcp COSS+ BapXcp SiNS/*

Then, we can obtaip:

2976 Optical Engineering, Vol. 42 No. 10, October 2003

sint[(acpXas— @asXcp)COSS+ (BasXcp— BeoXas)SiNs]

(@coXaB— @asXcp)SINST (BcoXas— BasXcp)COSS

cotp=
(24)
The right-hand sides of Eq$22) and (23) are equivalent,
and hence
Xac COSp cost
Bac Sinp coss— Bac cosp sint sins
+ apc Sinp sins+ aac COSp sint coss

XD COSp cost
Bep Sinp coss— Bgp COSp sint sins
+ agp SiNp sins+ agp COSp sint coss

XAC

Bep tanp coss— Bgp sint sins
+ agp tanp sins+ agp Sint coss

B Bactanp coss— Bac sint sins
~XBD| 4 g, tanp sins+ apcsint coss)

Then, we can obtaip in another form:

sint[(BepXac— BacXep)SiNS+ (aacxsp— @epXac)COSS]

(@gpXac— @acXep)SINS+ (BapXac— BacXsp)COSS

tanp=
(25)
Equating the right-hand sides of Eq20) and (22), we
have
— Xag Sinp cost
app COSP SINS— app SINP SiNt coss
+ Bag COSP COSS+ Bag SINp sint sins

XAc COSp cost
Bac Sinp coss— Bac cosp sint sins
+ apc Sinp sins+ ac COSp sint coss

— xag tanp(Bac COSS+ apc SINS) — xac COtP(aag SINS+ Bag COSS)

+(Bacxas— BasXac)SiNt SiNS+(— apcxast @asXac)Sint coss

=0. (26)

Equating the right-hand side of E(4) and the inverse of
the right-hand side of Eq25), we have

sint[(acpXas— ¥aBXcp)COSS+ (BasXcp— BcoXas)SINS]
(@cpXas— ®aXcD)SINST (BcoXas— BasXcp)COSS

_ (@gpXac— @acXep)SINS+ (BepXac— BacXsp)COSS
sint[(BepXac— BacXsp)SINS+ (@acXep— @BDXAC)COSS]

[[(DIBDXAC* @pcXgp)SiN 5+(BBDXAC*[3ACXBD)COSS]J

S t= [(@cpxas— @aXcp)SiNS+(Bcoxas— BasXcp)COSS] .
[[(UICDXAB_ @pBXcD)COSST (BagXco— BeoXas)Sin S]]
[(BeoXac— Bacxep)Sins+(@acXep— @BpXAc)COSS]

Since the camera is set above grouni, always negative:

) 12
{ [(aBpXac— @acxep)SINS+(BepXac™ ﬁAcXBD)COSS]]

int [(acpxas— @asxcp)SINS+ (Bcoxas— BasXcp)COSS]
sint=—

[ [(acoxas— @aBXcp)COSS+ (BaXcp— BcoXas)Sin 5]]

[(Bepxac— Bacxep)sins+(aacxsp— appXac)COSS]

(27
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By substituting Egs(24) and(25) into Egs.(26), we have

tans=

- { [(acpxas— @aBXcD)COSS+ (BagXcp— BeoXap)Sin S]J

XABXAC

+ XaBXAC

Xag(Bac COSS+ apc SiNs)

{ [(Bepxac— Bacxep)SiNS+ (aacxep— aBDXAC)COSS]]
[(@spXac— @acxeD)SINST (BepXac— BacXep)COSS]

Xac(@ag Sins+ Bag COSS)

[(@cpxas— @aBXcD)SINST (BeoXae— BasXcp)COSS]
+(Bacxas— BagXac)sins

+ (= aacXaBT @aBXAc)COSS

BasBacXsp@cp— BacaspBasXcD
— BeoxasBeoacTt BasXcoBepAac
+ BcoBeoxacast BacXas@spBcp
~ BasXacBep®co— BecoBacXepdas

sins

— BasXacaspacpt BacXas®BpdcD
— Bac@sp@aBXcp ™~ @acXBpBcp®aB
—acpXxasBeoacTt BasdacXBpdcD
+appXcoBepact aspXacBcpdas

COss

— BasBacXxsp@cpt Bac@spBasXco
+ BeoxasBeoaac— BasXcpBepAac
— BcoBepxacas— BacXas®spBco
+ BasxacBep@cpt BcoBacXBp®as
— BasXac@sp@cpt BacXABABD®CD
— BacBDAABXCD ™ @AcXBDBCDXAB
—acpXxasBep@acTt BaB&AacXBDYCD
+appxcoBeoaact appXacBcp®aB

(28)
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