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Recursive All-Lag Reference-Code Correlators respectively, where
Tung-Sang Ng, Kun-Wah Yip, and Chin-Long Cheng - co 1 Cy s+ CN_9 CN_1
CN—1 € €1 *** CN—3 CN=—2
Abstract—An all-lag reference-code correlator generates an all-lag even- C= ¢N—2 CN-1 Co ' CN—4 CN-3 3)

or odd-correlation vector at a rate equal to the rate of incoming data sam-
ples. Directimplementation of an all-lag reference-code correlator requires
NN parallel correlators, and the resultant degree of complexity is of the C2 C3 Cq Co c1
order N2, where IN is the length of the reference code. This paper derives

i L C1 C2 C3 e CN—1 Co

two recursive forms for all-lag reference-code correlators. One generates and
all-lag even correlation and the other one generates all-lag odd correlation. _ )
Itis shown that the proposed recursive all-lag reference-code correlator can co €1 €2 CN—-2 CN-1
be implemented with a complexity approximately equal to that of a single —CN-—1 Co o CN—3 CN-—2
parallel correlator. That is, the degree of complexity of the proposed recur- —CN_9 —CN_1 co ce- CN_a CN_3
sive all-lag reference-code correlator is of the ordedN. Thus, substantial C = 4)
reduction in the implementation complexity is achieved.

Index Terms—All-lag reference-code correlator, bank of serial correla- —C2 —C3 —Cq4 v Co &1
tors, low-complexity implementation, parallel correlator, recursive rela- — —¢o —¢3 e+ —CN_1 o
tionship, serial correlator, spread spectrum.

areN x N matrices, and
"
d, = I:dn—(N—Uadn,—(N—?):\'--7dn717dnj| (5)

|. INTRODUCTION

Correlators are widely used in applications involving signals that aj¢a data vector containin most-recent data samples. Note that the
formed by periodic repetition of reference codes with or without datbindexs of ., ,, and7,,  refers to a lag of the reference code
modulation. The signals may be further corrupted by noise and vaequence while the second subindess time. For a description of
ious kinds of interference. Depending on applications, the referensgan- and odd-correlation functions, interested readers may refer to [3]
code can be a pseudonoise sequence, a sampled sinusoidal wavgn@r{4], and the references therein.
in fact, any arbitrary sequence of data. As a particular example, then the following, we shall show that all-lag reference-code correla-
reference code in a direct-sequence spread-spectrum (DSSS) sys#gican be used to generate outputs of serial correlators, parallel cor-
is a pseudonoise spreading sequence. DSSS techniques [1], [2] halstors, and banks of serial correlators, the latter three types of corre-
applications in many areas such as multiple-access data communiggers being commonly used in practical situations [5]-[13]. A serial
tions, secure communications, channel sounding, ranging and targmtrelator produces one correlation output evarndata samples. Its
identification using radars or sonars, and navigation using global pa4tputs can be obtained from an all-lag reference-code correlator by
sitioning system (GPS). A correlator is required in a DSSS receivar,. S, » being a multiple of V. A parallel correlator provides more
to initially acquire the incoming DSSS signal. It is also used to pegorrelation information. It correlates th€ most-recent data samples
form other functions such as code tracking, symbol and carrier clogth the reference code and yields one correlation result at each sam-
recovery, demodulation of information symbols embedded in a DS®#ng instant. In this regard, the correlation outputs are produced at the
signal, and channel estimation. same rate as the incoming data samples. The outputs of a parallel cor-

In this paper, we are concerned with all-lag reference-code céglator are therefore obtained by, s wherex is an integer. A bank of
relators. An all-lag reference-code correlator correlates a streéﬁ{ial correlators consists of serial correlatprs and is used for corre-
of data samplesd,} with 0.1,....N — 1 lags of a length¥ Iatlngaseq_uer_lce a¥ data §amples,wherelnthe other sequence used
reference code sequenéa. ci.....cn—1} and thereby produces g for correlation in thenth serial correlator. = 0,1, ..., N —1listhe

stream of all-lag even-correlation vectds, } or a stream of all-lag reference code cyclic-shifted withshifts. Hence, the outputs of a bank
odd-correlation vector$rt,, } at a rate equal to the rate of incoming

of serial correlators can be obtainedibys wheren is a multiple of V.

data samples. In this CONteM, = [Fo.n, 71 ms- .. 7x—1]" and Ipterest in all-lag rgfergnce-co@e correlators arises because they pro-
%o = [FomsFins- -, Ta—1.0]T are given by vide more correle_tt_lon |nf0rmat|9n than the _above three types of cor-

e ’ ’ relators. The additional correlation information provided by an all-lag
reference-code correlator, when processed, can be utilized for various
r, = Cd, (1) burposes, for example, faster acquisition and more robust channel esti-
mation. In Section I, we shall further elaborate the application advan-
tages of all-lag reference-code correlators.

T, = Cd, ) Direct implementation of an all-lag reference-code correlator is by
means ofV parallel correlators, where theth parallel correlatom =
0,1,...,N—1correlates a block of data samples giverdhywith the
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Fig. 1. Parallel correlator.
TABLE |
IMPLEMENTATION COMPLEXITY OF VARIOUS CORRELATORS
Required number of:
multipliers adders storage units negator
Parallel correlator N N-1 N-1 —

All-lag reference-code

correlator directly realized N? N(N-1) N(N-1) —

by N parallel correlators
Recursive all-lag

reference-code correlator N N+1 2N 1
that generates {r,}
Recursive all-lag

reference-code correlator N N+1 2N 1
that generates {T,}

parallel correlator. It is apparent that a parallel correlator compAsesand generates a sequence of correlation vajugg at a rate equal to

multipliers, N — 1 adders, andv — 1 storage elements, so that the dethe rate of incoming signal samples, where

gree of implementation complexity is of the ord€r Since an all-lag

reference-code correlator implemented using the direct approach com- tn = cody_(n_1) + C1dy_(N_2) + Cody_(N_3)

_prlsesN parallerl‘f:orrelators, the qlegree of |mplementatlon_ co_mplexny ot en—ody 1+ en1dy 6)

is of the orderlN-. The resultant implementation complexity is espe-

cially s[gmﬁcant when the reference-code lengitis Ia.rg.e.. . is the correlation result obtained at théh sampling instant. The ref-
Previous research effort has been devoted to minimize the imp

. . . ence-code length is normally selected such that it is equal to the
mentation complexity of a parall_el correlator for some spt_emal Casfaé?]gth of the spreading sequence multiplied by the number of sam-
[14}-{17]. However, techniques directed to the reduction of impleme les per chip. Before acquisition, the DSSS signal is not code-aligned
tation complexity for an all-lag reference-code correlator in gene :

) - . . th the receiver’s copy of the reference code sequence. Since the ref-
have not appeared in the previous literature. The objective of the presg

work is to develop a low-complexity architecture for an all-lag refer. hoe-code length i¥', we can code-align, or acquire, the incoming
P piextty . 9 DSSS signal at the receiver by computifgcorrelation values cor-
ence-code correlator. Based on (1) and (2), we derive two recurs

forms, one for even and another one for odd correlations. All-lag ref Pré_%pondmg to the correlation of the signal Wﬁlhl oV =1 Iags_
' ) - . eFor delays) of the reference code. The receiver is therefore required to

ence-code correlators that are realized by these recursive relationshi Ute

are referred to as recursive all-lag reference-code correlators. In t?us P

paper, we show that they can be efficiently realized with a complexity

approximately equal to that of a single parallel correlator. That is, the

resultant implementation complexity is of the ordér This result en- +--toevo2dn1+oev-o1dn

ables system designers to utilize all-lag correlation information while Unt1 = Codp_(N—2) + c1dn_(N_3) + c2dy_(n_a)

keeping the |mplementat.|on cost.low. . Foo ot en_ady + en_1dni

The rest of the paper is organized as follows. Recursive forms for

all-lag reference-code correlators that genefate} and{f, } are de- Unt2 = Codn—(n—3) F C1dn—(y—2) + C2dn—(v—s5)

rived in Sections Il and 1V, respectively. Implementation aspects of + o tenv—a2dntr Fen—1dnya

recursive all-lag reference-code correlators are also discussed. Conclu-

sions are drawn in Section V.

un = codp_(N—1) + c1d,—(N—2) + c2dr_(n_3)

Up4N—2 = COdn—l + Cldn + Cerz+l

Il. ADVANTAGES OF ALL-LAG CORRELATORS + o +env—odnyn—s+en—1dngn—_2
We shall illustrate the advantages of all-lag correlators by consid- ~ “n+N=1 = codn + cidny1 + codn s
ering the acquisition process of a DSSS signal [18]. In particular, we + - tenv—adnyN—2+ eN_1dnyN_1 (7)
shall indicate the advantages of using all-lag correlators over using par-
allel correlators. and the acquisition circuit determines which one of these values has the

Consider first the case of using a parallel correlator which correlatesgest magnitude. Acquisition is declared on the time position where
a sequence of DSSS signal samp]és } with a reference codéc,,}  the largest magnitude occurs. Notice tBa — 1 data samples are
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involved so that the time required to complete the acquisition process the information of the whole channel estimate is containad in
is 2N — 1 sampling periods. wherein the peaks appeared in the elements,otorrespond

In the absence of data modulation embedded in the DSSS to the multipaths. OnlyV data samples are involved. Thus, an
signal, the signal is a periodic repetition of the reference all-lag correlator is faster than a parallel correlator in channel es-
code sequence. The intended information contained in signal timation. In addition, the channel estimate can be obtained more

samples d,41,dnt2,...,dnyn—1 IS also contained in directly and more conveniently from a knowledgergf. More

dy—(N=1)s dn—(N=2),...,dn—1, respectively, so that (7) can be frequent update of channel estimates is also made possible, which

expressed as improves the receiver performance in response to rapidly varying
channels.

» By processing the additional correlation information provided by
an all-lag reference-code correlator, both acquisition and channel
o ten—zdnoa +on—idn estimation can be made more robust to noise and interference than
Unt1 = codn(N—2) + c1dn_(n_3) + c2dn_(N_1) using a parallel correlator.
+ ot enmady +enoidy (n1) Code tracking anc_zl automatic frequency controlin DSSS receivgrs
can be made easier and can be enhanced by more frequent adjust-
Unto = codn—(N—3) + c1dn_(n—a) + C2dp_(v—35) ments

Un = Codp_(N—1) + C1dn_(N—2) + c2dn_(N_3)

+oten—ad,(noyFoen—i1d_(n—2)

lll. RECURSIVEALL-LAG REFERENCECODE CORRELATOR FOR
GENERATING {r_ }
UntN—2 = codn—1+ c1dy + cad, (N_1)

4+ +en—odn_zten_1dn_2

Define anNV x N shift matrix

UntN—1 = Cody + €1 dnf(l\ffl) + Canf(Nfz) 6100 -+ 00

+"'+C]\"—',Zdn—2+c]\"—ldn—l- (8) 0 0 1 0 e 0 0

0001 .- 00

S=1. . . . . 9

Thus, computation ofi,,, 441, ..., u,+n—1 IS €quivalent to com- oL Lo

putingr,, given by (1). Rapid acquisition of the incoming DSSS signal o000 - 01

is achieved by locating the time position having the largest magnitude 1000 --- 00
amongr,, ». m = 0,1,..., N — 1. It is apparent that acquisition of

a DSSS signal by using. can be achieved in a duration 8f con- This shift matrix performs a linear transformation on a lenjth-
secutive sampling periods while acquisition using a parallel correlateslumn vector by cyclically shifting up the elements in the vector by
involves a larger data block @fV — 1 samples. All-lag correlators thus one step. This transformation can be realized in practice by using an
enable faster acquisition of DSSS signals. end-around shift register. Since cyclically shifting a lengthvector

In the presence of antipodal data modulation, that is, when the syfor N steps reproduces the original vector, it follows that
bols are either-1 or —1, successive symbols may or may not have a
transition in polarity. When successive data symbols contained in DSSS sV —1 (10)
signal samplesi,, _(x—1),dn—(N—2),---,dnt~n—1 have the same
sign, it is easy to show that computationof, w,41, ..., UnyN—1
is equivalent to the computation of,. Acquisition is declared The desired recursive form for, is obtained by expressing

at the time po§ition having the Iargest magnitude ameng., T, in terms ofr,_ ;. Let c,, be themth columi of C where
m = 0,1,...., N — 1. When successive data symbols are opposite _ 0.1.....N — 1. That is
in sign, using only the information contained #p is not sufficient o '
for acquisition unless data transition occurs at the Oth-lag position, a r
condition that does not occur frequently. To achieve rapid acquisitiof§™ = L“m» Cm=1s-- =2 €1 €05 CN=1, EN =2, ., Cm 2, cmir] . (11)
we make use of the information provided by bethandr,,. In case

successive data symbols are opposite in sign, the correlation p&dR €asy to verify that

wherel is anN x N identity matrix.

amongr..,.., m = 0,1,..., N — 1, is located where data transition
occurs because of an intentional reversal of sign during correlation cn—1 = Sco
of the signal as seen from (2). Therefore, a data-modulated DSSS Co1 = Sc,, m=1,2,...,N—1. (12)

signal can be acquired by locating the time position having the largest

magnitude among the elementswf andt,,. Note that acquisition

can be accomplished when andt,, are available, that is, afte¥

signal samples are obtained. On the other hand, acquisition using a N1

parallel correlator requires a longer time2d¥ — 1 sampling periods. r, = Z Dom— (5 —1)Con- (13)
Other applications wherein the all-lag reference-code correlator has

SinceC = [co ¢1 ... cn—1], it follows that (1) can be expressed as

m=0
an advantage over the parallel correlator include the following exam-
ples. Settingin’ = m + 1 in (13), we find that
 In mobile communications, estimation of the impulse response
of a multipath fading channel is often required at the receiver in N-1
order to enhance the system performance. When a parallel corre- rn =dpen—1 + Z dn—14m/=(N=1)Cm/—1. (14)
lator is used, correlation results obtained at successive sampling m/=1

InS'[an'[S COﬂStItute a Channel eStImate Obta|n|ng these Correlationrhroughout this paper, the left uppermost element of a matrix is assigned an
results involves more thai¥ data samples. On the other handindex (0, 0) rather than the usual index (1, 1).
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Applying (12) to this expression gives

N D d,, duneny D dy |
N1 d— e D D I -
Ty, =dncn-1+8S Z ot/ —(v-nyCprr |y - —  — :
m’=1 B .
shift register
+ du_n(Sco — enor). (15) &
Noting thatr,—, = Zf};,‘:lo dy—14m’—(N—1)Cm’ as seen from (13),
we arrive at the desired recursive form
> Fon
Cny »D ,
r, = SI‘n71 + (dn - danW)cNfl- (16) rln—l
Based on a knowledge of,_:, one can generats, by this recursive
relationship. Note thabr, _; is an end-around rotation a@f,_,. As ) 4 ;ﬁ Nn
(16) is a recursive equation only, it remains to find the initial conditior€¥-2 > > i
that makes (16) and (1) yield the same result. Repeated application Bt
(16) for N times followed by applying (10) and (12) gives i
]
]
rp, =Tn-n + C(dn - dnff\’)- (17) i
.
Without loss of generality, we assume that signal samgles are .4 N =" Ty 2
only available forn = 1,2, 3,... and that it is desired to generate ! v v
IN,TN+1,TN+2,- ... [f we provide an initial condition that, = 0 TNetn-1
anddy =d—1 =--- = d_(n—1) = 0, then (17) becomes identical to
(1) forn = N. Based on a valid result afy, one can compute,,, . ’
n > N, by using (16). Note that intermediate resusro, ..., ry 1 c | @‘VQ ) N-Ln
are not valid. 0 -
The number of arithmetic operations of the recursion for each iter: ot
tion can easily be observed to be one subtractédémadditions, andV
multiplications. Based on the recursive relationship of (16), the recu

sive all-lag reference-code correlator that generftgg can be con-
structed as depicted in Fig. 2. It requires a lengttshift register to i 2. Recursive all-lag reference-code correlator that generates a sequence
store the input signal samples, and output storage to stor® tber- of all-lag even-correlation vectods,, }.
relation results for the previous sampling instant, a negafamulti-
pliers andV + 1 two-input adders. Notice that prior to operation, the
values stored in the shift register and in the output storage are initigftich performs a linear transform on a lengthcolumn vector by
ized to zero. Table | summarizes the required numbers of componefislically shifting up the elements by one step and reversing the sign
for implementing this recursive all-lag reference-code correlator. T18é the resultant lowest element. This transform is realized in practice
numbers of components for an all-lag correlator directly implement&y an inverting end-around shift register. It is easy to show that
by N parallel correlators are also listed for reference. It is apparent that
the order of implementation complexity is reduced frdthto N when | (19)
the recursive form is used. Comparing with corresponding humbers of ’
components for realizing a parallel correlator as listed also in Table I,
one immediately finds that implementation complexity of a recursivéet,,, denote therth column ofC form = 0,1,..., N —1, namely,
all-lag reference-code correlator that generdies is approximately
the same as that of a conventional parallel correlator. In particular, the
degrees of complexity of both correlators are of the ofler T = [Cms Gty o5 €1, CO, —CN—1,
—CN—=2y.ccy —Cm42, —Cm+1 ]’T- (20)
IV. RECURSIVEALL-LAG REFERENCECODE CORRELATOR FOR

GENERATING {T, .
{Fa} It can be easily shown that

We proceed to derive the recursive formula for computindpased
on the same steps as in deriving the onerfpin Section Ill. Define

anN x N shift matrix en_1 = —Sg,
Cm_o1 = SCm, m=12,...,N—1. (22)
o1 0 0 -+ 00
0 0 1 0 0 0 R o B
B 0 0 1 .- 0 0 SinceC = [¢p € ... €n—1], We can express (2) as
S = e .. (18)
oo Do s
oo 00 --- 01 F, = Z o (N 1) 22)

-1 0 0 0 --- 0 O m=0
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ri,n—l

rZ,n—l

rN -2n

rN—l,n

Fig. 3. Recursive all-lag reference-code correlator that generates a sequendg]

of all-lag odd-correlation vectorst,, } .

so that

N—1

T, =d,en_1 + Z dn71+m’f(Nfl)Em’fl' (23)
m’=1
Applying (21) to the last expression yields
N—-1
T, =d,cn_1+ S Z dn71+m’7(]\’71)67n’
m/=1
+ d-n(SCo 4+ Cn—1). (24)
It follows that the recursive relationship is given by
Tpn =SFn 1+ (dn +dnn)Cn1 (25)

which enables generationdf based off,, ;. Notice thalSF,,_; isan
inverting end-around rotation @f, ;. The initial condition is derived
as follows. Repeated application of (25) fr times followed by an
application of (19) and (21) yields

Trpn = —Tp-nN + 6(dn + dan)- (26)
Again, assume that signal sampldss, are only available for =
1,2,3,...and that we wantto generat® ,Tn1, TN +2,- - .. ItiS €asy
to identify the desired initial condition to i® = 0 anddy = d—, =

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—II: ANALOG AND DIGITAL SIGNAL PROCESSING, VOL. 47, NO. 12, DECEMBER 2000

-+ =d_(v-1) = 0, so that (26) and (2) become identical for= V.
The recursive formula (25) can be used thereafter to generate >
N.

Fig. 3 shows a recursive all-lag reference-code correlator that gener-
ates{T, } and that is constructed according to (25). It is apparent that
implementation of this correlator requires a lengdfhshift register for
storing the input signal sequencé storage elements to retain the cor-
relation results, a negatak, multipliers andV + 1 two-input adders.
Again, values in the shift register and the output storage are reset to
zero prior to operation. Table | lists the required numbers of compo-
nents for realizing this recursive correlator, along with those results for
other correlators. It is shown that a substantial reduction of implemen-
tation complexity is obtained when the recursive form, rather than the
direct-implementation method, is employed. Results of Table | also in-
dicate that this recursive correlator is of the ordeim the implemen-
tation complexity, the same order as that of a parallel correlator.

V. CONCLUSION

Recursive forms for generating all-lag correlation sequeriege$
and{T, } have been derived. It has been shown that using these recur-
sive forms, all-lag reference-code correlators can be implemented with
a complexity approximately the same as that of a conventional parallel
correlator. Degrees of implementation complexity for recursive all-lag
reference-code correlators have therefore been reduced substantially
from orderN? to orderN.
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Amplifiers larger bandwidth and smaller DC gain (approximatell if properly
designed). Most of the CMFB frequency characteristics is determined
Gonggui Xu and Sherif H. K. Embabi by the second part (from b to ¢). The single channel small signal model

of the second part is shown in Fig. 3 whete. andg,..» are transcon-
ductances of transistors M3(M4) and M9(M10), respectively.
Abstract—Based on constructing the Common Mode Feedback path to Comparing Fig. 3 with Fig. 2, one can see that two small signal

be topologically similar to the differential mode path, a systematic mapping .
approach for deriving a fully differential amplifier, from its single ended models share the same compensation capaCitorand g...» stage,

counterpart, is presented. The motivation, usage and efficiency of the pro- hence are topologically similar. This is an important observation. The

posed approach is demonstrated by two examples. similarity of the topologies leads to a stable CMFB path if the differ-
ential mode path is stable. This can be explained by their transfer func-
|. INTRODUCTION tions which are given by:
In integrated circuit design, fully differential amplifiers are popular Vout —GmcCms + GmeGm2
because they have better Power Supply Rejection Ratio (PSRR) = me-m megme (1)
than their single ended counterparts. For high gain fully differential Vew 520nCL 4 5Cngma + go1go2
Vout _gmlC(ms + gm1dm2

amplifiers, an internal Common Mode Feedback (CMFB) path must = = (2)

be added to establish a common mode (i.e. average) output voltage Vin 820 Cr + 5Cangm2 + go1go2

over all working frequencies. Two tasks exist in the construction of

a CMFB path: how to generate a CMFB control signal, and whe¥herego1 andg,: are total output conductances at nddeandVo.:,

to inject the CMFB control signal back to the biasing. The CMFmespectively. Notice that above two equations are very similar, actually

control signal can be generated either by a continuous-time appro#é® denominators are the same. Equation (1) shows that a high CMFB

or by a switched-capacitor approach, the detailed discussion cand# (gncgm2/go190.2) and a large CMFB bandwidtty,.../C'..) are

found in [1]. In this paper, our discussion is restricted to the injecticchieved.

of the continuous-time CMFB control signal back into the differential The gain and bandwidth requirements for CMFB paths depend

mode path. on the amplifier's common mode/power supply gain and bandwidth.
Some multi-stage fully differential amplifier topologies can be founfor example, in the circuit shown in Fig. 1, a differential pair is

in the literature [2], [3]. It's interesting to see that in both topologied!sed in the input stage and hence the circuit's common mode has a

the CMFB control signal is injected back into the first stage. Is thefénall gain (approximately.;g.m2/go19.2) and a small bandwidth

any particular reason that the first stage is preferred over other stag@gproximatelyg.. /C'»), where go, is the output conductance of

How is the CMFB path compensated? In this paper, we will try to afias current source transistors M5 & M6; also the noise from this

swer above questions and a systematic approach for constructing fGifguit's positive power supply is only amplified by a small gain

differential amplifiers will be formulated. (approximately Agim gim2/go1902) and it has a small bandwidth
The rest of the paper is organized as follows. In Section II, a twéapproximatelyAg,, /C...), whereAg,, is theg,, process mismatch

stage Miller amplifier will be used as an example to present the mofietween load transistor M3 and M4. Therefore, the corresponding

vation and procedure of the proposed approach. In Section 111, a mé&®FB path gain and bandwidth can be small. But, on the other hand,

complicated four-stage amplifier topology is used as another exampigh CMFB path gain gives more accurate common mode bias and

to verify the effciency of the proposed approach. The conclusionl&fge CMFB bandwidth improves the PSRR at high frequencies.
given in Section IV. Therefore, a high CMFB gain and a large CMFB bandwidth are

always preferred whenever they are achievable (sometimes they come
for free and can be well-compensated when the differential mode
path is shared). This is the case in the circuit of Fig. 1 and it has a
The two-stage Miller amplifier, shown in Fig. 1, will be consideredigh CMFB gain and a large CMFB bandwidth which is achieved by
to discuss the properties of fully differential amplifiers and the CMFHhjecting the CMFB control signal back to the first stage.
The above discussion applies not only to the two-stage Miller ampli-
fier but also to the more general fully differential amplifiers including
Manuscript received March 14, 1999; revised August 2000. This work wie multi-stage amplifiers in [2], [3]. This explains why in all of these
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