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An Optimal Topology-Transparent Scheduling
Method in Multihop Packet Radio Networks

Ji-Her Ju,Member, IEEE and Victor O. K. Li, Fellow, IEEE

Abstract—Many transmission scheduling algorithms have been access (CDMA) network using a procedure similar to that
proposed to maximize the spatial reuse and minimize the time- described in [3]. In a TDMA system, time is divided into
division multiple-access (TDMA,) frame length in multihop packet —y.ansmission slots, grouped into frames. Each slot is designed
radio networks. Almost all existing algorithms assume exact . . .
network topology information and do not adapt to different to accommodgte the transm|§3|on of one T'Xed's'?e pac_ket
traffic requirements. Chlamtac and Farago proposed a topology- and a guard time, corresponding to the maximum differential
transparent algorithm. Following their approach, but with a propagation delay between pairs of nodes in the network.
different design strategy, we propose another algorithm which \when nodes communicate, they may suffer two types of
is optimal in that it maximizes the minimum throughput. We - hgicts 7], [12]. The first one, called primary conflict, occurs
compare our algorithm with that of Chlamtac and Farago’'s . o
and with the TDMA algorithm, and find that it gives better |f tWO OF more nodes transmit simultaneously to the same
performance in terms of minimum throughput and minimum  destination node. The second one, called secondary conflict,
and maximum delay times. Our algorithm requires estimated occurs when a node receiving a transmission is also within the
values of the number of nodes and the maximum nodal degree transmission range of other transmissions not intended for it.
:':l gtgﬁtﬁri“gom's ;c;‘a’i%e{é ‘f;]eesg%vg ;igar‘]t ég?aﬂfggr;ance of our ”Pre\{ious studies on.tran§missio_n spheduling can be clas-

sified into two categories: link activation [1], [9] and node

Index Terms—Packet radio network, time-division multiple  activation [7], [15]. Most such studies concentrated on find-
access, topology-transparent scheduling. ing fair conflict-free algorithms which maximize the system

throughput by using graph theory [9], [16]. In [7] it is
|. INTRODUCTION shown that the problem of determining transmission schedules
PACKET radio network consists of a number of geWith optimal throughput is NP-complete. The problem of
ographically dispersed radio units which communicafeenstructing a minimum frame Ieng'th schedule is algo shpwn
with each other. Due to limited transmission power, it mal P& NP-complete [15]. Most algorithms are centralized, i.e.,
be necessary to relay a packet over multiple nodes bef yneed global ne_twork connectivity information to .achleve
the destination is reached, resulting in a multihop packieir goals. Ephremides and Truong [7] proposed a distributed
radio network. A packet radio network using a time-divisio&/90rithm which requires using up to two-hop connectivity
multiple-access (TDMA) transmission schedule is called 'gformation. The distributed algorithm of Ramaswami and
TDMA network. In a conventional TDMA network every Parhi [15] only needs one-hop con_nectlwty .|nformat|0n.. As
node is assigned a unique time slot in each frame to transrif@" be expected, however, an optimal design for an initial
This method works well when the network is fully connected!€twork may be far from optimal after changes in the network
but in a multinop packet radio network the number of noddgPological structure or the traffic load of the nodes. In
in the network is much greater than the maximum numb@@rticular, in a highly mobile network, accurate network
of neighbors of a node, and spatial reuse of time slog@nnectivity information may be very difficult to obtain.
can greatly improve the system performance. Hence, thifthermore, to maintain accurate connectivity information
design of transmission schedules in multihop mobile radill require a great number of information exchanges among
networks to ensure good system performance is an attrac)8 nodes. This intensive communication requirement may
research topic [1], [2], [4], [5], [7], [15], [16]. A proper consume more bandwidth than the savings obtainable by
design not only guarantees successful information exchanfé‘b algorithm which uses this more accurate topology in-
among nodes in the presence of conflicts but also maximiZe§mation. Therefore, the efficiency and robustness of the
the system throughput. In this context we will focus oRbove algorithms are questionable in mobile networks. By
the scheduling problem in a TDMA network, although ou@llowing contentions, Chlamtac and Farago [2] developed an

algorithm can also be applied to a code-division multipledlgorithm which is topology-transparent and guarantees that
each node has at least one successful transmission in each
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We compare our algorithm with that of Chlamtac and Faragolf.S AF of Node A:
and with the TDMA algorithm, and find that it gives better ’
performance in terms of minimum throughput and minimum
and maximum delay times. Our algorithm requires estimated
values of the number of nodes and the maximum nodal degreg,- o 1

k-1
fa(x) =a, x4 a_x""+ ..+ 3 (modp)

subframe 0 subframe | «es  subframe (p-1)

pl 0 1 .. pl 0 1 .. p-l
in the network. However, we show that the performance of our
algorithm is insensitive to these design parameters. A A A
In this paper we develop a new link activation scheduling
algorithm with a minimum guaranteed throughput under any
traffic conditions and analyze its performance for point-
to-point packet transmissions. The rest of this paper is £4(0) fA(1) fa(p-1)

organized as follow. In Section Il we present our network

model and some definitions and theorems which will be

used in the following sections. Section Il presents th&SLV of Node A: (f,(0), f,(1), ..., f(0-1))
steps of Ou.r proposed algorlthm. Some theorems relatI-eig. 1. The relationships of TSAF, TSLV, and the frame structure.
to the choice of the optimal frame structure and the

system parameters are also given. In Section IV th@iteed throughput of our algorithm. The following definitions
average maximum and minimum delay times are deriveghd theorems help explain our algorithm.

and an analytical comparison between our algorithm andDefinition 1: A polynomial f(z) of degreek mod p can
the conventional TDMA algorithm is provided. Numericabe expressed ag(x) = X5, a;z’ (mod p), wherea,; €
results and discussions comparing our optimal algorithmg, 1,2,-..,p — 1}.

Chlamtac and Farago’s algorithm, and the conventionalTheorem 1:Let f(z) be a polynomial of degreé¢ mod
TDMA algorithm are given in Section V. We conclude in,, wherep is a prime number. Then the equatigz) = 0
Section VI. (mod p) will have at mostk distinct roots which are integers
between 0 ang — 1.

The proof of the above theorem can be found in [6].

A multihop packet radio network witt¥ mobile nodes can  Definition 2: The Hamming weightH W (X) of a p-tuple
be represented by a directed graflV, E). V is the set of row vectorX is the number of nonzero symbols in the vector
all network nodes andV'| = N. E is the set of all edges. X.
If node v; is within the transmission range af, then an  Definition 3: The Hamming distancé’ D(X,Y") between
edge denotedu;,v,) is in E. We assume that ifv;,v;) € E, two p-tuple row vectorsX,Y is the number of symbols in
then (v;,v;) € E. v;,v; are said to be neighbors. The degrewhich the twop-tuple row vectors differ.
of a nodew, i.e., D(v) = [{(u,v)|(n,v) € E;u € V}, is The Hamming weight and Hamming distance will be used
defined as the number of its neighbors. The maximum degtee describe the relationship between the transmission slot
Diax, 1.€.,max,eyv D(w) in the network is much less than theassignments of two nodes.
number of nodes in the network. We assume that,, will Definition 4: For a given networkG(V, F) each node is
remain constant while the network operates. The maintenarassociated with a unique time slot assignment function (TSAF)
and benefits of this kind of degree-bounded topology haye(z) = %%, a;z* (mod p),v € V. f,(z) is a polynomial
been discussed in [10], [11], and [14]. with degreek mod p and it maps fromZ, to Z,, where

In this paper we assume that the transmission chani#) = {0,1,2,.--,p — 1} andp is a prime.
is error-free and a reception failure is due only to packet This TSAF is used to calculate the positions of assigned
collisions. The packet transmitted from a neighbor of a nodgansmission slots in a frame for each node.
say nodes, is successfully received by nodeif no other Definition 5: We define a standard row vecta$ =
neighboring nodes transmit in the same slot. All of the nodés, 1,2, ---,p—1). Thenf,(S) = (f.(0), fu.(1),---, fu(p—1))
in the network are homogeneous, i.e., they have the saimalso a row vector called the time slot location vector (TSLV)
equipment, traffic characteristics, and traffic generation rats. node v.
Although nodes with multiple reception capability have been This TSLV indicates the exact positions of assigned trans-
considered in [4] and [8], we assume that each node only hagssion slots in each frame for each node. In Fig. 1 we show
a single narrow-band transceiver to communicate with othégre relationships of TSAF, TSLV, and the frame structure.
nodes. A node cannot transmit and receive simultaneoudBach frame is divided intp subframes op slots each, and the
As in [2], we will use the total number of noddsV) and time slot assigned to nodé in subframei,s = 0,1,---,p—1
the maximum degre€D,,...) as design parameters. Based ois given by f.4(¢) mod p. In Fig. 1 f4(0) =1, f4(1) = 0, etc.
these two system parameters, we will design a scheduling algoThe following is used to define the relationship between
rithm such that each node in the network gets a predetermireed/ two TSAF's.
minimum throughput no matter how or how often the topology Definition 6: For a set of TSAF'sf,.(z) with degreek, we
changes. say that two TSAF's are in the:th-order TSAF subgroup

Our approach is to use coding theory to design a topolog§-the difference of these two TSAF’s is a polynomial with
transparent scheduling algorithm, and to maximize the gualegreem.

Il. MODEL AND DEFINITIONS
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Theorem 2: Consider a set of TSAF'$, (x) with maximum Since all TSLV’'s must be unique to each node to ensure
degreek. Let X = f;(S) andY = f,;(S) be two TSAF's, that every node has at least a minimum throughput, the total
where S is the standard row vector. Then theD(X,Y") of number of TSLV'sNrsryv should be at least the total number
any X andY is greater than or equal to— m if f;(x) and of nodes in the network, i.eNtsiy > N. Each TSLV is
f;(x) are in themth-order subgroup of the subset of TSAF'generated from its unique TSAF.(z) = Xk_; a;2* (mod p)

fu(z). p is the dimension of the TSLV and < m < k. wherea; € Z,, i.e.,
Proof: If f;(z) and f;(z) are in themth-order TSAF
subgroup, thery;(z) — f;(z) can be expressed g5;(z) = TSLV: (51,52, 8p) = (fo(0), fu(1), -+, fulp — 1))
¥, a@z' (mod p), where q; are elements inZ, = — £.(S) )
{0,1,2,---,p — 1} anda,, # 0. The equation v
amz™ 4+ -+ ap=0 (mod p), wherea,,, € Z, (1) andS is the standard row vector. Hence
will have at mostm roots. That mean<” andY” have at most N < Npgpv = p*tt 3)

m common values among theelements. SOHD(X,Y) >
(p—m) for any X andY" o . . s

Since the TSLV'sX and Y represent the slot positions"c thehmaX|mgm de%ree of thfe :]—S'?I_FS;":S egualkol h
of assigned transmission slots, each agreement in these twi t € ma&xmum fgrzeedqﬁt € IS IS e_qluafkot €
vectors is a possible collision for these two nodes. Theor X'Q?um_” begrlee (:ht € d erelnb(éeApo yr:jc_)mlil _?_h any two
2 says that the number of possible collisions for two nodes S W€ [ess than or equa ccording to Theorem

. ) . , there are at most common roots for these two TSAF’s.
equal torm when their TSAF's are in thexth-order subgroup. Each common root corresponds to an agreement in their

TSLV’s and each agreement represents a possible collision for
IIl. OPTIMAL SCHEDULING ALGORITHM these two nodes. Hence, the maximum degree of the TSAF’s
We now describe our proposed algorithm. Consider a single-determines the maximum number of possible collisions
channel TDMA network withV mobile nodes and maximumthat a node can cause its neighbor. Based on Theorem 2 we
degreeD,,.,, i.e., the number of neighbors of any node in thisonclude that the number of possible collisions in each frame
network is not greater thah,,,... The TDMA frame consists for any two nodes is between O ard and this number of
of p subframes, each consisting pfslots. Each node will be possible collisions depends on the degree of their difference
assigned one transmission slot in each subframe accordingp@dynomial. Because each node is assign#dnsmission slots
its unique TSAFf,(S). This idea is similar to that in Chlamtacin each frame and the maximum number of neighbors of a
and Farago [2]. Their algorithm attempts to find the smallespde iSDy,.x, the maximum number of possible collisions of
value of p which guarantees that each node has at least angode isD.,... To ensure that each node has some minimum
successful transmission in each frame and at the same tithwughput, the following relation must be satisfied:
minimizes the frame length. In a contention-free scheduling
algorithm a frame structure with minimum frame length can p >T = p — (number of collisions in a frame
indeed maximize the throughput. However, if contenuqns are > (p — kDyax) > 0. @)
allowed, this is no longer true. Hence, we use a different
strategy to derive a different scheduling algorithm which can

be proved to have certain advantages. In fact, in terms Iagre,T is the number of guaranteed successful transmissions

maximal minimum throughput, our assignment function id! each frame for every .nOd@"“aX and I,y are the upper
optimal. and Iower bounds of” which are equal ty andp — kD4,

As we have mentioned, the assigned time slots for earcqispectlvely. , -
node can be represented by a TSLV. The TSLV is a row 10 €valuate the performance, we define the minimum
vector which can be represented @s,s2,---,s,). If the through_p_ut(Gl.nin) as TO”OWS' . ,
elements at the same position of two TSLV’s have the sameDef'n't'c_m 7: The minimum throughpu{Ginin) is defined .
value, a collision may occur when the two corresponding nod@s the_ ratio of the number of guaranteed. successful transmis-
transmit because they are assigned the same slot in the s3ifgs n each frame to the frame lengthi.e.,
subframe. This implies that the smaller the value of the maxi-
mum Hamming weight H W,,,...(X)) of the difference vector Gmin = Tinin/ L (5)
between any two TSLV’s, the larger the probability that their
transmissions will collide. For example, if the dimension ofvhere L = p?.

TSLV is p, then the maximal value o D,,,;,(X,Y’) between  Theorem 3: For a givenk, the maximal value (i.e., upper
any two TSLV’s, sayX andY’, will be p. If HD,,,in(X,Y) = bound) of Gyi, is

p for any two TSLV's, the assigned slots for these two

nodes are collision-free because there is no agreement in their 1/(4kDyax ),

TSLV’s. Hence, we need to find a set of appropriate TSAF’s maz(Goin) = if NV/GAD < 2kD, o (©)
which can generate TSLV’s with maximum Hamming distance . (NYEAD _ kD) /(N D),

subject to the maximal minimum throughput requirement. otherwise
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Proof: From (5), we know Here, we assign the TSAF to each node randomly. Actually,
o 2 if we have additional information on the nodes’ locations, a

Gumin = Tomin/L = (p = FDumax) /p”- (7) more systematic way to assign the TSAF's may improve the
To find the maximal value of7,;, we have to solve the overall system performance. For example, we can assign the

following equation: TSAF’s from the zeroth-order TSAF subgroup to those nodes
9G.. in the dense area of the network, i.e., those nodes with many
% =0 neighbors. This is because the TSAF's from the zeroth-order
p TSAF subgroup always have the largési, ;...
2kDmaxp_3 - p_2 =0
P (2kDinax — p) =0. 8 IV. PERFORMANCE ANALYSIS
Sincep > kDya.x > 0, we get In the following analysis the average transmission delay is
defined as the average waiting time between two successive
p = 2kDpax. 9)

successful transmissions. Here we only consider the average
Gruin increases withp when kD < p < 2kD,... and transmission delay under the worst and the ideal traffic condi-

decreases withp whenp > 2kDy.. From (3) and (4), we tions. The worst case occurs when all of the neighbors of

know thatp has to satisfy the following equations: a specific node transmit data packets in all their assigned
slots and each of them causkscollisions in a frame. The

p > NY G+ (10) ideal case occurs when all of the neighbors of a specific node

p > kDo (11) do not contribute any collisions to its transmissions because

either they have no packet to transmit or their TSAF's have
no common roots with the TSAF of this node.
Definition 8: The average transmission delay under the
max(Guin) = (2kDinax — kDimax) /(2k Dinax ) =1/(4k Doy WOISE traffic condition is called the maximum transmission
(12) delay D1;,.«. It is defined as the ratio of the frame length
to the minimum number of successful transmission slots in a
Otherwise,Gmin has the maximal value when= N/(*+1  frame, i.e.,
and

Hence, if NY/*+D < 2kD, ., Gmin assumes the maximal
value whenp = 2kD,,.,, and

DT,.x = (frame length)(minimum number of
1/(k+1 2/(k+1
max(Guin) = (N *H) — kD) /(N7 R0 (13) successful transmissions in a frame)

O = L/ﬂnin- (14)

To maximize the minimum throughput of the network, we
have to choose the best valueskondp by using Theorem
3. Once we decide the values fdér and p, we can get
Nrsiv = pP and Tuin = p — kDuax. In our analysis
we found that the best value &f will be greater than one
only when Dy, < 0.1464N'/2. For example, ifN = 1024,
then k£ will be equal to two whenD,,,, < 5. This means DT, = (frame lengthy(maximum number of
that the maximum number of collisions between any two successful transmissions in a frame)
nodes in a frame will be either zero or one in almost all
cases if the network size is not extremely large. This result = L/ Tnax- (15)
means that the best set of TSLV's are constructed by tWHaX and DT, are the upper and lower bounds of the
TSLV's with HD(X,Y) < (p — 1). The actual maximum ayerage transmission delay, respectively.
number of collisions of a node depends on the relationshipsthegrem 4: DTax is equal 10p2/(p — kDyax), Where
between its TSAF and its neighbors’ TSAF’'s. Note tha{)maX is the maximum degree in the network, is the
k = 0 corresponds to the conventional TDMA fixed tim&naximum degree of TSAF’s, andis the number of assigned
slot assignment algorithm which assigns each node a uniqygis in each frame for each node.
transmission slot in each frame, and the minimum throughput  proof: The frame lengthL is equal top?. From (14),

Definition 9: The average transmission delay under the
ideal traffic condition is called the minimum transmission
delay D7 ,.in. It is defined as the ratio of the frame length
to the maximum number of successful transmission slots in a
frame, i.e.,

is equal tol/N. we get
Thus, we can design an optimal scheduling algorithm as
beIOW. DCTmaX = L/CTmin = pQ/CTmin = p2/(p - kDmax)- (16)

Optimal Algorithm:

* Use Theorem 3 to select tlieandp for the givenN and This Do is the average longest time between two

Dipax such thatGri, is maximized. , successive successful transmissions. Similarly, we can get the
* Each node is randomly assigned a unique TSAF (Wif3|iowing theorem for DT, which is the average shortest
degree< k). time between two successive successful transmissions.

« Each node calculates its TSLV according to (2). Theorem 5: DT, is equal top, wherep is the number of
¢ Each node transmits its data packets at its assigned S'%"SQSigned slots in each frame for each node.

O
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Proof: From (15), we get

Dﬂnin = L/ﬂnax = p2/p =D (17)

O
So, the average transmission delay will be betwgetip —
kDuax) and p. Furthermore, we can get the following con-

clusion.
Theorem 6: The difference betweeWT,, ., and DT;,;, of
our optimal algorithm is no more tha2kD,,,.,. + 1.
Proof: From (16) and (17), we get
Dﬂnax - Dﬂnin = (pQ/ﬂnin) —-D

= [pQ/(p - kDmax)] (18)

—p.

From Theorem 3, the optimal value pfis the prime number
closest to

IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 6, NO. 3, JUNE 1998
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Fig. 2. The guaranteed throughp@t,,;, for N = 121.
2I€D1113.X7 If Nl/(k—l—l) S 2kDHlaX (19)
NYG+D - otherwise. 0.050 ' . : :
. . . ©o——= Optimal algorithm
Substituting the abovg value into (18), we will get 0040 | Chiamtac’s algorithm |
0—o0 Conventional TDMA
DCTmaX - DCTmin S 2k-DmauX + 17 3
if NG+ < 2kD, 0 o
= (20) = o.030 | Number of Nodes = 256 1
kDuax < DTinax — DTimin < 2k Dy, 5 oces
otherwise S
(]
Hence, we conclude thaP1,,.. — D1nia IS NO mMore than ,5 0.020 1 i
2kDmax + 1 D §
Theorem 7: For a givenk, G,;, of our algorithm is larger o010 |
than the guaranteed throughput of conventional TDMA fixed ™ )
assignment scheduling algorithm whéhD,, ., < N.
Proof: From (5), we know 0.000 )
0.0 10.0 20.0 30.0 40.0 50.0

Gmin = min/L = Tmin/p2 = 1/(p2/ﬂ1lin)- (21)
If Guin > 1/N, then
1/(0*/Tnin) 2 1/N
Nﬂnin Z p2
N(p - kDmax) 2p2
02> p* — Np+ NEDpax. (22)

Solving the above inequality, we get

N2 — 4NkDmax N? — 4NkDmax

<p<

2 2
(23)
when
(N2 —4NkDpay) > 0, N > 4kDyax.  (24)
O

Max. Degree (D

max)

Fig. 3. The guaranteed throughp@t,;,, for N = 256.

V. NUMERICAL RESULTS AND DISCUSSION

In this section we quantitatively compare the above opti-
mal scheduling algorithm with the conventional TDMA fixed
assignment scheme and the one proposed by Chlamtac and
Farago [2]. For convenience we refer to these three algorithms
as the optimal, the conventional TDMA, and Chlamtac’s
algorithms, respectively. We considered four cases where the
number of nodes in the network is 121, 256, 800, and 1024,
respectively, and the range of the maximum degigg,« is
from 4 to 44. The bigger the value db,,.., the higher the
density of mobile nodes in a certain area. For each giveand
Diox, Guin, DTmax, and DT, are obtained for each of the
scheduling algorithmsG,,,;, gives the minimum throughput
of the network.D13,,. and D1}, give the upper and lower
bounds of the average transmission delay for a packet.

Figs. 2-5 showd,,,;, for the four cases. They show that
our optimal algorithm has the best performance. It always
performs much better than Chlamtac’s algorithm, especially
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0.040 T T v T 10000 T T T T
4&——0 Max. delay of Chlamtac's algorithm
Optimal algorithm o——0 Max. delay of optimal algorithm
A A Chlamtac's algorithm A—a Min. delay of Chlamtac’s algorithm
0.030 - o o Conventional TDMA | oo Min. dela_y of optimal algorithm
: O0——0 Conventional TDMA
o Number of Nodes = 800 = 1000 b Number of Nodes = 121 1
z )
:
5 0.020 R £
0 >
= ©
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=
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0000 1 10 A W w3 1 " 1 1 "
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Fig. 4. The guaranteed throughp@t,;, for N = 800. Fig. 6. The scheduling delays fov = 121.
0.040 ™ v T T T 10000 T T T T
&~—= Max. delay of Chlamtac's algorithm
YR — o——=o Max. delay of optimal algorithm
s—=n Cr[:lmml ,g:lm r-nh &—— Min. delay of Chiamtac’s algorithm
e amt‘:_c § l%{f’l;';dx +——a Min. delay of optimal algorithm
0.030 onventiona’ | 1 0——o0 Conventional TDMA
o Number of Nodes = 1024 = 10901 Number of Nodes = 256 1
g =
2 g
< L
5 0.020 4 =
9 >
= 3
= O 100 b |
=
0.010 J
0.000 10 L L ! L
0.0 10.0 20.0 30.0 40.0 50.0 0.0 10.0 20.0 30.0 40.0 50.0
Max. Degree (D,.,) Max. Degree (D,,,)
Fig. 5. The guaranteed throughp@t,;, for N = 1024. Fig. 7. The scheduling delays fa¥ = 256.

when the value of the maximum number of degree is not vely7,.,;,, is similar. Chlamtac's algorithm also has the highest
high. For the case oV = 121 and Dy,x = 5, G Of the DT, when N is small or D, is large. lts DT,,, also
optimal algorithm is six times better tha®,,;;, of Chlamtac’s fluctuates a lot withD,,,.. Our DT,,,, increases smoothly
algorithm.G,,;,, of Chlamtac’s algorithm fluctuates with,,,., ~ with D, and is much less thad1;,,. of Chlamtac's
because it only focuses on minimizing the frame length. If thedgorithm. D7,,,;, and D7}, of our optimal algorithm are
actual value ofD,,,,, deviates from the design value b%,,,, almost always less than the average transmission delay of
the performance may degrade drastically. In our algorithm tleenventional TDMA. By comparing the differences B,
performance is not very sensitive to this deviation. and DT,,;,, we see that the optimal algorithm has a smaller
Due to the fixed assignment property,,:,, of conventional transmission delay variation than Chlamtac’s algorithm. The
TDMA is a flat line. WhenN is large, Chlamtac’s algorithm small transmission delay variation implies that our algorithm is
performs better than conventional TDMA in most casesVIf more stable, which is an important preferred feature in network
is small, then Chlamtac’s algorithm performs better only whetesign.
Dyax is sufficiently small. Our optimal algorithm performs In Chlamtac’s algorithm the number of total assigned slots
better than conventional TDMA for most of th®,,,,. values for each node in a framg is a power of prime, i.ep = ¢™,
for all cases. This agrees with Theorem 7 derived in thehereq is a prime number and is a positive integef> 1). In
previous section. their papers [2], [3] they did not provide an explicit method to
Figs. 6-9 showDT,;, and D7T,,., for the four cases. They calculate the positions of the assigned transmission slots when
show that Chlamtac’s algorithm has the lowéxt,,;;, and our m > 1 because the calculation based on finite field will be



304 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 6, NO. 3, JUNE 1998

10000 v . : . 0.060 T T T T
&——n Max. delay of Chiamtac’s algorithm N :
o—o Max. delay of optimal algorithm gStt'_ma‘Ieg G (Denay @sSUMed to be 10
A—a Min. delay of Chlamtac's algorithm i pumal Qe
+——= Min. delay of optimal algorithm N=121
©——o0 Conventional TDMA -
1000 b Number of Nodes = 800 | "t 0.040 M B
s o
2 =
3
2 g
F 2
> =]
E IS
o] [
2 q00 1 £ 0020 t 1
=
10 L 1 A n 1 " L 0000 || I| I| ‘I
0.0 10.0 20.0 30.0 40.0 50.0 0.0 5.0 10.0 15.0 200 25.0
Max. Degree (D) Max. Degree (D,,,)
Fig. 8. The scheduling delays fa¥ = 800. Fig. 10. Gnin as functions of Dimax When p varies and forp = 19,
respectively.
10000 — T Y I v . T T T T
&—= Max. delay of Chiamtac’s algorithm )
©o——0 Max. delay of optimal algorithm B Estimated G,,,, (D,,, assumed to be 20)
A——4 Min. delay of Chlamtac’s algorithm M Optimal G,
+—— Min. delay of optimal algorithm 0020 - || N = 800 R
o-—-0 Conventional TDMA
Number of Nodes = 1024 — [
~ 1000 F OO £ ( .
3 A <)
L = :
3
£ 2
- 2
e °
5 £ 0010 | 1
2 o0} 1 <
=
10 : ' I 0.000 :
0.0 10.0 20.0 30.0 40.0 50.0 10.0 15.0 20.0 25.0 30.0 35.0
Max. Degree (D,.,,) Max. Degree (D,,,,)
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more complicated. (Using the geometric mapping method, thi$ the value shown on the axis (but usingV = 121 and
problem can be solved by the algorithm in [13].) For ease @5 — 10 as the design values). The white bars in the same
implementation, in this paper our algorithm will only considefigure represent the maxima¥,,;, that the network should
the cases whep is equal to a prime number. Although thishaye if we chooseV = 121 and D,,,,. = the value shown on
restriction will limit the choices ofp, we found that the the s axis as design parameters. The penaltyin,, i.e., the
performance of our algorithm is almost the samegfarprime  difference between the white bar and the black bar, is caused
and p a power of prime. by the differences of their optimal and & values. The figure

In Figs. 10 and 11 we investigate the effect of inaccuracigfows that the penalty df,,;i, caused by choosing suboptimal
in the estimation ofD),,,, on the minimum throughpu®..,;,.  values ofp andk is very small when the actud),,, is close
In Fig. 10 we chooséV = 121 and Dy,ax = 10 as the design to the design value ab.,,. (= 10). As the difference between
values for our algorithm, then we find that the correspondinge actualD,,..,. and the design value db,,.,. increases, the
optimal values ofp and k are 19 and 1, which provide thepenalty onG,.;, also increases. We observe similar behavior
maximal minimum throughput. When the actual valué®f. in Fig. 11, but note that the rate of increase in the penalty on
varies from the design value of ten, the optimal valueg,&f G, is much slower (compared with Fig. 10). So we conclude
and maximal minimum throughput may change. The blatkat the minimum throughpuf..;, is not very sensitive to the
bars in the figures represent the actGal;, that the network accuracy of estimated,,,,., and the effect becomes smaller
experiences whev = 121 and the actualD,,,, is equal when the size of the network increases.
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2
Figs. 12 and 13 consider the effect of inaccuracies in the

estimation of ¥V on the minimum throughpu%.,,;,,. In Fig. 12

we useN = 800 andD,,,, = 10 as our design values and find 3]

the corresponding optimal values@indk are 29 and 1. The

optimal values ofp, & and the maximal minimum throughput [4]

are expected to change when the activalvaries from the

design value of 800. The white bars in the figures represer]

the optimal G..in that the network will have if we choose
Dy = 10 and N is equal to the value shown on theaxis
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TSAF. If the nodes with the same TSAF are adjacent to each
other, their minimum throughput becomes zero because their
transmissions may potentially collide all of the time. When
the actual value ofV is less than or equal to 841, there is
a penalty onZ,,,;, which increases with the difference in the
actual value ofV and the design value Q¥. Similar results
can be found in Fig. 13, but the rate of increase in the penalty
on G, is much slower (compared with Fig. 12). This proves
that the minimum throughpu¥,,,;,, of our algorithm is not very
sensitive to the accuracy in the estimationdfand the effect
becomes smaller when the network size is large.

VI. CONCLUSIONS

In a multihop TDMA network, transmission scheduling has
a very important impact on the performance. A scheduling al-
gorithm which is topology-transparent is particularly desirable
when the network is highly mobile. In this paper, following
the approach in [2] but with a different design strategy, we
have proposed an optimal transmission scheduling algorithm
to provide the maximal minimum throughput. This algorithm
is easy to implement and suited for distributed implementation
because it only needs global information about the number of
nodesN and the maximum degre®,,,,. in the network. The
transparency to topology changes is inherent in the algorithm
and no dynamic control of algorithm parameters is required.

We also derived the minimum throughput, the minimum
delay time (when the system is under very light traffic), and
the maximum delay time (when the system is under very heavy
traffic) for the scheduling algorithm. Our algorithm is shown to
be optimal because it maximizes the minimum throughput. The
optimal minimum throughput is also insensitive to inaccuracies
in the estimated design valuéé and D,,,,.

Compared with the conventional TDMA fixed scheduling
algorithm and Chlamtac’s algorithm, our algorithm performs
best.
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