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A time-frequency contour extraction and classification algorithm was created to analyze humpback

whale vocalizations. The algorithm automatically extracted contours of whale vocalization units by

searching for gray-level discontinuities in the spectrogram images. The unit-to-unit similarity was

quantified by cross-correlating the contour lines. A library of distinctive humpback units was then

generated by applying an unsupervised, cluster-based learning algorithm. The purpose of this study

was to provide a fast and automated feature selection tool to describe the vocal signatures of animal

groups. This approach could benefit a variety of applications such as species description, identifica-

tion, and evolution of song structures. The algorithm was tested on humpback whale song data

recorded at various locations in Hawaii from 2002 to 2003. Results presented in this paper showed

low probability of false alarm (0%–4%) under noisy environments with small boat vessels and snap-

ping shrimp. The classification algorithm was tested on a controlled set of 30 units forming six unit

types, and all the units were correctly classified. In a case study on humpback data collected in the

Auau Chanel, Hawaii, in 2002, the algorithm extracted 951 units, which were classified into 12 dis-

tinctive types. VC 2013 Acoustical Society of America.

[http://dx.doi.org/10.1121/1.4770251]

PACS number(s): 43.60.Bf, 43.60.Np, 43.80.Ka, 43.30.Sf [JAS] Pages: 301–310

I. INTRODUCTION

Various aspects of humpback whale song have been

studied from the 1970s (Winn et al., 1970; Payne and

McVay, 1971) to the present time (Lammers et al., 2011).

Helweg et al. (1992) have written an excellent review on the

understanding of humpback whale songs. The various

aspects of humpback whale songs that have been studied

include geographic and seasonal variations (Helweg et al.,
1998; Au et al., 2000; Cerchio et al., 2001), the evolution of

song structure throughout the year and between years (Payne

et al., 1983), size of singers (Spitz et al., 2002), and the

behavioral and spatial distribution of singers (Frankel et al.,
1995; Tyack, 1981), to name a few.

Payne and McVay (1971) were one of the first to analyze

and describe humpback whale songs. They described songs

as being made up of different units arranged in sequences.

Units were described as “the shortest sounds in the song

which seem continuous to the human ear,” and they are burst

of sounds that typically last between 1 and 3 s (Au et al.,
2006). According to Payne and McVay (1971) various units

are organized in a specific pattern to make up a phrase.

Phrases are further organized into a pattern to make up a

theme. And finally, themes are organized into a pattern to

make up a song. Songs are often repeated for periods lasting

from several minutes to hours. Because units are the most el-

ementary components of humpback whale songs, they are

generally the basis of any studies on the characteristics of

songs.

The importance of studying humpback songs during

normal conspecific interaction has been pointed out in NRC

(2003), suggesting that such information might lead to iden-

tifying anomalies when whales are exposed to anthropogenic

interactions. Past efforts have generally classified humpback

whale songs by listening to individual units and/or visually

inspecting spectrograms. Au et al. (2006), in studying the

source levels of different units, separated nine units by aural

discrimination along with spectrographic examination. How-

ever, this approach is slow. Worse, the set of units selected

by different analysts from the same data could be quite
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different, and the number of unit types could be an issue of

much debate. By creating an automated unit extraction algo-

rithm, we can mathematically classify the units into clusters

and produce a deterministic set of unit types that can be

regenerated without ambiguity.

The development of an automated extraction algorithm

also benefits other applications, such as species identification.

From a signal processing standpoint, analyzing marine mam-

mal vocalizations includes detecting sounds from ambient

noise, extracting the signals (or, units) and analyzing their

features. These methods build a foundation for further classi-

fication analysis. For example, species identification could be

approached by comparing the signals produced by an

unknown species with a library of “template units” from sev-

eral species. Similarly, an analysis could be performed on

songs produced by singers recorded at various locations and

times to determine if they are the same group of animals.

However, it is both unnecessary and computationally costly

to perform such an analysis on all the units extracted from

the entire recording because most are usually repetitions of a

few basic types with slight variations. This can be solved by

applying a unit extraction algorithm prior to the classifica-

tion. Automated detection and classification of humpback

whale calls (and vocalizations of whale species in general)

has received significant research interest. Energy detectors

such as ISHMAEL (Mellinger, 2001), XBAT (Figueroa, 2007),

and PAMGUARD (Gillespie et al., 2008) are the among the most

popular humpback detectors built into acoustic analysis pack-

ages. However, these methods generally require high signal-

to-noise ratio (SNR) to avoid high false detection rates. The

recent development of a power-law detector (Helble et al.,
2012) works well with low SNR recordings contaminated by

shipping noise. It also extracts features such as the start/end

time of each call. However, these parameters are not suffi-

cient for call description because additional features need to

be extracted to build a classifier. Algorithms based on spec-

trogram analysis provide more information about the calls

for later classification. Spectrogram correlation (Mellinger

and Clark, 2000; Abbot et al., 2010) is one of the more popu-

lar methods. It compares the spectrogram of recorded signal

with a library of calls for detection and classification.

Frequency contour tracking is another approach that extracts

time-frequency signatures of whale calls (Oswald et al.,
2007; Roch et al., 2011; Mohammad and McHugh, 2011;

Mallawaarachchi et al., 2008). This approach considers the

signal’s frequency modulation over time and extracts features

such as the contour track, the start/end frequency, the number

of up/down sweeps, the duration, etc., for call description.

Many classification schemes have been developed to work in

conjunction with these feature extraction methods to establish

species identify. Leading methods include: The use of classi-

fication trees (Oswald et al., 2007), a support vector machine

classifier (Mohammad and McHugh, 2011), k-means cluster-

ing (Brown and Miller, 2007), hidden Markov models

(Brown and Smaragdis, 2009; Rickwood and Taylor, 2008;

Datta and Sturtivant, 2002), and neural networks (Potter

et al., 1994; Mellinger, 2008).

The approach taken in this paper is a synergy of

contour extraction and spectrogram correlation with new

developments on both sides. Frequency contours are

extracted by applying image edge detection filters on the

spectrogram of humpback sounds. It is followed by a unit-

pairwise comparison that calculates the correlation between

contour pixels and assigns weights according to the

unit frequency span. An unsupervised learning algorithm

divides the units into clusters, and for each cluster, it selects

a unit representing the cluster center. Thus the algorithm

automatically detects, extracts, classifies, and selects the

distinctive unit types for a large dataset. The rest of this

paper is divided into four parts. Section II discusses the

considerations taken into designing the detection and clas-

sification algorithm. Section III explains the method for

unit detection with statistics of false alarms and missed

detections under different noise conditions. The learning

algorithm is introduced in Sec. IV. The algorithm is demon-

strated on humpback whale song data recorded during the

2002 Hawaiian Winter season. Finally, conclusions and

future research directions are given in Sec. V.

II. DETECTION AND CLASSIFICATION DESIGN
CONSIDERATIONS

The main objective of automated unit extraction is

to identify distinctive patterns in humpback vocalizations.

Detecting humpback units from noisy environment is a nec-

essary first step of the analysis. However, it is more important

that the units extracted from the background should possess

high qualities (such as high SNR and low time-frequency dis-

tortion) so that they can be used for unit type description or

as template units for group/species identification. It is possi-

ble to apply noise reduction methods on the units, but noise

filters usually introduce distortions in the time-frequency do-

main and reduce the unit’s quality as classification templates.

Thus achieving a low probability of missed detection is not a

concern when the data are noisy. Another argument is that

most of the units are repeated many times during a recording,

and the chance of missing all the units of one type is low. If

most of the recording is of poor quality, we suggest applying

noise reduction methods with low time-frequency distortion

(Ou et al., 2011) before the analysis.

Reducing the probability of false alarms is necessary. If

a noise pattern (such as the frequency tones of motorized

boats) is falsely detected as a humpback unit, it will most

likely introduce a false unit cluster in the final results. We

discriminate humpback units from boat noise on the time-

frequency domain by detecting the frequency contours and

rejecting the events that lasts more than 5 s. An alternative

approach is to reject all the data contaminated by boat noise

to ensure high quality.

The same type of units could look slightly different

when repeated or in a year-to-year comparison (Au et al.,
2006). Therefore the classifier should provide a certain level

of tolerance to allow variations of units. Thus, the frame-

work of clustering analysis is used when developing the

units classifier. The cluster-based classifier groups similar

units in one cluster and assigns a cluster center, i.e., the unit

with minimal averaged distance to the rest of the units in the

cluster.
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The data used in this paper were collected over several

years at different sites in Hawaii. The first dataset was col-

lected in the Auau Channel between the islands of Maui,

Lanai, Kahoolawe, and Molokai, during the winter season

of 2002 and 2003. The data were recorded by divers with a

Sony digital audio tape (DAT) recorder encased in an

underwater housing at close range to each singer. The

experiment was described in Au et al. (2006), which

showed different data collected with a vertical hydrophone

array. The second dataset was recorded using an ecological

acoustic recorder (EAR) anchored near French Frigate

Shoals (FFS) in the northwestern Hawaiian Islands. A

description of the EAR hardware can be found in Lammers

et al. (2008).

III. DETECTION OF VOCALIZATION UNITS

Vocalization units are detected by their time-frequency

contour lines. The detector has been tested with humpback

units selected from both the Hawaiian datasets under various

noise conditions.

A. Time-frequency contour extraction

In the literature, different methods have been proposed

to extract the contours of vocalization units or whistles (of

dolphin species) from the spectrogram. For example,

Mohammad and McHugh (2011) iteratively learned the

shape of contour lines with spectrogram segmentation, and

Roch et al. (2011) built a regression model for the trajectory

of contour lines with particle filters. Our approach is closer

to Mohammad and McHugh (2011) as we analyze the spec-

trogram as an image. Instead of using an iterative method,

we apply edge detection filters on the image to search for

gray-level discontinuities, which are then connected into

contour lines.

The spectrogram of the acoustic time series is calcu-

lated using the short time Fourier transform (STFT) with a

Hanning window. The window size should be of 2k-points

in length to be able to use the fast Fourier transform

(FFT) algorithm for its computational advantage. It is also

important to obtain a balanced time-frequency resolution

for the vocalization units, such that the matrix (or image)

representing a unit should be roughly of equal dimension

on both time and frequency. Under these constraints, we

apply a 1024-point window with 75% overlap on the time

series re-sampled at 10 kHz. With these parameters, a typi-

cal one-second humpback song unit with a frequency span

of 350 Hz is represented by a 36� 36 time-frequency

matrix.

A smoothing filter is applied on the spectrogram to

enhance the quality of the image. This method connects

the weak pixels (pixels with low gray levels) and increases

the contrast between contour patterns and the background.

The filter is implemented in the frequency domain of the

image as a two-dimensional low-pass filter. Thus another

advantage is that it eliminates high frequency pixels that

do not form into any contour shape and are usually caused

by broadband noise (such as Gaussian noise or snapping

shrimp noise). We emphasize the difference between “high

frequency pixels” and “high frequency content of the sig-

nal.” The former refers to the two-dimensional (2D) dis-

crete Fourier transform (DFT) of the spectrogram image,

whereas the later refers to the frequency content of the

acoustic data. Let �S (x, y) denote the spectrogram image,

where x and y represent the index of pixels along the time

and frequency axis. The 2D-DFT on the spectrogram

image has the following expression (Gonzalez and Woods,

2001):

Fðu; vÞ ¼ 1

XY

XX�1

x¼0

XY�1

y¼0

�Sðx; yÞe�2pjðux=Xþvy=YÞ: (1)

Note that the spectrogram image has been normalized to the

range [0,1] before calculating the 2D-DFT. A 2D Gaussian

low-pass filtering mask is given by:

Hðu; vÞ ¼ e�D2ðu;vÞ=2r2

; (2)

where D(u, v) is the distance from the origin of the Fourier

transform. The low-pass filtering is conducted on F(u, v),

which represents the frequency domain of the image; the

result is then inversed back to the spatial domain to obtain

the frequency-enhanced image. Implementation of these

steps has been discussed in detail by Gonzalez and Woods

(2001), and therefore will not be repeated here.

Figure 1(a) shows six example units produced by hump-

back whales. The examples shown in this graph were taken

from the Auau Channel 2002 dataset. These data were col-

lected using Sony DAT recorder operated by divers in close

range to the singers. The whale signals recorded in this

experiment have high SNR. However, in tropical waters, it is

common to have snapping shrimp noise in the background.

To illustrate the image enhancement in the aspect of noise

reduction, we added a small amount of white Gaussian noise

to the data with an SNR of 20 dB. The SNR is calculated

using:

SNR¼ 10 log10

X
i

g2ðtiÞ
X

i

w2ðtiÞ
; (3)

where g(�) is the (discrete) recorded signal, and w(�) is the

additive noise. Figure 1(b) shows the enhanced spectrogram

after applying a low-pass Gaussian filter on the image. The

Gaussian mask used to produce this result is a 7� 7 squared

matrix with standard deviation of r¼ 0.9.

The next step is detecting gray-level discontinuities or

“edge lines” in the image. We calculate the second-order

derivative of the image to identify the edge points, which are

the points of high gray-level transitions comparing with

the neighboring points. The discrete second-order derivative

is calculated using the gradient operators. Popular choices

include Roberts, Prewitt, or Sobel (Gonzalez and Woods,

2001). Sobel operators are selected for this application

because they provide extra smoothing by giving higher

weight to points closer to the center of the mask. The follow-

ing matrices give the east-west (on the x dimension) and

north-south (on the y dimension) Sobel operators:
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Slx ¼
�1 0 þ1

�2 0 þ2

�1 0 þ1

2
4

3
5 (4)

and

Sly ¼
�1 �2 �1

0 0 0

þ1 þ2 þ1

2
4

3
5: (5)

The gradient magnitude is defined as:

k G k¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðSlx � �SxyÞ2 þ ðSly � �SxyÞ2;

q
(6)

and the direction of the gradient is given by:

H ¼ arctan
Sly � �Sxy

Slx � �Sxy

� �
; (7)

where * is the convolution operator.

The edge-tracing is then computed using the non-

maximum suppression approach of the Canny algorithm

(Canny, 1986). The algorithm starts with a search of edge

points based on the gradient magnitudes and directions. For

example, a zero-degree (i.e., H¼ 0) north-south edge point

identified as kGk is greater than its east-west neighboring

points. The search is repeated for eight directions with

H¼ 0, 6p/4, 6p/2, 63p/4, and p. Discontinuous (hence

noisy) edge points are eliminated by applying a threshold.

Figure 2 demonstrates the edge points extracted from the

spectrogram shown in Fig. 1.

Edge points detected using the preceding method are

connected to form the contour lines. The higher harmonics

are not used in unit detection/classification because they are

often distorted compared with the contour at the fundamental

frequency. Thus the contour- linking algorithm only applies

to the points at the fundamental frequency. The contour link-

ing is performed as follows. The binary matrix indicating the

location of edge points (such as the image in 2) is summed

with respect to the frequency axis. The local maxima of the

summation give a rough estimate of unit locations on the

time axis. The algorithm searches for the first edge point

with a fixed time index (which corresponds to a local maxi-

mum) while increasing the frequency index. This edge point

is used as the starting point of the contour line. A mask of

ones with size 5� 5 centering at the starting point is applied

on the binary image. The direction that gives the maximum

product is identified as the next point along the contour line.

This computation is repeated until the summation of prod-

ucts becomes one (thus, no more edge points except for the

center point) or when the contour line grows back to its start-

ing point. The intuition of using a 5� 5 mask instead of

3� 3 is to allow discontinuous edge points to be joined

when forming the contour line.

The contour extraction algorithm gives the following

results: A binary matrix outlining the shape of the contour,

the time duration, and the minimal/maximum frequency of

the unit. A contour is considered not-a-unit if the time dura-

tion is outside the range 0.3s� s� 3s, which should include

all typical humpback song units (Au and Hastings, 2008).

FIG. 1. (Color online) Spectrogram enhancement with a two-dimensional

Gaussian filter. (a) A spectrogram showing six humpback whale calls

recorded in the Auau chanel, Hawaii, during February to April of 2002.

These units are labeled A-F from left to right. White Gaussian noise was

added to the data to illustrate the effect of image enhancement. (b) Enhanced

spectrogram using a 7� 7 Gaussian filtering mask, with standard deviation

r¼ 0.9.

FIG. 2. Edge points extracted from the spectrogram shown in Fig. 1. The

edge points are connected to make contour lines. Note the all the units have

been correctly detected at the fundamental frequency.
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The detector uses only the time duration to determine the

presence/absence of a unit, whereas the classifier described

in Sec. IV is built based on all these results.

B. Detector performance

Monte Carlo simulations are conducted to quantify the

detector performance with known signals for a wide range of

SNRs. The signals are the six units shown in Fig. 1(b). Two

sets of noise, snapping shrimp and motorized boat noise,

have been added to the signals, respectively. The snapping

shrimp noise was recorded in Kaneohe Bay, Hawaii, on

March 2010. There are no visible humpback whales in

range during the recording. The sound has been manually

inspected to ensure absence of whale songs. The boat noise

was recorded in the Willamette River, Oregon, on February

2010. Besides boat noise, the main ambient noise source

came from traffic noise coupling in the water from a nearby

bridge. Each noise clip is 40 min in length. The snapping

shrimp noise was recorded continuously, whereas the boat

noise was picked from a 2 h recording with seven boats. Sig-

nals are added in the time domain to a random segment of

noise that has been amplified to obtain various SNR levels

for the simulation. The SNR has been calculated for each

unit using Eq. (3).

Table I shows the probability of false alarm (PFA) versus

the probability of missed detection (PMD) for unit types A to

F (as labeled in Fig. 1) with varying SNR and noise types.

The results are obtained for 6000 trials per statistic (with

1000 trials per unit). Case 1 in the table represents the snap-

ping shrimp noise, and Case 2 represents the boat noise. The

resulting PFA remains zero for all the four SNR levels in

Case 1, and it is between 0% and 4% for the Case 2 simula-

tions. Results of PMD vary for each unit type. In Case 1, units

with fewer harmonics (type A, B, C, E) are less likely to be

missed (with PMD¼ 0% for SNRs between -3 and 3 dB),

whereas the units with more harmonics (type D and F) yield

much higher PMD under noisy conditions. Simulations for

Case 2 generally have higher PMD than Case 1. It is espe-

cially difficult to detect unit F under boat noise: The PMD is

more than 80% for all the SNR levels tested. We explain this

poor performance in two ways. First, boat noise consists of

frequency tones with fundamental frequency between tens of

hertz to a few hundred hertz, and their harmonics could

reach up to a few kilohertz (Ogden et al., 2011). If the

humpback song unit shares a similar fundamental frequency

(such as unit F), its contour line could overlap with the fre-

quency tones of a boat, and this makes it extremely difficult

to detect using the spectrogram. Second, unit F has many

harmonic tones with its energy distributed among them. Its

SNR at the fundamental frequency (which is the contour

used for detection) is much lower than the overall SNR

defined in Eq. (3), thus the statistics are worse compared

with other units.

As discussed in Sec. II, the objective of automated

contour detection is to extract units with low time-frequency

distortion so that these units can be used to describe group/

species identities. With low PFA and reasonable PMD, the de-

tector has achieved its intentions.

IV. LEARNING THE HUMPBACK UNITS

A quantification for unit pairwise comparison is intro-

duced based on the contour shape and frequency span. An

unsupervised learning algorithm is developed to divide the

units into classes. These methods are verified with Monte

Carlo simulations, they are also tested on the Auau Channel

2002 dataset.

A. Pairwise comparison between time-frequency
contours

The similarity score between two units is quantified

using their time-frequency contours, although it is imple-

mented under several assumptions. First, a unit could be

repeated (by the same or another singer) with slightly differ-

ent time duration. We assume that the precise length of dura-

tion in the time domain does not discriminate a unit from

another if their frequency modulation matches. For this rea-

son, the unit contour with shorter time duration is padded to

match the length of the longer unit. The second assumption

is that the gray-level of pixels within the unit contour do

not add extra information to the unit identity. The time-

frequency energy distribution varies slightly when the singer

repeats a unit. The information is contained in the frequency

modulation within the time-frequency support region, which

is the time-frequency contour. We believe the unit identify

should be determined by the shape of the contour rather

than the waveform amplitudes. Last, units of similar contour

shapes but with slight variations in the frequency range are

assumed to be the same type. Because our understanding of

communications between humpback whales is extremely

limited, we can not provide proof of these assumptions.

However, for readers who might hold different opinions, this

quantification method could still be applied with simple

modifications.

Let B(x, y) be the binary matrix defining the shape of a

unit contour with x and y being the time and frequency indi-

ces. The matrix B is generated by padding ones inside the

contour line. Let Df denote the frequency span of the contour,

i.e., Df¼max(f)�min(f). The similarity score Vi,j between

units i and j is directly set to zero if any of the following con-

ditions are satisfied:

TABLE I. Probability of false alarm (PFA) versus probability of missed

detection (PMD) using the contour extraction algorithm for humpback unit

detection. Case 1 is with snapping shrimp noise, and Case 2 is with boat

noise.

PMD per unit (%)

SNR (dB) Noise A B C D E F PFA (%)

3 Case 1 0 0 0 0 0 0 0

Case 2 1 0 30 21 13 84 0

0 Case 1 0 0 0 0 0 0 0

Case 2 7 10 49 37 33 90 2

�3 Case 1 0 0 0 7 0 20 0

Case 2 16 23 68 54 42 92 4

�6 Case 1 0 0 0 20 10 36 0
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minðDfi;DfjÞ
maxðDfi;DfjÞ

< g (8)

or

1

2
jDfi � Dfj j > nc; with Dfi;j � nl; (9)

where 0< g� 1 is a threshold that compares the frequency

span between two units, and nc and nl are thresholds in hertz.

Equation (8) discriminates units with very narrow Df from

the wider ones. The threshold g is fixed at 0.2 in later compu-

tations. Equation (9) discriminates units of narrow Df but in a

very different frequency range. The thresholds are fixed at

nc¼ 200 Hz, and nl¼ 100 Hz. For the units that passed these

pre-conditions, their similarity score is calculated by cross-

correlating Bi and Bj with respect to the frequency axis:

Vi; j ¼
maxy

0

nX
x;y

�Biðx; yþ y0Þ � Bjðx; yÞ
o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
x;y

�Bi �
X
x;y

Bj

r ; (10)

where �Bi is the contour matrix of unit i padded to match the

time duration of unit j, assuming that unit i is shorter among

the two.

B. Unsupervised learning and clustering

Given a database of all the units extracted from songs

made by a group of singers, the learning algorithm automati-

cally identifies the distinctive unit types and classifies each

unit to a type. Each unit type is a class, denoted by Ck, k¼ 1,

2,…, K with K being the number of classes. It consists of a

cluster of units, denoted by U i
k, i¼ 1, 2,…, Nk with Nk being

the number of units in the kth class. Units classification is

performed under the following conditions:

(1) The pairwise similarity of any two units in the same

class should be higher than a threshold di:

VðU i
k;U

j
kÞ � di; for all U i; j

k 2 Ck; (11)

where V(U i
m, U j

n) is calculated using Eq. (10).

(2) A unit Ui is assigned to class Ck if Condition 1 is sat-

isfied after adding the unit to the kth class and:

~V~ðU i; CkÞ � ~V~ðU i; CmÞ; forr all m 6¼ k; (12)

where ~V~ (U i, Ck) gives the similarity score between the ith
unit and the kth class. The unit-class similarity score is

defined as the average of unit pairwise similarity scores:

~V~ðU i; CkÞ �
1

Nk

X
j

VðU i;U j
kÞ: (13)

If a unit is not assigned to any existing class due to Condi-

tion 2, a new class is created for this unit. Thus the threshold

di determines the size and number of classes. It is selected

between 0.5< di< 1. Higher value of di leads to smaller

classes. However, the selection of di presents a dilemma.

The algorithm generates more classes using a high value of

di with each class consisting of a few units with high pair-

wise similarity scores. It is shown later in Sec. IV C that

humpback units exhibit different levels of variations on the

time-frequency domain when the same unit type is being

repeated. It suggests that units with low pairwise similarity

scores could sometimes belong to the same class. Using a

lower di could account for unit variations, but it would also

lead to higher rate of misclassification due to the loose

threshold. Instead the issue of unit variation is solved using

an alternative method by introducing the following con-

straint on class-wise similarity scores:

(3) The similarity score between any two classes should

be lower than a threshold dc:

�Vm;n �
1

NmNn

X
i;j

VðU i
m;U j

nÞ � dc; (14)

where �Vm;n defines the similarity score between Cm and Cn.

If two classes have �Vm;n > dc; the units in these two

classes are merged into one class. This constraint is applied

on the classification results given by the previous two condi-

tions to generate the final set of classes. Note that �Vm;n is

defined as the average unit pairwise similarity scores

between two classes. By applying Eq. (14), classes with high

similarity scores (which are most likely caused by unit varia-

tions) are merged without decreasing di. The threshold dc is

selected between 0< dc< di.

Table II outlines the unit clustering algorithm. It starts

with the unit pairwise similarity score matrix V such that

V[i, j]¼V(U i, U j) for all i 6¼ j. Lines 1–9 conduct a search on

V for clusters among the top 5% high-score units. This step

generates an initial set of classes containing units that are

closest to the center of clusters. Lines 10–13 assign the

remaining units to classes according to the two conditions.

New classes are created for units that are outside of the

“radius” (specified by di) of any existing clusters. In the final

step specified by lines 14–17, high-similarity classes are

merged according to Eq. (14). Lastly, the algorithm returns

the class arrays {Ck}, k¼ 1, 2,…, K, with K being the num-

ber of classes.

A representative unit is selected for each unit type. It is

equivalent to finding the unit that is closest to the cluster

center for each class. The center unit has the highest average

similarity score compared to all other units in the class. This

score is similar to Eq. (13) except that the center unit should

be excluded from the class:

~Vc �
1

Nk � 1

X
j6¼c

VðUc
k;U

j
kÞ: (15)

The unit that gives maximum ~Vc is selected as the represen-

tative unit for the class.

C. A controlled learning test on selected Hawaiian
humpback data

This section describes a controlled test of the unit clus-

tering algorithm. From the Auau data and the FFS data,

30 units collected from different singers at different
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locations in 2 yr were selected for the test. These units clas-

sify into six unit types by visually inspecting their spectro-

gram and by listening to the sound clips.

Figure 3 shows the spectrogram of the six unit types.

They are labeled as U-a to U-f for convenience. Each type

consists of five units by either one singer or multiple singers

recorded during different time frames. The number of sing-

ers and recording site are listed in Table III, which also gives

the mean and standard deviation of the time duration (s) and

frequency range (fmin, fmax) for each unit type. These param-

eters exhibit high standard deviation. For example, Fig. 4

shows three U-d type units produced by the same singer. The

three spectrogram plots clearly depict the variations of time-

frequency contour in terms of its shape, energy distribution

(indicated by the gray-level in the plots), time duration, and

frequency span. All these factors have been addressed in the

previous section when quantifying the pairwise unit contour

similarity score.

In the unit clustering algorithm, the two thresholds di

and dc control the number of clusters as well as the degree

of flexibility allowed for one cluster. By setting 0.50� di

� 0.75 and 0.30� dc< di, the algorithm correctly extracted

all the six unit types. Further, all the 30 units have been cor-

rectly classified under these parameters. Increasing di to

more than 0.75 would produce more classes than expected.

For example, the third unit shown in Fig. 4 would be identi-

fied as a different type if the threshold di is too high.

Decreasing dc would merge classes that do not necessarily

consist of units of high pairwise similarity scores. For exam-

ple, units of U-a and U-f would be merged into one class if

dc is too low. Because the clustering results largely depend

on the threshold levels, it is important to calibrate them in a

controlled test such as shown here. If the method is to be

adapted to analyze sounds of different marine mammal spe-

cies, it is necessary to conduct a calibration test to determine

the optimum clustering thresholds.

D. Test on Auau 2002 humpback data

The automated unit extraction and clustering algorithm

is applied on the Auau 2002 humpback data. The length of

this data is 193 min, which contain the recordings from 12

singers. A total of 951 humpback units are extracted from

the data using the automated contour extraction method. The

TABLE II. Implementation of the unit clustering algorithm. The algorithm

returns the class arrays {Ck}, k¼ 1, 2,…, K, with K being the number of

classes.

Algorithm: Unit Clustering

Start with units obtained using the automated contour extraction algorithm:U i,

i¼ 1, 2,…, N. Calculate their pairwise similarity score matrix V, with

V[i, j]¼V (U i, U j) for all i 6¼ j.

A quick search for high-score unit clusters:

(1) Initialize the class array C¼ {}, with number of classes K¼ 0.

(2) do calculate the maximum value of V such that V[i, j]¼max{V}

(3) if U i(or U j) � Ck and U j(or U i) � Ck

(4) add U i (or U j) to Ck;

(5) else

(6) create a new class CKþ 1, add U i and U j to it;

(7) update the number of classes K¼Kþ 1;

(8) set V[i, j]¼ 0;

(9) while max {V}> 0.99

Assign the remaining units to classes:

(10) for i¼ 1, 2,…, N

(11) if U i is not assigned to any existing class

(12) add U i to the class specified by Conditions 1

& 2, or if such a class does not exist, create a

new class CKþ 1 for U i and update K¼Kþ 1;

(13) end for

Merge classes with high similarity scores:

(14) do

(15) calculate the class-wise similarity score matrix �V

according to (14);

(16) merge the two classes Cm and Cn such that

�V [m, n]¼max{ �V}, and update K¼K� 1;

(17) while max{ �V}> dc

FIG. 3. (Color online) Six unit types selected from the Auau data and the

FFS data, for the controlled test of unit clustering algorithm. Each class con-

sists of five units.

TABLE III. Composition of the six unit types for the controlled test. The

frequency range fmin and fmax are specified for the time-frequency contour

measured at the fundamental frequency.

Unit s(s) fmin (Hz) fmax (Hz) Singers Site

U-a 1.7 6 0.3 110 6 5 430 6 25 2 FFS

U-b 1.7 6 0.2 590 6 50 770 6 55 1 Auau

U-c 3.0 6 0.3 90 6 15 460 6 50 4 FFS

U-d 1.0 6 0.1 570 6 90 1450 6 85 1 Auau

U-e 2.5 6 0.3 1190 6 50 1390 6 40 2 Auau

U-f 1.4 6 0.2 100 6 15 170 6 30 2 Auau
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unit length s ranges between 0.4 and 3.7 s. Among all the

units, 53.5% of them have s< 1s, 36.8% of them have

1s� s< 2s, and 9.7% have s� 2s.
Twelve unit types are identified by the clustering algo-

rithm using the calibrated thresholds di¼ 0.60 and dc¼ 0.35.

Figure 5 shows the spectrogram of the cluster-center unit for

each unit types, which have been labeled U-1 to U-12.

According to the range of their fundamental frequency, these

unit types can be further divided into four categories. The

fundamental frequency of types U-1 through U-4 are the

lowest, ranging from tens of hertz to less than 350 hertz.

These four unit types constitute 71.0% of all the units

extracted from the entire data. Mid-range unit types U-7 to

U-10 rank second in quantity with a combined share of

16.6%. Their fundamental frequency ranges from approxi-

mately 300 Hz to less than 1000 Hz, whereas their frequency

FIG. 4. Examples of the U-d type

units which illustrates the variation of

time- frequency contour of the same

unit type. These units were repeated

by the same singer for about 2 min.

FIG. 5. (Color online) Twelve unit types extracted from the Auau 2002 data. The spectrogram displays the cluster-center unit of each unit type.
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span ranges between 120 Hz and approximately 600 Hz.

Next are the two high-frequency types U-11 and U-12,

which make up 8.3% of the total. Their fundamental fre-

quency is generally above 1300 Hz with the highest being

1870 Hz. The remaining two types U-5 and U-6 both have

wide frequency span, ranging between 800 Hz and more

than 1000 Hz. Though their time-frequency contour shapes

bear little resemblance. These two unit types make up 2.7%

and 1.4% of the total, respectively.

V. CONCLUSIONS

Vocalization units of humpback whales are identified by

their time-frequency contour in the spectrogram image.

Using the contour detecting and classification algorithms

introduced in this paper, selection of distinctive unit types

can be conducted in an automated analysis. The method has

been tested in the presence of snapping shrimp noise and

boat noise with humpback data collected at various sites in

Hawaii. Using the technique of image edge detection, the

algorithm is capable of capturing time-frequency contours of

all types of humpback units while maintaining a low proba-

bility of false alarms.

The classification step also uses the time-frequency con-

tour of each unit as its signature, thus eliminating the addi-

tional feature extraction step and providing a faster solution.

The classification is implemented with a unit clustering algo-

rithm, which is capable of recognizing units of the same type

but with slight variations in terms frequency modulation and

time duration. The clustering algorithm has been validated in

a case study containing 30 units of six types with all of them

correctly classified. The entire tool of unit detection and

classification has been applied to process the deployment

data recorded in the Auau Channel in Hawaii in 2002. The

results showed 951 humpback song units of 12 distinctive

types.

Although the algorithms here have been developed with

the motivation of analyzing humpback whale vocalizations,

the contour detection and clustering methods have the poten-

tial of being extended to capture the characteristics of many

other types of marine mammal vocalizations. Further, the

unit clustering algorithm is likely to be useful for classifica-

tions based on other similarity score quantifications, and can

be extended to broader applications.
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