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ABSTRACT

An abstract of the dissertation of Roland Helmut Heger for the Doctor of Philosophy

in Systems Science: Business Administration presented April 17, 1996.

Title: Value Measuremeit For New Product Category: A Conjoint Approach To

Eliciting Value Structure

Ability to measure value from the customer”’s point of view is central to the
determination of market offerings: Customers will only buy the equivalent of
perceived value, and companies can only offer benefits that cost less to provide than
customers are willing to pay. Conjoint analysis is the most popular individual-level
value measurement method to determine relative impact of product or service
attributes on preferences and other dependent variables.

This research focuses on how value measurement can be made more accurate
and more reliable by measuring the relative influence of selected methodological
variations on performance in prediction and on stability of value structure, and by
grouping customers with similar value structure into segments which respond to
product stimuli in a similar manner. Influences of the type of attributes included in the
conjoint task, of the factorial design used to construct the product profiles, of the type
and form of model, of the time of measurement, and of the type of cluster-based
segmentation method, are evaluated.

Data was gathered with a questionnaire that controlled for methodological
variations, and with a notebook computer as the measurement object. One repeated

measurement was taken.



The study was conducted in two phases. In Phase I, influences of
methodological variations on accuracy in prediction and on respective value structure
were examined. In/Phase II, different cluster-based segmentation methods —
hierarchical clustering (HIC), non-hierarchical clustering (NHC), and fuzzy c-means
clustering (FUC) — and according conjoint models were evaluated for their
performance in prediction and in comparison with individual-level conjoint models.

Results show the best models for a variety of design parameters are traditional
individual-level, main-effects-only conjoint models. Neither modeling of interactions,
nor segment-level conjoint models were able to improve on prediction. Best segment-
level conjoint models were obtained with a fuzzy clustering method, worst models
were obtained with k-means and the most fuzzy clustering approach.

In conclusion, conjoint analysis reveals itself as a reliable method to measure
individual customer value. It seems more rewarding for improvement of accuracy in
prediction to apply repeated measures, or gather additional data about the respondent,

than to attempt improvement on methodological variations with a single measurement.

A2



TABLE OF CONTENTS

TABLE OF CONTENTS ..ottt esresae sttt anne e i
LIST OF TABLES......oo ittt ettt sver e bbb b s v
LIST OF FIGURES ........cototiiti ettt et sn e ena v ix
CHAPTER 1
INTRODUCTION ..ottt st se st ssssss sttt seesnsbesiesaaneas 1
1.1 Study Purpose and Problem OVerview ..o 3
1.2 Importance of Proposed Research ..........cccocvivevnmicvniniiinninnineens 5
1.3 Research Perspective and Decision Model.........cccvvvininncninnnnninenn. 11
1.4 Definitions and TerminOlOZY......cccocvvvvevrireeseerieneninieenenieectsreecrnreeneanes 18
1.5 StUAY OVEIVIEW ..conniiiiiiiiirceeceieree e st sstre e e ssae s enre e st e enaessaessnestesaves 20
1.6 Delimitations and Limitations .......c.cocvvverieiinnecninieeenneeceieieeee e 24
1.7 Organization Plan ... s 26
CHAPTER 11
REVIEW OF THE LITERATURE .....cccccociiiiiiiincnicccniiiee s 27
2.1 Nature of ValUe.....coocciiiiiiienicccirreeiinieett i sstesnes st et ssat s 28
2.1.1 Ratio Form of Value.......cccoovevireeniiiiciniisnncceenrcneses 29
2.1.2 Means-End Chain ......cooviveniencenciccinc e 32
2.1.3 Generic Value Taxonomies ........cccvuereririreriieneesiennenieesensennens 35
2.1.4 Conclusions About the Nature of Value and Value
PErCeption .....cccccviiiiiiiiciirc e 38
2.2 Current Measurement Approaches ... 38
2.3 Theoretical Bases for Conjoint and Related Measurements....................... 40
2.4 Methodological Problems in Conjoint Analysis........cccoecvvniiiiniinininnnn 49
241 ALIIDULE SCL.cuueiiiiiiiiiiiiieeie et 50
2.4.2 Model Form and Fractional Factorial Design.........cccoceevveenne. 57
i



TABLE OF CONTENTS

2.5 Respondent Grouping and Fuzzy CIustering........ccoccoevevivcnnveenniinninnens 59
2.6 Reliability and Validity.....c.ccccvveviiniiiinninnciiiiniieenecnr e 68

CHAPTER 1II
METHODOLOGY, RESEARCH QUESTIONS,

AND PROCEDURES ......cooi oottt iteeesinreeesesstresessaneessssnteassseseeessssssssesessssssasessns 79
3.1 MethOOIOZY ....voieririiiciiiirteientceett ettt st s s s 79
3.1.1 Conjoint Analysis MOEIS .......cccovminverieciininniirieseniene e 80
3.1.2 General Design and Estimation Considerations............ccceccecveuens 85
3.2 Research QUESHIONS.....cocvvieeiiierieiiirieesieereeersiresrneessnessssseseessassrnnsesssssnessens 86
3.3 DAt aNd PrOCEAUTES . .cceiveiieiiiieiieiireereciiires s e reeie s vt seesresseresseeeseeseererssserserees 87
3.3.1 Experimental Design ......cccocevnievminiimiiinniiecicneeereceiene e 87
3.3.2 Research Variables of Phase I........ccccccvvvviiiiiiiiiirireeeeeeeireeenee 93
3.3.3 Research Variables of Phase I......covvvviinveeiiniieeeiieeineeneceena 100
3.3.4 Construction of StITUH......covivveeieieceeceeeriee e eeeereeeenes 110
3.3.5 Data CollECON cooeeeiieiieiieeeeeee e e e e secsereeseesessassseeessseneannnee 112
3.3.60 ANALYSIS woecierciiiieertinie sttt e et s 115
CHAPTER 1V

RE S UL T S ettt tereettteee e e et et ssssatrseessssesatseessssssssbssbnresessessssssessasssarsesarensans 132
4.1 Comparability, Research Strategy, and Individual Reliability ................. 132
B2 PRASE Lottt res sttt e s s s esssabte e saes s s s brbaarrreesesesesse s bsarenrseaas s 138
4.2.1 Reliability Over Time and Over Attribute Set.........cccceverrnee. 138
4.2.2 Reliability Over Time and Over Stimulus Set.........ccccoerveeneene. 160

4.2.3 Reliability and Interaction of Conjoint Methodological
| SFiTe] (o) £ TR USROS RTOT IO 178
4.2.4 Relative Performance of Individual-Level Models.................... 184
4.2.5 Summary of Results in Phase L., 190

i



TABLE OF CONTENTS

4.3 Phase IT.....covriciniieineceneitee ettt bttt 191

4.3.1 Supra-Level Perspective of Segmentation With Clustering
Procedures......c.coveiiiciieiiinic s 191
4.3.2 Choice of Clustering Parameters .......ccooecevuvveriireeneeeniencnennenns 194
4.3.3 Hierarchical Cluster Segmentation (HIC) ......cccocevecevvineninnnnne. 212
4.3.4 Non-Hierarchical Hard Clustering (NHC)..........cccocovninecennne. 217
4.3.5 Fuzzy Clustering (FUC) .c....cccoiiniinieenieneenie s 220
4.3.6 Summary of Cluster Validity .......cc.ocevvervivirenicrnninnenieneneeenna 224
4.3.7 Segment-Level Conjoint Procedures and Results...................... 225
4.3.8 Plausibility and Practicality .........c.coveevivinviveeninennneneniencene, 234

CHAPTER V
FINDINGS AND CONCLUSIONS ......ocotiiiinireenntreetreset s sesreesssneseesenes 240
5.1 Major FINAINGS.....overiieniiieiitiienieicincereereste e sreve et eneseens 240
5.2 Contribution of Systems Science to This Study .......cccceevrvevcrninvencennns 249
5.3 Contribution to Marketing Theory and Practice.......cococosiiciiincniuennne 252
5.4 LIMILAtIONS..cu.iriiiiiiirieieeiennte ittt tere e sens e s e s seosesnensane 255
5.5 Directions for Future Research........cccooivvviecicininiincninenccninee 256
REFERENCES ..ottt ere s eseese st st sas e nanene 260
APPENDIX 1 Conduct of Pretest and Pretest Questionnaire ...........ceevuue.e. 270
APPENDIX 1I Questionnaire for AIFFL ......occovvieiiivinnveeeeicrenvee e 279
APPENDIX III Sequence of Task Administration and Procedures................. 280
APPENDIX IV/1 Fractional Factorial Set 1 (FF1)..cooviiviivincrei e 284
iil



TABLE OF CONTENTS

APPENDIX IV/2 Fractional Factorial Set 2 (FF2)....occovvevinnveviireenienecnecrre e 285
APPENDIX 1IV/3 Fractional Factorial Set for the Holdout Data...........cc............ 286
APPENDIX 1V/4 Obtaining the Fractional Factorials ..........cccceevereveeieseccreennnnns 287
APPENDIX V Sample of Survey InStruments.......cocoeehueereieieeieeseeesesennas 288

1\



TABLE

I

111
v

VI

VII

VIII

IX

XI

XII

X1II
X1V

LiST OF TABLES

PAGE
Summary of Variations in Experimental Design.......Locccccvveennnen 23
Selected Means-End Chain Models and their Proposed |
Relationship with Quality and Value.................. prveeees pererereersirnone 35
Selected Generic Value Taxonomi€s.........cou.... pereeeen prrveereerrreeanns 37
Selected Conjoint Studies Examining Effects of Attribute
Characteristics on Preference or Choice Behavior..........cooconneee.. 56
Illustration of Various Partitioning Schemes frormn | |
SEEMENLALION. ...c.eiieuieiireerie ettt enens 65
Selected Studies Examining Effects of Respondent | |
Grouping on Conjoint Performance (Predictive Accuracy, !
Parameter Stability)........ccccoievernes cenrivriniininininienen, e rrrereerens 67
Selected Studies With Emphasis on Conjoint Reliability \
and Validity .....c.coocovvivicininniiicciniiiicsieene et 78
Phase I: Experimental Design Factors for Individual-Level
ANALYSES .eovrrririiririrtrere e perrrrupirrrerereaarsenns 90
Phase II: Experimental Design Factors for Segment-Level
ANALYSES .oouierierirritcrent e s pveeees perreeniareeeaans 91
Overview of Attributes and Levels Used in Conjoint Study ......... 99
Overview Over Comparisons of Groups for Tests of
Hypotheses of Research Questions Number One (# 1) to |
THICE (F 3)cniieirieicriesee it cere s certes s b e e srnreeebgaeanres ossrasssseenses 131
Individual Reliability Overview (Conjoint Model Fit at i
p-value < 0.1) i 136
Attribute Importances For SE Model Type (All Groups)............ 137
Predictive Performances of Individual-Level Models;,
G5 7 GOttt 141



TABLE
XV

XVI

XVII

XVIII

XIX

XX

XXI

XXII

XXIII

XXIV

XXV

XXVI

XXVII

Li1ST OF TABLES

PAGE
F-Tests of Predictive Performances of Individual-Level
Models (G5/G6 ; F1 58 Degrees of Freedom ).......cccccevueunnne. 142
Predictive Performances of Individual-Level Models:
Part G2 /7 G5 oottt e st sseerersas s seiav e et e senseesoans 146
F-Tests of Predictive Performances of Individual-Level
Models ( Part G2 /G5 ; Fy 58 Degrees of Freedom )................. 147
t-tests of Predictive Performances of Individual-Level
Models ( Part G2 / G5 ; 29 Degrees of Freedom )......cccccoueuennene. 148
Predictive Performances of Individual-Level Models;
PATt G2 7 GO oottt s esssrae e ssreressssssnanseesssnenaassans 150
F-Tests of Predictive Performances of Individual-Level
Models ( Part G2/ G6 ; F 5§ Degrees of Freedom ).................. 151
t-tests of Predictive Performances of Individual-Level
Models ( Part G2/ G6 ; 29 Degrees of Freedom )........ccceuennee. 152
Part-Worths and Attribute Importances G5 / G6 (TC Main
% § o] 0 U URRTUUPRRTUUNt 155
Part-Worths and Attribute Importances Part G2 / G5 (TC
Main Effects)..c.uveeiiiiiiiitiieiee et et ersre e sareenarees 157
Part-Worths and Attribute Importances Part G2 / G6 (TC
MaIn EffECIS).uuiiiririneiiieiicieeceieeiireeecereeescnrreernreesesesearvesessnesveses 159
Predictive Performances of Individual-Level Models;
G337 Gttt s sttt ssee e s s sar s e s s esnsae e s s s sraesssbas 162
F-Tests of Predictive Performances of Individual-Level
Models ( G3 /G4 ; F),55 Degrees of Freedom ).......cccceennen 163
Predictive Performances of Individual-Level Models;
PATU G 7 G3 oot eertee e errtte et s st esseeratessseeensseaessasennesssns 165

vi



TABLE
XXVIII

XXIX

XXX

XXX1

XXXII

XXXIII

XXXI1V

XXXV

XXXVI

XXXVII

XXXVII

XXXIX

XL

LiST OF TABLES

PAGE
F-Tests of Predictive Performances of Individual-Level
Models ( Part G1 / G3 ; Fy 52 Degrees of Freedom ).................. 166
t-tests of Predictive Performances of Individual-Level
Models ( Part G1 / G3 ; 26 Degrees of Freedom )......ccccoueeeenee. 167
Predictive Performances of Individual-Level Models;
Part G1 /7 G oottt et srres st s 170
F-Tests of Predictive Performances of Individual-Level
Models ( Part G1 /G4 ; Fy 58 Degrees of Freedom ).................. 171
t-tests of Predictive Performances of Individual-Level
Models ( Part G1 / G4 ; 29 Degrees of Freedom ).....c.cccevceeennien. 172
Part-Worths and Attribute Importances G3 / G4 (TC Main
Eff@CES) teuutiiiiirieie et cctesse e cesernesbnr s tressraesbeserseesenreessnnnesssnneas 174
Part-Worths and Attribute Importances Part G1 / G3 (TC
Y T TR ) 3 <01 13 TSP 176
Part-Worths and Attribute Importances Part G1 / G4 (TC
Main EffECtS).eemiciiriciiicte ettt es e e se e e 177
Predictive Performances of Individual-Level Models;
G/ GS ettt v st serr e st s et ssa e srrasrenesntnsennes 180
F-Tests of Predictive Performances of Individual-Level
Models (G4 /G5 ; Fy 58 Degrees of Freedom ).....ccovvnniinnnin. 181
Part-Worths and Attribute Importances G4 / G5 (TC Main
EE OIS ) eriiiiiiireeieicerressee e e e csrtee s sereeeesbere e esabe e e esnrresessnbesaseessennns 183
Relative Performance of Individual-Level Self-Explicated
and Conjoint Model FOIMS ....coocovvevieenirienenencce e 187
Paired (Student’s) t-Tests of Individual-Level Model Forms......188

vii



TABLE
XLI

XL
XLHI
XLIV

XLV

XLVI
XLVvII

L1ST OF TABLES

PAGE
Selected Paired t-tests of the Three (3) Best-Performing, \
And the Two (2) Worst-Performing Model Forms...................., ,.189
Compatibility of Clusters in Percentages of Overlap................. 210
Compatibility of Clusters in Absolute Numbers.........cccccevveecn. 211
Cluster Distances of Hierarchical Cluster Solution (Ward’s
MELNOA) ettt ssanr e sare s 21 O
Predictive Performance Measures of Segment-Level
Models.....ccccorveerenrereiiennn feeeeteenrt et sa—ee e e sheaete b bt e sre e baeeneebaes 227
Tests Between Segment-Level Model Forms........cocevvieeininn 232
Summary of Differences Between TC Main Effects Models |
and SE Models for Selected Performance Measures and
Group COMPATISONS ..c.cervveeprererecrirreremreesesneneeeeressesessessesseseensen 242,

viii



FIGURE

10.
1.
12.
13.
14.

16.

17.

LIST OF FIGURES

PAGE

Decision Context of StUAY. ...cceeevevivireriiricinereee e 14
Dimensions of Evaluation Models. .........ccocevvvvieeneininnenncnceninn, 15
General Model of Customer Evaluation (Decision Making). ............ 17
Means-End Chain Model by Young and Feigin (1975), p. 73........... 33
General Model of Value Taxonomies (Levels of Abstraction).......... 36
Alternative Measures of Reliability (adapted from Bateson,

Reibstein, and Boulding 1987, p. 458)...c.coccvvenerenviinnireenreceeennaee 73
Phases of Research Study.......c.ccoevveiemneenmeneniieceneecereeennn 88
Design Layout Concerning Administration of Measurements........... 92
Study ODBJECES. ..cceeuiiriirieriiriieciirt ettt see st ae e e e 118
HIC Cluster-Profiles for 3 Clusters with Ward’s Method................ 203
NHC Cluster-Profiles for 3 Clusters with Kmean Method. ............. 203
FUC Cluster-Profiles for 3 Clusters withm = 1.05........ccccceoereeee. 204
FUC Cluster-Profiles for 3 Clusters withm= L. 1.....ccocovvvvrviennenne. 204
FUC Cluster-Profiles for 3 Clusters withm = 1.25......c..ccoccennrnnn. 205
FUC Cluster-Profiles for 3 Clusters withm = 1.5........ccccccvvvriennennn. 205
FUC Cluster-Profiles for 3 Clusters with m = 2.0 (2nd = 3rd

CIUSLET CEINLCT). wuuveviiiereeeeiieeeriee it cereesesereeseebteaeeeaseesessareenereas 206
FUC Cluster-Profiles for 4 Clusters withm=2.0

(2nd = 3rd = 4th Cluster Center). ........cvvivvverireecrcereieeerrereeeeeessvenes 206
HIC Cluster-Profiles for 4 Clusters with Ward’s Method................ 207
NHC Cluster-Profiles for 4 Clusters with Kmean Method. ............. 207
FUC Cluster-Profiles for 4 Clusters withm = [.05.......ccccccevininnn. 208
FUC Cluster-Profiles for 4 Clusters withm= 1.1......ccccovnrnvnnnn. 208

X



FIGURE
22.
23,
24,

25.
26.
27.

LiIST OF FIGURES

PAGE

FUC Cluster-Profiles for 4 Clusters with m = 1.25.....c.ccccevvinnnecn, 209
FUC Cluster-Profiles for 4 Clusters withm= 1.5.....c.ccccccvviinnnnn. 209
Dendrogram and Scree Test of Hierarchical Cluster Solution

(Ward’s Method). ...occveeveviiiiiee ittt st 215
A Priori FUC Cluster-Profiles for 3 Clusters withm = 1.5............. 236
A Priori FUC Cluster-Profiles for 4 Clusters with m = 2.0.............. 236
A Priori FUC Cluster-Profiles for 4 Clusters with m = 1.5.............. 237



CHAPTER 1

INTRODUCTION

From a marketing perspective, the ability to measure value from the customer’s point
of view is fundamental to the development of successful marketing strategy.
Knowledge of customers” value structure allows one to compare product/service
benefit components created by diverse company activities, and allows for pricing that
captures some of the value content of a product in form of sales proceeds. Thus, value
measurement is central to the determination of market offerings: Customers will only
buy the equivalent of perceived value, and companies, in the long run, can only offer

benefits that cost less to provide than customers are willing to pay.

While it is relatively easy to gather data about aggregate buying behavior, the
structure of the decision process exhibited by the individual buyer is difficult to
reveal. The same is true with respect to familiar and unfamiliar product categories.
Several competing methodologies, favored by researchers with differing perspectives,

have been in use to shed light on the components of customer value, reveal their



interactions, and predict preferences and choice behavior by modeling the structure of

the customer value system.

Researchers from many scientific disciplines have been tackling value measurement
and choice: psychologists who have mainly been interested in the mental constructs
determining evaluations and choice behavior, microeconomists whose interests have
been focusing on the efficiency of market choice behavior, engineers who attempt to
arrive at optimal designs with the use of value analysis, operations researchers (OR)
and management scientists (MS) who have been modeling customer value and choice
within normative frameworks of rational decision making, and marketers whose focus
has been on models of value judgment that may be readily translated into actionable
elements of the marketing mix. All of these disciplines favor different valid

approaches and mathematical frameworks to quantify effects of value judgment.

Conjoint analysis, introduced to marketing by Green and Rao (1971), is a family of
methods that enables marketers to determine the relative impact of product or service
attributes on preferences and other dependent variables. It is enjoying increasing
popularity, particularly in recent years (Wittink, Vriens, and Burhenne 1994, p. 41),
because it provides a flexible framework for modeling and understanding value
judgments at different levels of marketing decision making, at the individual
customer’s level and at different aggregate levels. Additionally, it is useful for
decisions about various elements of the marketing mix, linking customer perceptions
and business objectives, as for instance utility measurement, buyer choice simulations,
product design, pricing, market segmentation, and competitive strategy (Green and
Krieger 1993, p. 468). In providing a means for modeling individual decision

structures it offers the promise of greater insight into these structures with supposedly



greater accuracy of measurement and potentially greater power for managers to

influence the customer decision process.

1.1  Study Purpose and Problem Overview

A major problem in estimating customer value is that realistic value decision contexts
in conjoint measurement tasks typically involve a relatively large number of product
attributes with associated large numbers of responses required for estimation of
customer value structure. With only limited numbers of responses per subject, and a
large number of parameters to be estimated, reliability of individual-level models
becomes doubtful. As many a conjoint study’s purpose is to elicit value structure for
target segments of the market (Wittink, Vriens, and Burhenne 1994; Wittink and
Cattin 1989; Cattin and Wittink 1982), researchers suggested and developed methods
to aggregate respondents and estimate value structure on a segment-level basis.
Segments derived with this approach are based on differences in individual benefit
components, as opposed to common demographics as bases for segments. The
suggestion in the literature to improve on prediction in conjoint with segment-level
benefit derivation is pursued in this study, further. It is currently an area of intensive

research.

The primary purpose of this research study is to measure the relative influence of
» selected methodological variations of conjoint analysis and
* segmentation methods (i.e. grouping of subjects)
on customer value structure. Influences of the type of attributes included in the
conjoint task, and of the factorial design used to construct the product profiles are

evaluated, on their own, and in their combination. In particular, some recently



suggested and some new cluster-based segmentation methods in the context of
conjoint measurement, non-hierarchical and fuzzy clustering respectively, are
compared with each other, with traditional benefit clustering and segmentation
procedures, and with traditional, individual-level based value estimation techniques, in
order to determine the best approach for value estimation in connection with
segmentation. A moderately complex, relatively new product category, a laptop or

notebook computer, is chosen as the measurement object.

Many commercial and research-based conjoint studies conducted to date have
explored value components for familiar product categories, as for instance apartments
and cars, and were limited in model flexibility and estimation procedures. Recent
suggestions to overcome these limitations with benefit segmentation approaches (i.e.
subject grouping and estimation of benefit attributions on the group level) are applied
and conjectured improvements in reliability and predictive validity are tested.
Specifically, allowing for overlapping cluster segments by applying a fuzzy clustering
algorithm enabled tests for potentially higher predictive accuracy compared with
individual-level predictions and traditional grouping techniques. This provides some
additional insights into the adequacy of specific conjoint model types and
methodological procedures for differing marketing purposes, namely for prediction
and segmentation. With key marketing decisions based on conjoint studies, empirical
evidence of reliability and validity in differing contexts is of primary concern

(Bateson, Reibstein, and Boulding 1987, p. 451).

This study, more specifically, addresses the following research questions:

1) What is the influence of the type of attribute chosen for the evaluative task (i.e.
technical or product-referent attributes and non-technical or user-referent attributes)

on customer value structure and predictive validity ?
4



2) What is the influence of specific factorial designs, i.e. of specific combinations of
product attribute values, on estimation of customer value structure and predictive
accuracy ?

3) How do type of attribute!in the product profile and factorial design interact in their
influence on customer value structure for different models ?

4) Which individual-level model for customer value structure performs best with
respect to prediction ?

5) Can cluster-based segmentation approaches improve accuracy in prediction of
value attributions to product profiles over individual-level conjoint models ?

6) Which aggregate model for customer value structure performs best with respect to
prediction ? |

7) Are the purposes of prediction and segmentation, as well as potential other
purposes, better served with the suggested methods, and what practical limitations
are there for the different/methods to support specific purposes ?

8) Are benefit segments obtained with different clustering procedures meaningful for

target marketing, or may they only increase predictive accuracy ?

1.2 Importance of Proposed Research

Value measurement has enjoyed considerable attention in recent years due to the

following reasons:

» Accepting the marketing hotion that the very rationale for companies to be in
business is the satisfaction of needs and wants, the concept of value as well as the
need to measure it is pervasive. Providing value to the (individual or industrial)

customer is the basis of the marketing concept. It may affect all parts of a



marketing program, and may form the foundation of corporate strategy (Green and
Krieger 1993, p. 468).

* As further refined market segmentation, targeting, and positioning become
increasingly important, so does the availability of corresponding value
measurement instruments in order to be more accurate, effective, and efficient in
performing these tasks. In the context of measuring consumer preferences for
multiattribute products in product design, conjoint analysis enjoys widespread
popularity. Accordingly, an effort to improve on its accuracy and applicability for
different marketing and general business purposes, as for instance for corporate

strategy or segmentation, is a potentially rewarding endeavour.

Value measurement with conjoint analysis is useful to the researcher and practitioner

in several ways:

1. Knowing what customers value in an offering and to what extent, allows the
marketer to concentrate his resources and perform activities that provide the best
tradeoff between highest possible customer benefits and lowest possible costs.
Specifically,

a) in devising a product policy, the knowledge of how customers perceive value in
product attributes and performance criteria may be used to combine those sets of
product features that are most attractive, respectively have the highest perceived
value, for specific customer segments. If segmentation is not done on the basis
of a priori defined variables, value perceptions may very well be used to segment
the market (cp. Laitamaki and Renaghan 1988, p. 179). Buyers of consumer
electronics, for instance, may be classified into price-sensitive and into feature-
oriented customers, depending on the importance of different dimensions of

value (i.e. product attributes) to them.



b) In devising its promotional strategy, the vendor needs to understand where the
value of the product is created, if value is added by emphasizing particular
product features, or by the way the product is presented, by the packaging, the
prestige that is associated with the product, or by the channel in which it is sold.
Understanding the value components of an offer through appropriate value
measurement enables the vendor to choose the most effective promotional
policies for targeting and positioning.

c) In planning one’s distribution strategy, understanding customer values allows
choosing distribution channels consistent with product and promotional policy
for more efficient value delivery.

2. Knowing what value customers perceive in an offer allows the firm to price its
offer according to these perceptions and the firm’s own objectives, be they to
increase market share, to increase profits, or just to provide superior benefits at the
lowest possible price. It allows goal-oriented pricing, goal-oriented capturing of

perceived customer value, instead of arbitrary cost markups.

The central problem of marketers who want to address new markets seems to be a lack
of understanding what exactly it is that customers value in an offer, and how
customers form value perceptions about products and product categories. Therefore,
the problem may be separated into at least two parts:
(1) The concept of customer value is not clearly and unambiguously specified.
Neither is its relationship with product features or attributes. Attributions of
benefits to product characteristics is at the heart of conjoint measurements.
Knowledge of effects of the type of attribute on conjoint measurements may
provide some clues as to the extent with which type of attribute influences value
measurcment, allowing for potential improvements in the measurement instrument.

Specifically, the assumption of conjoint analysis of independence from irrelevant
7



attributes (IIA) may be violated by including abstract or user-referent attributes
into the product profile (Oppewal, Louviere, and Timmermans 1994, p. 104).

(2) The theoretical framework for representation of value concepts and choice
behavior, i.e. as a "deterministic" decision problem, as a "fuzzy" decision problem,
or as a random choice problem, is also not obvious or unambiguous, though at first
glance one might assume this problem context to favor representation as a rational,

deterministic decision problem over the others.

Without improved methods for addressing these problems, there will likely be more
product failures similar to one experienced by AT&T: On Thursday, July 28, 1994,
The Wall Street Journal reported that AT&T will close EQ, Inc., the subsidiary that
developed and manufactured new electronic devices dubbed 'personal data
communicators' or 'personal digital assistants' (PDAs). as sales of its EO Personal
Communicator lagged considerably behind expectations (Naik 1994, p. B5). Industry
analysts have identified palm-size devices that keep people organized and connected
as a new, potentially huge market, "if only someone can come up with a device with
the right combination of features — something no one has come close to doing yet"
(Lee 1994, p. 6). Accordingly, the president of the AT&T Consumer Products unit,
which will continue EO, Inc.’s development efforts, and an EO board member was
quoted lamenting: "I wish we knew what customers wanted" (Naik 1994, p. BS). In
order for "the right combination of features” to be decisive, however, user-referent (i.e.
non-technical or non-physical) attributes must not influence the relative evaluations of

physical attributes (i.e. features).

Value measurement in itself is a multivariate problern that entails a great deal of
complexity, due to the fact that several variables have to be considered simultaneously
rather than individually or sequentially. This study was intended to help better

8



understand methods lto identify measurable and actionable market segments that are
likely to respond differently to various policy actions. It yields guidelines for
operationalization of increased customer-orientation. In particular, one needs to know
the relationship between purpose and a particular method, as for instance conjoint
methods that rely onlgroupwise parameter estimates do not allow for individual
differences in benefit structure any more, but they provide the advantage of

significance testing of benefit components.

This study is the first empirical comparison of recently proposed aggregation methods
to improve on

* reliability,

» predictive accuracy, and

* segmentation, |
The only two limited studies (Green, Krieger, and Schaffer 1993a; Green and
Helsen 1989) involving two newly suggested segmentation approaches in conjoint
analysis could not confirm the respective authors” claims of superiority of newly
proposed methods over competing ones, specifically in predictive accuracy. It is also
the first empirical study that intended to integrate examination of selected
methodolpgical manipulations of conjoint analysis jointly with segmentation
approaches in a controlled manner in order to determine their relative separate and
joint impact on dependent variables and surrogate performance measures. However,
after completion of the first phase of research, examination of joint effects turned out
to be of no relevance' any more. Traditional grouping methods in connection with
conjoint analyses are extended with

« nop-hierarchical clustering methods (k-means), and

» fuzzy clustering (fuzzy c-means).



There is a marked absence of studies concerning effects of the nature of product
category on estimation of value structure. Specifically, type (but also number) of
attributes as well as their contextual settings (i.e. correlations and structural relations
as for instance hierarchy among them, relevancy as attributes, familiarity of
respondent with category) are seldom dealt with and often glossed over. However,
exploring the effects of attribute variations is possibly more fundamental to the nature
of value structure than methodological particularities, as for instance the estimation
technique used, and the former is relevant for all methodological variants of conjoint
analysis (see Elrod, Louviere, and Davey 1992, p. 376; Wittink, Vriens, and Burhenne
1994, p. 49: "...it would be useful to return to more fundamental questions that apply
to all methods, such as the definition and choice of attributes and (number of) levels";
Oppewal, Louviere, and Timmermans 1994, p. 104). Obviously, more research on this

subject is necessary. One of the main purposes of this study was to explore this effect.

Immediate applicability and practicality of suggested research to the conduct of
conjoint analysis studies and subsequent elicitation of value structure for improved
marketing decision making is obvious, but so is the danger of overconfidence in
empirically untested methodological procedures and their respective results in
decisions such as: what kinds of attributes to emphasize in product design and
communication, segmentation according to "value" or benefit segments instead of a
priori segmentation on the basis of demographics, pricing for different market
segments, and similar questions. The issue and justification for researching
methodological variations is greater ability in making informed choices for necessary
tradeoffs among problems addressed and capability of respective methods. Such
investigation allows for better fine-tuning of methodological choices to the problems

at hand.
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Finally, with conjoint studies forming the basis of substantial, long-term business
decisions (Green and Krieger 1993, p. 468), knowledge abcut the method’s
capabilities and limitations is of utmost importance in order to carefully balance

strategic decisions and ensure predictability of new product success.

With its combination of experimental manipulations (see section 3.3.1 of Chapter III),
this study provides an important contribution to advance theory of consumer decision
making, particularly in value measurement, concerning product and attribute type,
decision model (additive or interactive), estimation and validation approaches, and the
usefulness of value measurement techniques for two specific marketing purposes:

prediction and segmentation.

Both parts of the general problem in value measurement, i.e. what customers value,
and how they form value perceptions, have repercussions on value measurement, i.e.
what is measured and how measurements arc taken and subsequently processed.
Additionally, these measurement problems occur within broader frameworks of
customer choice behavior and respective modeling attempts which may be attributed
to the background of the researcher and its perceptual and analytical stance, to the

nature of the problem, and its context or purpose.

1.3  Research Perspective and Decision Model

The perspective taken for this study is heavily influenced by the systems view:
Problem, context, and perceiver are mutually dependent, and it is the perceptual
stances taken that admit for the notion of system and allow appropriate focus on
subject matter (see Lendaris 1986). Value judgments occur at different system levels,

with each system being defined on the former three dimensions (i.e. problem, context,
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and perceiver). One value system, for instance, may be defined by one product with
its respective attribute combination, customers who evaluate the product according to
some behavioral characteristic towards it, for instance a preference judgment, and the
researcher who is interested only in the preference judgment to measure the product’s
utility for these customers for prediction. The researcher acts as systems analyst of the
customer’s value system. The researcher may assume other, different roles as an
analyst on the same system level, or on the suprasystem level, for instance as a
business strategist using customer value structure as primary input (for the relevance
of systems levels and the perceptual stance of the perceiver see Lendaris 1986). In a
different context, the researcher may pursue several objectives in observing the
system, for instance product policy and market share determination, but he may
exercise the same pattern of assuming analyst’s roles and perceptual stances (i.e.
systems levels). The mathematical models used to represent customers” judgmental
systems are as diverse as the perspectives taken, and the behaviors exhibited by

individuals.

The perspective taken in this study is based on the assumption that individuals
evaluate products and services by integrating salient attribute information about them.
This entails the view of a process-oriented model of consumer decision making, in
contrast to stochastic choice models (Lilien, Kotler, and Moorthy 1992, pp. 31 and
56). Stochastic choice models do not attempt to explain or predict choice by modeling
its supposed determinants — mental constructs and/or product attributes. Instead,
value judgments are viewed as results of a process that has no discernible pattern
beyond that which can be explained by assigning purchase probabilities for the

available alternatives. These models are particularly appropriate for low-involvement



products, as for many beverages and food products, where little conscious decision

making takes place. This study did not consider such situations. \

Process-oriented models assume underlying customer and/pr product related
determinants of value judgments which can explain large portions of choice variations
in a deterministic manner. These models were often found to be more appropriate for
high-involvement decisions as with purchases of durables or investment type goods.
A helpful characterization of judgmental phases is the well-established lassumption of
up to five stages in the consumer decision process which borrows fromlideas in the
OR/MS and problem-solving literature about rational decisjon making.| This
assumption is based on the theory of information integration (Anderson 1981,1982)
and attitude research. The five stages are: need arousal, information search,
evaluation, purchase, and postpurchase feelings. In the quest to design parsimonious
but empirically valid decision models, different stages of the customer’s (decision)
process offer varying degrees of insight in different consumer decision situations and
for different managerial problems. The stages” appeal for marketers lies in the fact
that each stage suggests different possibilities to facilitate or influence the decision
process, as well as measurements to be taken to calibrate a model and aid in decision

support. This study focused on evaluative processes that lead to choice, and Figure 1

on page 14 illustrates its context.
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Developing the framework further, evaluations may be partitioned into two
components: First, beliefs about the presence or absence of attributes and their
magnitude in product alternatives (i.e. perceptions) must be established. Second,
based on those perceptions, attitudes towards alternatives (i.e. preferences) must be
determined which indicate how favorably disposed people feel towards the
alternatives, most often with the ultimate goal to predict purchase likelithood. In the
OR/MS literature, the first component is often assumed to be easily agreed upon
among different perceivers and, thus, not explicitly modeled, while such differences in
perceptions tend to be the focus of psychologists. Marketers vary between these two
extremes in foci. Perceptions and preferences are often assumed to be respective
phases of the evaluation process, but this need not necessarily be the case. Figure 2 on
page 15 illustrates dimensions that help structure the evaluation task, and respective

models should be able to incorporate these dimensions.
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Figure 2. Dimensions of Evaluation Models.

Perceptions can be measured directly by asking customers how much of an attribute
they perceive a certain product to contain (i.e. compositional and self-explicated
approach), or they can be inferred by asking how similar certain products are and then
deriving what discriminates between different products (i.e. decompositional
approach). The general idea behind the derivation of evaluative criteria and perceptual
dimensions is that customers commonly do not use product attributes directly for
comparisons but distill their perceptions into a limited number of high-level, abstract
evaluative dimensions. Usually, customers cannot express these dimensions directly.
The most frequently used methods for the compositional approach to measuring
perceptions are based on factor analysis (FA), and those for decompositional methods

are based on multidimensional scaling (MDS).

Attitudes are measured analogous to perceptions by asking customers about their
preferences concerning attributes (i.e. compositional and self-explicated approach) or

by asking them about preferences among alternatives and deriving preferences among
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attributes (i.e. decompositional approach). Most models of attitude formation assume
that choice behavior, as well as attitudes, are determined by judgments on specific
attributes of the choice object, expressible in form of a utility or expectancy value
function. Therefore, they transform judgments based on attribute evaluations (i.e.
attribute levels and importance) to a single-dimensional scale of brand attitude or
product utility, frequently after first distilling the attribute information into higher-
order decision factors using perceptual mapping techniques. The applied mapping or
aggregation techniques model assumed variations in customer valuations with
alternative combinations and levels of attributes. The most frequently used methods
are multiattribute utility (MAUT) functions in form of compensatory and
noncompensatory models, with conjoint analysis (ConjA) being the most popular
MAUT method. An alternative approach is structural modeling of preferences
(Bagozzi 1982). In a compensatory model the weakness of a product alternative on
one attribute can be compensated for by strengths on another, and the attributes are
summed to determine the favorability or unfavorability of the attitude towards the
product (e.g. the Fishbein model; Ajzen and Fishbein 1980). This is the most common
way of product evaluation. In noncompensatory models usually only a few attributes
are used to evaluate a product, and shortcomings on any one attribute cannot be
compensated by more favorable levels on another. This behavior is often found in
stages prior to information processing, e.g. in information search. Various mixed,
sequential rules may be used. Figure 3 on page 17 (adapted from Louviere 1988,

p. 10) depicts the general model of decision making used in this study. It is detailed in

section three of Chapter II
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Figure 3.  General Model of Customer Evaluation (Decision Making).

Conduct of value measurement with a conjoint study that approximates consumer
judgment and decision processes as illustrated in Figure 3 on page 17 entails the

following phases:

1. Gain an understanding of the decision problem and its environment faced by target
individuals. It involves answers to the following questions:
* What are the elements of utility for the product, service, or idea considered ?
* What are the key decision criteria involved in the evaluation process ?

2. Design a conjoint experiment to understand how target individuals integrate
decision attributes, i.e. how they evaluate multiattribute alternatives.
 This involves specifying the type and number of attributes, as well as the

attribute positions (or levels) used for construction of product profiles.



* It also involves specifying the basic model form of information integration, i.e.
additive and interactive attribute terms, and linear, quadratic, or separate part-
worths.

* Furthermore, it entails the factorial design used to create stimuli for evaluation,
i.e. factorial versus fractional!factorial designs, the presentation method for the
profiles, selection of a preference measure, and selection of an estimation
technique.

3. Identify measurable and actionable market segments that are likely to respond

differently to different policy actions.

This study focused on influences of selected methodological choices, namely type of
attribute and type of fractional factorial design on the individual level, as well as on

segment-level value structure, and performance of respective models for prediction.

1.4  Definitions and Terminology

The following definitions, conceptsland terms are used throughout the remainder of
this study and may be illustrated by Figure 3 on page 17. Formal algebraic

developments are provided in the methodology section of Chapter III.

Physical variable. This term refelrs to observations or measurements of various

physical properties of the product or service considered. These properties are
antecedents of determinant attributes in the theory of information integration

(Anderson 1981, 1982).

Attribute. This is the term used for the determinant decision criteria customers are

assumed to use to evaluate products or services (denoted by Xpj in Figure 3, where n
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is the number of the product alternative considered, and j is a subscript for the

attribute).

Position (= Level). "Beliefs" that customers have about the amount of each

determinant attribute possessediby products or services, called the "positions" on
attributes (denoted by Spj in Figure 3, where n is the number of the product alternative
considered, and j is a subscript for the attribute). They are also referred to as levels

when only discrete positions are considered.

Part-Worth. Judgment that a customer makes regarding "how good", "how
satisfactory”, or "how whatever!' particular positions of particular products might be
on particular determinant attributes. They are also referred to as part-worth utilities

for the positions (levels) of those attributes.

Overall utilities (overall evaluations). Judgments, impressions, or evaluations

consumers form of products and services, taking all the determinant attribute

information into account. It is assumed that this evaluation is performed wholistically
(in a Gestalt sense) and not holistically, but one makes the simplifying assumption that
this judgment may be decomposed into its parts with reasonable approximate accuracy
(for the distinction between wholistic and holistic perceptions of a system see Lendaris

1986, p. 605).

Brand. This term denotes a particular product or service available or possible on the
market that can be evaluated and possibly selected by a customer. i.e. a choice

alternative.

Final choice set. This is the set of brands a consumer seriously considers prior to

making a choice. In marketing this choice set is often called the "evoked set".
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Choice. This term refers to the cognitive process by which a consumer, after
evaluating all the brands and forming a final choice set, decides to select one of the

brands or not to make a choice.

New product category. This term is used for products that are satisfying new
needs or wants, or satisfy established needs and wants only possible in the specific

combination of features of the product.

(Attribute) Interaction. This term refers to the effect that the presence of

particular levels of "other” attributes influences a particular attribute evaluation as well
as the overall utility. In the presence of particular "other” attributes, utilities of one

attribute’s levels may be diminished or increased.

Replication. One replication means one performance of a conjoint
experiment, i.e. two replications denotes two performances of the experiment (not

three).

1.5  Study Overview

First, an examination of the trade literature, interviews with sales reps and the manager
of a local computer store, as well as a pretest of attribute importance for laptop or
notebook computers yielded the attributes and their respective levels to be evaluated
by respondents in this study. Information from the interviews was reconciled with
secondary information about important product attributes, primarily published surveys
and trade journal information. As the pretest did not reveal new, broadly important
information about additional attributes, the set of product attributes and levels was

obtained as conveyed in Table X on page 99.
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An experiment was designed so as to address the research questions. Respondents
were sampled from a medium-size university in the Northwest of the United States.
The type of attributes included in the design of stimuli to be evaluated was varied
systematically in order to determine their effect on estimation of part-worth utilities
and their respective importance. Stimuli were presented as full-profile sheets of paper,
and subjects were asked to rate their likelihood of purchase for respective product
profiles. The number of attributes per stimulus were limited to nine attributes, in order

to limit variations due to fatigue and information overload on part of the respondents.

Two fractional factorial designs were developed to test for effects stemming from
different designs. The designs were devised so that limited two-way interaction terms
are possible. Effects of inclusion of interaction terms are tested by estimating part-
worth utilities with the inclusion of interaction terms, as well as without them in a
merely additive model. Individual value structure is estimated with ordinary least

squares regression (OLS).

Part-worth utilities are derived in two phases. In Phase I, individual-level part-worth
utility models are derived and effects of variations in the type of attribute set (two
dimensions) and in the type of fractional factorial design (two dimensions) are
estimated. Additionally, in Phase II, three clustering procedures are performed to
group respondents according to their part-worth structure into benefit segments:
hierarchical clustering, a commonly used (hard) non-hierarchical cluster algorithm,
and a new fuzzy cluster algorithm (fuzzy c-means) developed by Bezdek (1981,
Chuah and Bezdek 1987) which allows for overlapping clusters with conjectured

improved predictive accuracy. \
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Finally, three types of reliability and one type of validity are tested with various
measures. Specifically, reliability over time (by administering two replications),
reliability over attribute set (by varying type of attributes), and reliability over
stimulus set (by employing two different fractional factorial designs) are tested.
(Convergent) Validity is tested by comparing predictive accuracy of the conjoint

models derived with self-explicated part-worths.

Due to the interdependencies of respondent tasks, study design, and methodological
choices employed, it is necessary to restrict experimental variations to those that are
not confounding each other’s effects. As is highlighted in most recent surveys of
conjoint studies” literature (Bateson, Reibstein, and Boulding 1987; Green and
Srinivasan 1990) many studies vary too many parameters, confounding effects, and
thus leading to contradictory results which have to be resolved later by conducting

comparative studies with more focused, limited experimental manipulations.

Table I on page 23 summarizes the methodological variations of conjoint methods
applied in this study and the main research issues they address. A literature review
with discussion of the research issues is provided in Chapter II. A detailed account of
study design is provided in Chapter III. Results are presented in Chapter IV, and
conclusions about the applicability of different models of value structure for the
examined product category and sample, as well as for possible generalizations, are

drawn in Chapter V.
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Main Research
Issue(s) as Per-
taining to Litera-
ture (pp. 49)

TABLE]

Study Variation(s)

SUMMARY OF VARIATIONS IN EXPERIMENTAL DESIGN

Explanation

(1) to (4) Moderately new and complex This is in contrast to many other

product category studies which applied conjoint to
familiar product categories, as for
instance student apartments, or
transportation mode.

Two (2) administrations of This allows tests for reliability

experiment over time.

(1) and (4) Systematic variation in the type of | This variation constitutes a test of
attributes comprising the stimulus | reliability over attribute set. It
set(s) (Al, A2) tests effects on the dependent

variable purchase likelihood, and
on part-worth estimates and
importance of attributes

(2) and (4) Two (different) fractional factorial | This variation constitutes a test of
designs with limited first-order reliability over stimulus set. It
two-way interaction terms (FF1, tests effects on the dependent
FF2) variable purchase likelihood, and

on part-worth estimates and
importance of attributes
OLS regression as the estimation
procedure

(2) and (4) Two types of value structure Test of (convergent) validity
modeling techniques, traditional
conjoint model (TC) and self-
explicated model (SE)

(3) Four variations in grouping of re- | This tests for conjectured

spondents for parameter estimation:
- individually,
- posteriort;
* hierarchical clustering (HIC)
¢ non-hierarchical cluster
algorithm (NHC)
* fuzzy clustering (FUC)

improvements in predictive
accuracy when estimating
parameters on the basis of
customer segments.

Fuzzy clustering is a new
grouping approach that allows for
cluster overlap.



1.6  Delimitations and Limitations

Concerning the many possible extensions to conjpint analysis, the choices were
limited to those outlined in Table I on page 23 which seemed'most promising in
pursuit of the main purposes of this study, in providing answers for the research issues,
and in being possible without a budget. In particular, there was no simultaneous data
collection for a familiar product category and data collection methods for the new
product category were held constant. The number of treatments, the number of
respondents, and the lack of a budget required a convenience sample. However, in a
large number of studies, this has not been shown to be of influence for the findings
(Moore and Semenik 1988; Green, Helsen, and Shandler 1988; Green, Krieger, and
Bansal 1988; Johnson, Meyer, and Ghose 1989; Green and Helsen 1989; Moore and
Holbrook 1990; Akaah 1988, 1991; Elrod, Louviere, and Davey 1992; Steenkamp and
Wittink 1994).

Major limitations of conjoint analysis that are generic to the method of course apply to

the current study as well:

- For many applied marketing problems the number of attributes is large to get a
realistic context (ten (10) to fifteen (15) and over, versus the five (5) or six (6) often
used in academic studies). However, the desire to not contaminate studies with
effects unaccounted for, as for instance respondent attention to all relevant
attributes, also lead this study to limit the number of attributes to figures deemed
appropriate for this experiment (i.e. nine (9) attributes)!. Furthermore, for too large
a set of factors, responses may be unreliable because of respondent fatigue or

simplifying strategies not employed in real decision contexts.

Nine attributes constitute the empirically found upper bound concerning capability of people to
process picces of information simultaneously (7 £ 2; Miller 1956)
2



Advanced experimental designs, as for instance the inclusion of interaction terms
or high fractionation, often force researchers to sacrifice some flexibility for
individual respondent-level analysis, i.e. resort to group-level analysis. Other
approaches to the size problem are self-explication models and one-attribute-at-a-
time data collection procedures which sacrifice task realism. This study should not
have suffered from such limitation as it was designed so that individual-level
conjoint analysis is still possible.

It is acknowledged that using ratings of likelihood of purchase only captures one-
choice situations. There is no (explicit) provision for no-purchase or multiple
purchase choices. However, this alternative is only relevant when one wants to
determine penetration of a market with a new product not competing on the same
attributes , i.e. competition between product categories, and if one wants to
determine what factors modify the utility function of the customer for final choice
(see esp. Sheth, Newman, and Gross 1991a, 1991b for such factors). These
deliberations are external to the scope of this study which focuses on tradeoffs
among alternatives described on the same attribute set.

Traditional conjoint analyses do have a "flat" choice structure, i.e. no attribute
hierarchies are modeled (for a possibly problematic extension to hierarchical
conjoint analysis cp. section 2.4.1 of this study). However, it is conjectured that
such interattribute effects, if they exist, are caught with interaction terms in the

model.

[t seems that a balance is necessary between what is desirable as the conceptual model,

and what is feasible from a respondent standpoint (Wyner 1992a and 1992b, p. 46).



1.7  Organization Plan

Chapter II contains a review of the literature that is relevant to this research. Chapter
III presents the study design, procedure, research questions, and hypotheses. The
results obtained from the study, the answering of the research questions, and the
validation of the hypotheses with empirical data are discussed in Chapter IV. Major
findings, contributions to marketing practice and theory, limitations, and directions for

future research are presented in Chapter V.



CHAPTER 11

REVIEW OF THE LITERATURE

This chapter presents a review of the literature on the major conceptual and
methodological issues addressed in this study. First, the nature of customer value is
examined as a central concept in marketing, and as it pertains to the issues of the
current study, mainly the selection of attribute type for the evaluation task of a
conjoint experiment. Then, current approaches to measurement of determinant
attributes or customer value components, i.e. respective benefit and cost components
associated with a product alternative are reviewed, briefly. Third, theoretical bases for
conjoint and related measurements are examined, and respective rationales for
preferring one over the other shall be provided. Fourth, important research issues and
methodological problems in conjoint analysis are addressed, and a rationale for
examination of four of them in the current study are provided. Fifth, new suggestions
and approaches for improving conjoint measurement with segment-level part-worth

estimation are discussed. Specifically, the concept of grouping subjects with fuzzy



clustering is introduced. Finally, reliability and validity concepts are reviewed to

clarify and justify respective choices of design made in this study.

2.1 Nature of Value

Clarifying the nature of value is important in order to evaluate current measurement
concepts of value, i.e. how product features and other benefits or utility derived from
the product are translated into value perceptions, and how these, in turn, are translated
into money equivalents. One such model, and the one utilized in this study, is
depicted in Figure 3 on page 17. Furthermore, knowing the nature of value is
important for the question which perceptual dimension, i.e. which types of determinant
attributes, should be measured in the evaluative stage of customer decision process.
Currently, there is no universally accepted system language for customer value
constructs among marketing researchers, and relevant constructs themselves are not
agreed upon. Alternative approaches to (perceived) value conceptualizations are

(1) value expressed as a ratio of benefits and prices,

(2) the means-end chain approach, and

(3) the development of generic value taxonomies.
These approaches are not mutually exclusive but rather represent different attempts to
conceptualize the translation process from product or service attributes to value
perception. They will be used in this study to structure the determinant variables, and

provide a rationale for tests of effects of attribute type on part-worth utilities.



2.1.1 Ratio Form of Value

The concept of value is commonly defined by two componenis — benefits (Zeithami
1987, proposition V1, p. 21; "performance"” jn Potter 1988, p. 25) and price ("sacrifice
components" in Zeithaml 1987, proposition V2, p. 22). It is usually expressed as the
difference between, or the quotient of these two concepts (Kotler 1991, p. 291;
Christopher 1982, p. 39; Hauser and Urban 1986, p. 450; Monroe, Rao, and Chapman
1987, p. 204; Haas 1989, p. 365; [added by author}):99

Value = Benefits — Price (E2.1a)

[Perceived] Benefits (E2.1b)

[Perceived] Value = [Delivered] Price

In addition, value is a relative concept. It hag meaning orily with respect to the proper
context, i.e. in reference to benefits absent without the product or service, or
compared to some other, competing product pr service offerings. It is expressed in
monetary units, and high value is equivalent to many benefits or high performance per
monetary unit. Therefore, value measurement involves the translation of benefits or
performance — more specifically, the customer’s perception of these — into money

equivalents.

There is, however, no clear concept in the literature as to what "benefits” and "price"
encompass. Most marketers will assert that in order to understand customer buying
behavior, it is necessary to look at customers” perceptionsiof the benefits of a product.
They also agree it is necessary to consider customers” perceptions of what they must
give up, i.e. sacrifice, to obtain a product, including the perceived monetary and
nonmonetary price. A third contention and premisc is that buyers will buy the product
that offers the highest "delivered value" (= vaJue maximization or value priority
hypothesis). While Kotler and Christopher define this "dellivered value" as the
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difference between "total customer value" and "total customer price” (Kotler 1991,
pp- 289; Christopher 1982, p. 39; cp. (E2.1a)), most others cast this concept into the
ratio form (Monroe Rao, and Chapman 1987, p. 204, and others; cp. (E2.1b)). The
problem with these two definitions is that they postulate general applicability over a
wide range of products and their respective benefit and cost characteristics, as well as
over a diverse population and their respective benefit and cost attributions to these
product characteristics (mostly expressed in form of preference judgments). While
tests of an additive, respectively subtractive model form of those preferences have
found supporting evidence, so have tests for the ratio, respectively multiplicative form

(Anderson 1981, pp. 29).

In an exploratory study designed to reveal the definitions and relations between price,
perceived quality, and perceived value, Zeithaml (1987, p. 1) grouped consumer
opinions of value into four definitions: (1) value is low price; (2) value is whatever [
want in a product; (3) value is the quality I get for the price I pay; and (4) value is
what I get for what I give (Zeithaml 1987, pp. 18). While these four definitions
involve value, price, benefits, and quality, only the last definition is consistent with the
conceptualization of value as a difference or ratio of (several) benefit components
weighted by their evaluations. The important point, however, is whatever
measurement instrument is used to capture value perceptions, it must be able to model

these diverse, idiosyncratic forms. Conjoint analysis promises to accomplish this.

Though each consumer definition has its counterpart in the academic or trade literature
on the subject, only the latter is able to encompass all four definitions. The first
definition reveals the salience of price for specific customer segments, or in specific
product comparisons. The second definition is equivalent to economists” definition of

utility, i.e. a subjective measure of the usefulness or want satisfaction that results from
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consumption. It emphasizes benefits derived from consumption. The third definition
conceptualizes value as a trade-off between price and quality, while the fourth simply
extends the scope of benefits from quality to other possible benefits, and the monetary
price components to nonmonetary ones. Using different semantics, the utility-per-
dollar measure of value used by Hauser and Urban (1986, p. 447), and others is
equivalent to the fourth definition. Finally, all these expressions of value can be
captured in this overall definition:

Perceived value is the consumer’s overall assessment of the uiility of a

product based on perceptions of what is received and what is given.
While what is received varies across consumers (i.e. some may want volurae, others
high quality, still others convenience) and what is given varies (i.e. some are
concerned only with money expended, others with time and effort), value represents
the trade-off of the salient give and get components (Zeithaml 1987, pp. 18 - 20).
This suggests that not only may model form be highly idiosyncratic, but the type of
attributes relevant for evaluation may vary substantially from individual to individual,
too. Nevertheless, when we want to measure value components, we must decide in
advance about the characteristics, i.e. the determinant attributes, on which product
alternatives shall be judged. Thus, accuracy of measurement in terms of customer
value hinges on the selection of attributes used for measurement, i.e. the type of
attributes (i.e. concrete, physical, product-referent attributes, or abstract, user-referent
attributes), the number of attributes included in the description, and the values (i.e.
levels) an attribute may assume. There is always the danger that attributes are not
included which may be relevant for particular individuals” evaluations. Furthermore,
there is ample evidence that utilities for particular attribute levels vary widely across
individuals. Therefore, one may reasonably conjecture that individual-level estimation

of value components, expressed as attribute level utilities in a conjoint experiment,
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may be superior in terms of predictive accuracy to segment-level estimations, where

utilities of benefit components are averaged across individuals.

2.1.2 Means-End Chain

The means-end chain approach to understanding cognitive structure of consumers is
another approach to conceptualizing value. It holds that individuals retain product
information in memory at several levels of abstraction (Young and Feigin 1975,
Geistfeld, Sproles, and Badenhop 1977, Myers and Shocker 1981, Olson and Reynolds
1983, Corfman 1991a), ranging from the simplest level of physical product attributes
to complex personal values. These values may be the result of judgments made on the
basis of cognitive assessment or affect. The central idea is, however, that a product is
linked to perceived benefits through a chain of concrete, physical, or measurable
product attributes, as for instance MTBF figures (Mean-Time-Between-Failure) for
disk drives, their outer measures and weight, and abstract benefit perceptions, as for
instance quality, reliability, or serviceability which may theoretically be expressible in
concrete product terms but are usually formed through affective cues rather than
cognitive judgment. The frame of reference, e.g. prior experience, beliefs, or
attitudes, influences the perception of physical product attributes and thus the
inferences made about, and summarized in a product’s abstract characteristics, as for

instance in perceptions about quality.

The significance of this model for value measurement in connection with conjoint
analysis may be expressed in the following questions: Which is the relevant
evaluative dimension that should be measured in a conjoint experiment, the physical
product attribute (i.e. the one that only refers to the product), or also user-referent

attributes (i.e. the ones that refer to general beliefs of the customer) ? Is there a
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difference in the relative attribution of benefits to attributes and their respective levels
depending on the presence of specific types of attributes ? If there are such
dependencies, and if they are 'large’, this could pose a serious problem for the validity
of conjoint measurements (Oppewal, Louviere, and Timmermans 1994, p. 104) as
conjoint analysis assumes that the presence of one attribute does not alter the relative
benefit attributions to two other variables (Anderson 1981, p. 18; independence
assumption). At the very least, 'large’ effects would force tests of interactions and

inclusion in the conjoint model estimated.

The Functional Practical Emotional
Product Benefit Benefit Pay-Off

Figure4. Means-End Chain Model by Young and Feigin (1975), p. 73.

Figure 5 depicts the means-end chain idea as expressed by Young and Feigin (1975,
p. 73; proposed earlier by Rokeach 1973). Table II (p. 35), adapted from Zeithaml
(1987, p. 7), lists selected means-end chain models and their proposed relationships
with quality and value. However, classifications within a particular level as well as
between adjacent levels seem arbitrary and artificial. In particular, judgments about
them seem highly idiosyncratic due to a lack of common understanding of these terms
among individuals. The respective means-end chains in Table II on page 35 are only
understandable in light of the specific situations and purposes for which they were
developed. The means-end chain concept does not seem suitable to serve as a generic

model for deriving perceived customer values. It delineates, however, hierarchies of
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comparability and evaluation, and gives some guidance for the possible translation
process from product attributes to value perceptions, with respective repercussions on
the design and conduct of measurement procedures. Specifically, means-end chain
models suggest that user-referent attributes are more relevant and more direct

measures of customer value than product-referent or technical attributes.

An important question is if the inclusion of more abstract, user-referent attributes, like
for instance 'quality', 'convenience’, or 'reputation’, in a conjoint measurement
influences the evaluation of the more physical attributes, and to what extent ? The
attractiveness of only minor influences of user-referent attributes on product-referent
attributes lies in the possibility to divide up a large number of relevant attributes into
(non-overlapping) sets, the values of which can be evaluated in separate experiments
without resorting to compromise designs. A detailed account of this problem and its

relevance for this study is further provided in section 2.4.
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TaBLEII

SELECTED MEANS-END CHAIN MODELS AND THEIR PROPOSED RELATIONSHIP WITH |

Scheme

Attribute Level Quality Lievel

QUALITY AND VALUE

Value Level

Personal Value
Level

Young a. Feigin
(1975, p. 73)

Geistfeld,

Sproles, and
Badenhop (1977)

Cohen (1979)
Myers and
Shocker (1981)

Olson and
Reynolds (1983)

similar to
Rokeach (1973)

Corfman (1991a,
p. 370)

Functional
benefit

Concrete,
unidimensional,
and measurable
attributes (C)

Defining
attributes

Physical
characteristics

Concrete
attributes

Concrete
attributes or
dimensions,
features

—

Practical benefit

Somewhat
abstract, multi-
dimensionlal,
but measurable

(B)

Instrumental
attributes

Pseudo-physical Task or outcome

characteristics  referent

Abstract Functional

attributes consequences,
psychosocial
consequences,

instrumental values

Abstract attributes or values,
basic values

micro- and
macrofunction

Emotional Payoff \

Abstract, multidimensional, and |
difficult to measure attributes (A)!

Highly-valued |
states \

User referent |

Terminal values

Overall utility
or worth |

2.1.3 Generic Value Taxonomies '

Finally, recognizing shortcomings in current 'business literature concerning i

taxonomies for perceived value derived from hierarchical and nonhierarchical benefit

constructs, led to the attempt to devise generic value taxonomies applicable in a wide|
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variety of customer choice situations for consumer and/or industrial goods. The
fundamental premise of these taxonomies is that market choice is a multidimensional
phenomenon involving multiple, primarily independent 'values' which denote the
constructs or the class of constructs used for evaluation of product alternatives. Table
HI (p. 37) tabulates generic taxonomies of benefits and sacrifices (mostly termed
"values" and "costs" or "prices" in their original references). The model behind these

taxonomies is depicted in Figure 5.

Their significance for conjoint measurement is that these taxonomies provide a means
to check for possibly omitted dimensions in devising the attribute set for a product or
service alternative to be evaluated. However, conjoint analysis seems to be more
flexible as a measurement tool, insofar as any item evaluated by potential customers
may have benefit or cost character, depending on its relationship to all other attributes
on which a product alternative is evaluated. This flexibility may also be viewed as a

partial relaxation of the assumption of independence from irrelevant attributes.

Level of Variable

Satisfaction of need or want

Effects are only
allowed from
lower to higher
levels of
abstraction
(need not be the
next higher one)

Generic values or benefits
(higher-level abstractions)

Specific choice attributes (e.g.
physical appearance or perfor-
mance characteristics, aesthe-
tics, etc.)

Figure 5.  General Model of Value Taxonomies (Levels of Abstraction).

36



TaBLE III

SELECTED GENERIC VALUE TAXONOMIES

Author Benefits Price Value Applicability
(Sacrifice) Terminology

Sheth, New-  Functional value Money Consumption Consumer

man, a. Gross Social value Time price values marketing

1991a, p. 160; Emotional value Allocation of

Sheth et al. Epistemic value effort

1991b, pp. 7  Conditional value

Kotler 1991, Total customer value = Total customer  Delivered For

pp- 290 Product value price = value consumers

Monroe, Rao,
and Chapman
1987, pp. 204

Forbis and
Mehta 1981,

pp. 34

Services value
Personnel value
Image value

Relative use, exchange,
and aesthetics =
Physical attributes
Service attributes
Technical support
relative to parti-
cular use of product

Physical features of
product (functions, ad-
ded application, tech-
nical reliability)

Other attributes (intan-
gibles, e.g. delivery
reliability, service re+
sponsiveness, even
brand name, satisfac~
tion of personal or so-
cial needs)

Monetary price

Time cost
Energy cost
Psychic cost

Cost= |

Purchase price

Acquisition cost
Transportation

Installation
Order handling
Risk of failure

Life cycle cost =

Purchase price
Start-up lcosts
Post-purchase

costs (rainte-

nance and
operations)

Total relative
value

Economic
value to the
customer
(EVC)

and industrial
buyers

For
consumers
and industrial
buyers

Industrial
buyers
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2.1.4 Conclusions About the Nature of Value and Value Perception

Objective value and perceived value are not equivalent, i.e. the same function
performed or the same physical attribute of a product may lead to vastly different
value perceptions dependent on the user or the intended use of the product.
Perceptions of benefits may be concrete (e.g. color, weight, height) or abstract (e.g.
sturdy, robust, reliable, flimsy) evaluations or judgments formed from intrinsic
attributes of the product (e.g. its physical or performance characteristics) and extrinsic
attributes that are not part of the actual physical product (e.g. price, brand name,
packaging, warranty). The benefit components of value include salient intrinsic
attributes, extrinsic attributes, and relevant higher-level abstractions, as for instance
perceived quality or convenience (Zeithaml 1987 and 1988). The significance of
conjoint measurement with regard to diverse types of attributes for value perception,
especially product-referent and user-referent ones, lies in its potential to measure these
attributes” respective relevance for value judgments in a common space, denoting their
relative impact on customer evaluations of product alternatives. It allows for the

proverbial comparison of apples and oranges.

2.2 Current Measurement Approaches

Value measurement is regularly being discussed in connection with pricing, and to a
lesser extent with new product development. A plethora of empirically validated
quantitative models is available in consumer marketing, especially in the field of
attitude research. Lilien, Kotler, and Moorthy (1992, p. 31) contend, ideally, a model
of buying behavior, and specifically value measurement, would

* identify and measure all major variables making up a behavioral system,
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» specify fundamental relationships among the variables,
\
*» specify exact sequences and cause and effect relationships, and
* permit sensitivity d.nalysis in order to explore the impact of changes in the major

|
variables.

However, for the sake of parsimony, most consumer behavior models only attempt to
do a portion of this job (Lilien, Kotler, and Moorthy 1992, p. 31), and even then they
get extremely comp]ic;ated and need large sample sizes to test for predictive validity.
It does not seem feasif)le for virtually any study to accommodate the extensive
modeling requiremem::s suggested by Lilien, Kotler, and Moorthy (1992, p. 31) to
achieve predictive vali}dity of choice behavior. Therefore, most commercial

\
applications measuring attributions of utility to product profiles do not derive them

. \ . -
with elaborate measurement procedures, but use self-explicated utility measures. A

\

national marketing research firm? developed a questioning tool based on self-
|

explicated preferences that can beladministered via telephone (CASEMAP;

Srinivasan 1988, Srinivasan and Wyner 1989).

With self-explicated utility measurement, subjects perform two tasks:

First, they are asked to‘ rate desirability of attribute levels (on a 0 to 100 point interval
scale for each set of atl‘:ribute levels), or are asked to distribute e.g. 100 points over
respective levels of an ‘attribule that indicate within attribute desirability of levels.
Second, respondents are asked to rate, or again distribute another number of points
according to the impor‘tance of specific product attributes. After normalization, the
utility of an alternative‘ is simply the sum over all products of level desirability times

importance of the attribute (see equation E3.1.3 on page 81). In comparisons with

conjoint models, this p‘rovides an easy (convergent) validity check for the conjoint
\

)

= M/A/R/S developed an automated questioning tool based on Srinivasan’s CASEMAP program.
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model, and sometimes yields equivalent accuracy (Leigh, MacKay, and

Summers 1984; Srinivasan 1988; Green and Helsen 1989; Green and Schaffer 1991).

2.3  Theoretical Bases for Conjoint and Related Measurements

Conjoint analysis (Green and Srinivasan 1978) or conjoint measurement (Green and
Wind 1975) is a family of methods to measure perceptual and judgmental concepts on
the individual level in categorical and metric form. It includes any technique used to
estimate attribute utilities based on subjects” responses to combinations of multiple
decision attributes. Conjoint analysis, especially its metric form, is based on
information integration theory (IIT) as first summarized in two books by Anderson
(1981 and 1982), and developed by him and many other researchers before him
(Bettman, Capon, and Lutz 1975; Louviere 1974; Slovic and Lichtenstein 1968;
Slovic, Fischhoff, and Lichtenstein 1977). In contrast to aforementioned approaches
to value measurement it has a theoretical and empirical basis in psychology, and, if
measurements are repeated, has an error theory to allow for statistical tests of
alternative models of customer value structure as the immediate basis for their
decision making. This allows for greater scientific rigor in empirical estimations of
conjectured value structures. It is based on four intimately related concepts: stimulus
integration, stimulus valuation, cognitive algebra, and functional measurement

(Anderson 1981, p. 2).

Stimulus integration is a central concept in establishing the link between thought and
behavior. Both, thought and behavior, are influenced by the joint action of multiple
stimuli, rendering modeling with assumptions of multiple causation a necessity for

understanding or prediction. IIT is interested in two questions with respect to stimulus
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integration: (1) Given effective stimuli, how are they combined or integrated to
produce the response (compositional perspective or synthesis) ? In terms of conjoint
analysis this is a question of model form, i.e. additive, multiplicative (i.e. interactive),
and mixed forms, and in an analogous manner it involves subtractive or ratio form of
customer value. (2) Given the response, what were the effective stimuli
(decompositional perspective or analysis) ? The second question constitutes merely a
different perspective of the first, but is often the more important question when
applying a measurement instrument due to the necessity to reduce information

overload and guard against respondent fatigue.

Stimulus valuation is commonly distinguished as occuring at two levels: (1) At the
physical level where stimuli are observable, measurable, and potentially controllable
in an experimental setting. However, these are distant, indirect, and partial causes of
thought and behavior. (2) At the psychological level where (psychological) stimuli are
the immediate causes of thought and behavior. The translation process or chain of
processing from physical stimulus into its psychological counterpart is represented by
the valuation operation and modeled mathematically with respective variables and
connective operators. IIT stresses the particularity of individual valuation processes
and according structure, and conjoint analysis provides a methodology to measure
individual differences in stimulus valuation. The only problem with this approach to
value measurement are influences from attitudes and prior beliefs which may be

activated not by physical (product) cues but by other psychological constructs.

Cognitive algebra is the term used for the empirical fact that stimulus integration
frequently obeys simple algebraic rules and is a reasonably good, high-level
approximation of actual subject processing. In the absence of more detailed

knowledge about the brain and body’s functioning in stimulus processing, the human
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organism often at least appears to be averaging, subtracting, or multiplying stimulus
information to arrive at a response. An important question in this research study is if
segmentation of subjects” responses to stimuli and subsequent re-estimation ray be

able to improve over biased individual-level estimates.

&
The concept of functional measurement includes two aspects: (1) It is possible and

appropriate to represent stimuli numerically, which is also implicit in the notion of |
cognitive algebra. (2) Even if stimuli at the physical level cannot be described in
numerical terms, measurement of psychological stimuli can be accomplished with
algebraic descriptions of stimulus processing as revealed by according responses.
Functional measurement then simply denotes that the algebraic rule "functions” to |
explain the response. It may therefore also be termed "processing function fitting" or

"processing function approximation."

Finally, Anderson makes it explicit that this view of the individual organism as an |
integrator of stimulus information with judgments exhibiting specific algebraic \
properties is part of the "Zeitgeist" (Anderson 1981, p. 3). Implicit in this statement'is
acknowledgment that IIT, or its primary method conjoint analysis, may very well be!
augmented or replaced by a better paradigm for value judgments, if such becomes !
available (which is in welcome contrast to frequent history of changes in scientific |
paradigms; cp. Kuhn 1970, Kosko 1993). Several such competing approachesto |

(evaluative) preference and choice modeling are briefly discussed next.

One such approach are attitudinal models. As this approach has been dealt with |
extensively in the marketing literature (see Sheth, Newman, and Gross 19914, 1991b;
Engel, Blackwell, and Miniard 1990; Ajzen and Fishbein 1980), only one brief \

description of a recent comparative study with conjoint analysis by Nataraajan (1993)
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may be furnished. This study examined one utilitarian and one attitudinal approach to
modeling of value judgments; traditional conjoint analysis and the theory of reasoned
action (TRA). TRA conjectures intention as the immediate antecedent of behavior. It
is a variation on the extended Fishbein model (Fishbein 1963; Fishbein and Ajzen
1975; Ajzen and Fishbein 1980; for a test of this model’s convergent, discriminant,
and predictive validity see Burnkrant and Page 1982, and Bagozzi 1982). Intention
has two components: (personal) attitude and (social) norms. The relationships of the

model may be expressed in equation E2.3.1:

B~Bl=w;-Ag+w>-SN (E2.3.1)
where B  is overt behavior (~ means "approximately corresponds with"),

BI is behavioral intention (subjective probability of intending to perform
behavior B),

Ap is attitude toward performing behavior B (e.g. attitude toward buying
a brand; note that this is not attitude toward the brand itself),

SN is subjective norm (normative influence; the collective perceived
influence from "important others"), and

w1 and wo are empirically determined weights denoting the relative

influence of the two components.

Ag is determined as ( jril bie; ) where b is the subjective probability that
performing the behavior will result in outcome i, e; is the individual’s evaluation of
outcome i, and n is the number of salient outcomes. SN is determined as ( eri]
NB;MC;j) where NB; is the belief that referent j thinks the individual should/should
not perform the behavior, MC; is the individual s motivation to comply with referent j,

and N is the number of salient referents.
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Nataraajan (1993) tests both model forms of evaluative choice in an experimental
setting and concludes that for the product class studied, conjoint analysis has a
significantly higher first choice hit rate. However, he cautions that this may be due to
the peculiarity of the product class utilized for comparison and may not be generalized
over different product classes (Nataraajan 1993, p. 378). It may further be added that
study objective (here, prediction and not explanation was of main interest) as well as
other problem, method, and procedural contexts may be responsible for the outcome.
However, there, as in other contexts of value structure modeling, conjoint procedures
have two appealing'advantages over attitudinal models: (1) They allow estimation of
model parameters for and on the basis of only one individual respondent while
attitudinal models usually use one or the other form of aggregated parameter
estimation over at least a subsample (in Nataraajan’s case the estimation of brand
specific beta weights). (2) The decompositional approach of conjoint analysis relying
on statistical derivation of the components (part-worths) of customers” overall
judgments seems to Ibe better than a compositional approach relying on direct
customer input. Decision makers (not only in connection with consumption decisions)
were found to often not be able to reveal estimations of values for their decision
components (for additional citations of studies in the sixties see Green and

Schaffer 1991, p. 476).

Another utilitarian approach to value measurement from decision theory is Saaty”s
Analytical Hierarchy Process (AHP; Saaty 1980; for critical remarks see Dyer 1990;
for an analysis of connections between hierarchies, objectives, and fuzzy sets see
Saaty 1978). Like other MAUT methods it typically focuses on small numbers of
decision makers involved in high-level decisions. In contrast to other MAUT

methods, though, it is more descriptive of the decision process than normative. It also
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typically involves in-depth questioning, a time-consuming and highly involved data
collection method. But, with consumer decisions, time and cost considerations as well
as unclear effectiveness of such procedures in consumer contexts usually forbid high
demands on individual response capability. Considering this aspect, conjoint analysis
allows estimation of individual value structure when at the same time putting minimal
burden on respondents” task capability. This property of conjoint analysis favors it

over the AHP procedure.

A highly favored approach to preference modeling in recent years in marketing is
based on factor analytic and structural equation models. In these models there are
several physical and/or psychological states, and with the latter approach it is possible
to test the relationships between those states and a number of internal (psychological)
factors conjectured to constitute direct antecedents of behavior. The two main
drawbacks of this approach are: (1) There is no direct connection from attribute to
outcome. (2) Estimation procedures of these models are not applicable for individual,
only for aggregate analysis. This latter problem may not be critical for predictive
purposes. However, the lack of individual analyses makes important information
about individual differences concerning product evaluation and according indications
of profitable business opportunities inaccessible for marketing decisions, specifically
information about benefit segmentation, design preferences, and appropriate tactical
and strategic decisions. While for instance Sheth, Newman, and Gross” (1991a and
1991b) procedure to measure "consumption values" indicates the relative influence of
each of five generic factors for choice, this procedure’s data does not allow for the
incorporation of attributes other than suggested by the measurement procedure but that
may nevertheless be desirable to know from a managerial perspective; and individual

data of Sheth, Newman, and Gross” procedure does not allow for analyses other than
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for the prespecified objective of revealing contributions of five factors for market
choice. Segmentation, for instance, has to be done on the basis of a priori defined
control variables. Conjoint analysis, in turn, allows for a much broader array of

objectives and analytical procedures.

Finally, the process of decision making based on value perceptions and
operationalized with conjoint analysis shall be explained with Figure 3 on page 17.
The top row of labels shows assumed mappings from physical reality to judgments
about product preferences and choices. The bottom row of labels shows inputs and
outputs, i.e. the static components of respective mappings. The process of value
perception is conjectured to begin with psychophysical judgments about physical
reality, resulting in perceptions or beliefs about positions or levels of a stimulus on a

number of (physical) attributes (mapping f}).

For instance, if "convenience" is a determinant decision attribute for shopping centers,
consumers might consider physical factors, such as travel time, parking costs, parking
space, hours of operation, parcel carryout, acceptance of credit cards, and the number
or type of other services, facilities or offices (e.g. banks, post office, library, travel
agents, etc.) to form impressions of "convenience” of a particular shopping center
(alternative n in Figure 3°s notation). However, customers may not perceive physical
variables, such as travel time or the amount of parking space, in physical terms, but
rather use physical cues to make psychophysical (i.e. perceptual) judgments (Mehrotra
and Palmer 1985, p. 84; Myers and Shocker 1981, p. 225) and then remember and use
for judgments only the abstract, psychological construct of "convenience” (i.e. the
amount of "convenience" a particular shopping center is believed to possess). Some of
the physical variables may be perceived more accurately and used directly for

judgments, while others may only be used to evoke the psychological constructs which
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they contribute to. Some beliefs about variables may even be based more on prior
beliefs about for instance a brand name than on physical cues from the (product)
stimulus. In any case, this process of forming impressions and beliefs about positions
of various choice alternatives on decision attributes (i.e. determinant choice criteria)

involves the integration of perceptual information (mapping f1).

Having formed these perceptions, consumers make (personal) value judgments about
how good or bad it is for an alternative to be positioned in a particular way on each
attribute (mapping f2). The result of this evaluation process is an attitude or utility for
each attribute, i.e. V(Sy;). By combining attribute valuations in some way (which may
be modeled algebraically), consumers arrive at an overall evaluation, U(n), for each
brand (i.e. decision alternative), illustrated with mapping f3. This evaluation process
can be inferred from overall judgments about alternatives by assuming (and sometimes
testing for) ways in which consumers combine (i.e. integrate) information about
different determinant attributes to arrive at an overall evaluation for each choice
alternative. It is exactly this integrating process of combining attribute information
that is modeled with conjoint analysis techniques as the methods to elicit information
integration behavior. Conjoint analysis permits to study these cognitive processes and
develop statistical approximations to them by specifying the integration model
(additive, multiplicative) and estimating part-worth utilities, i.e. attributions of benefits

to decision criteria.

While mapping f3 results in an overall evaluation about how good or bad each
alternative is judged to be (i.e. U(n), the alternatives” utilities), final choice decisions
are contingent upon factors that are independent of the choice set and their respective
attributes, as for instance the available budget, urgency of need or want, availability of

an alternative at specific locations, inclination to comply with judgments of referent
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others, and so on. Therefore, probability of purchase (i.e. purchase likelihood, P(n))
may be different from an individual’s overall evaluations and modeled separately with

mapping f4.

While in principle observations may be made at each step of this translation process,
i.e. for each input/output pair in Figure 3 on page 17, most conjoint studies to date
involve experiments with physical attributes as predictor ("independent") variables and
likelihood of purchase as the criterion variable. The respective functional form of
conjoint model is then responsible for capturing respondents” information integration
process. Empirical determination of this process usually spans all four mappings
which may be summarized algebraically in equation E2.3.2 by elementary

substitution of terms:
P(n) =p(niA) =4 [ 3 (f [ f1; Xnp) 1)1 (E2.3.2)

where p(nlA) is the probability of selecting the n-th stimulus from choice set A of
n (product) alternatives; usually, a direct surrogate measure,

likelihood of purchase, is utilized to obtain this choice probability.

All four mappings or relationships are assumed to operate in decision making, but
commonly only the end points are measured quantities, i.e. determined empirically. It
is conjoint measurement’s characteristic to estimate attribute values V(Sy), i.e. part-
worth utilities, from overall responses to a number of constructed or actual stimuli.
Estimation procedures and functional forms of conjoint models are detailed in section

one of Chapter III.
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24  Methodological Problems in Conjoint Analysis

Conjoint analysis has been a prolific area of academic research into value
measurement since its introduction into marketing by Green and Rao (1971), and in
recent years enjoys a fast-growing number of commercial applications (Wittink and
Cattin 1989; Wittink, Vriens, and Burhenne 1994). Since then, some methodological
issues have been settled, as for instance the interpretation of ratings of product profiles
on category-rating scales as interval-valued versus early contentions such ratings may
only be regarded as ordinal, but a number of unresolved issues remain. Discussion of
problem areag in conjoint analysis as they pertain to this study may be organized into
three (3) phases, and in the rough order in which decisions about the conduct of

conjoint experiments have to be made (as outlined in the introduction; p. 17):

(1) Characteristics of the attribute set|
(2) Design of a conjoint experiment.

(3) Segmentation of respandents according to benefits sought.

Early research concentrated on data collection method (i.e. data gathering procedure
and type of dependent variable), model form (i.e. additive, interactive), and estimation
techniques (type of regression and ANOVA). Recent reviews (Green and

Srinivasan 1990; Wittink, Vriens, and Burhenne 1994) and examination of the

literature suggests deficiencies in the following areas:

(1) There has been a lack of examination of the relationship between type, number,
and levels of attributes used for evaluation and the resulting value structure, i.e.
how characteristics of the attribute set influence resulting part-worths and

importance of attributes. Investigators have limited their resecarch primarily to
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(2)

(3)

4

the study of familiar product categories and have tended to focus their attention

on technical aspects of conjoint method.

There is a continued debate as to whether customers” value structure is
sufficiently modeled with an additive model or if interactions between attribute
(levels) are necessary to adequately capture attribute value perceptions (i.e.

questions of model form).

There is ongoing effort under|way to improve predictive accuracy by grouping
respondents into segments and estimating part-worths for respective segments.
This is currently an area of intensive research, and is also the focus of this study.

According details are provided in section 2.5 of this chapter.

It is not clear within the research community what tests and testing procedures
establish reliability and validity in a conjoint study. Additionally, there is
disagreement over the appropriate measures to use. This lack of agreement
concerning methodological concepts threatens the usefulness of past research.

This issue is dealt with in section 2.6.

These shortcomings and ambiguities in the literature have important theoretical and

applied significance. They formed the basis of this investigation.

2.4.1 Attribute Set

The first research problem, a lack of examination of the relationship between type,

numbcr, and levels of attributes used for evaluation of products and services may be

due in part to a preoccupation with developing a proper model form for representing

customer decision structure. In putting together a value measurement model and
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designing a respective study the issue of attribute type is dealt with in practical terms.
Focus groups, in-depth customer interviews, internal corporate expertise, and trade
literature are some of the sources used for structuring the set of attributes and levels
guiding the rest of the study. However, the managerial desire to choose product
attributes that are actionable in terms of the marketing mix may not be representational
of the evaluative constructs and processes used by customers, as has already been
outlined in section 2.1 of this chapter. The types of attribute used to evaluate products
may be classified into product-referent and user-referent attributes (Myers and
Shocker 1981). Product-referent attributes mainly denote physical characteristics of
the product, as for instance its weight or size, but also non-physical characteristics, as
for instance a warranty that comes with the product. User-referent attributes denote
prior beliefs, abstract, and multidimensional constructs, as for instance reputation,
quality, or convenience. While there is nothing wrong in choosing only physical
attributes for evaluation, its impact on resulting part-worth utilities is as yet unknown.
It may well be conjectured that the type of attribute included in the experiment is an
important source for variability. If this is true, and to what extent, however, is

unknown.
The selection of attributes is influenced by two deliberations:

1. Relevancy for customer evaluation.
2. Relevancy for business objectives, in particular if attributes are actionable for the

product manager.

Relevancy for customer evaluation may strongly suggest the inclusion of user-referent
attributes, as for instance quality, or reputation and importance of a brand name.

However, such attributes are not as easily acted upon as on physical attributes, like for
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instance the size of keyboard for a computer. If, as in product design, the marketer
wants to improve his product’s position on this attribute, he needs to know what other
characteristics influence quality or reputation, which necessitates an additional step in
measurement. Oppewal, Louviere, and Timmermans (1994) conducted a multistage
experiment of store image using a hierarchical structure of attributes: user-referent
attributes like convenience or appearance (they term them "general” attributes) are
described with subsets of product-referent attributes. One particular store profile is
described by the attributes of one of these subsets and the other, user-referent
attributes. This does not only keep the evaluation task for one conjoint experiment
manageable by limiting the number of attributes per profile, but it also keeps a user-
referent attribute actionable if its part-worth utility and importance suggests action to

improve the product’s position on this attribute.

While this approach has some advantages over so-called bridgingidesigns for large
numbers of attributes, it also has two shortcomings:

First, several conjoint experiments are necessary to measure value structure. Second,
their selection of subsets for the user-referent attributes may not capture the whole
extent of items that are determinant for those attributes” part-worths, hence distorting
the true utility for these attributes. Oppewal, Louviere, and Timmermans (1994, p.
101) report their results only partially support the hierarchical structure and predictive
validity. The direction of these distortions across experiments was not equivocal.
They conjecture that context dependency (through introduction ofuser-referent
attributes) could be a larger problem in conjoint experiments than commonly assumed
(p- 104). Thus, it may well be conjectured further, that the inclusion of user-referent
attributes in a conjoint task has negative effects on part-worth stability with resulting

negative effects on predictive accuracy. However, these results are obtained for
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aggregate estimations, not for invidual-level part-worth estimates. In a study by
Gensch and Ghose (1992) which examined the effect of the type of independent \
variable included in the conjoint task for individual-level choice models, attributes
versus underlying latent dimensions (factor scores), found inconclusive results (p. 36).
Attribute evaluations showed higher predictive validity for homogeneous populations
(i.e. segments), and evaluations of latent dimensions showed higher predictive validity
for heterogeneous populations. Green and Srinivasan’s (1978) suggestion to construct
"superattributes” (for highly correlated ones) does seem to create similar problems for
estimation. Therefore, this study tests the effects of attribute sets with and without |

user-referent attributes (sets A2 and Al, respectively).
Other recent studies found additional effects pertaining to the attribute set:

Moore and Semenik (1988) tested the impact of different numbers of attributes (five, |
eight, and twelve) in the master design and generally found a substantial decrease in |
predictive validity from a design with eight (8) attributes to a design with twelve (12)|
attributes (Moore and Semenik 1988, p. 269). This may be regarded as confirmation |
of the conjecture that nine (9) attributes used in this study constitute an upper bound

for full profile conjoint experiments.

In a simulation study, Darmon and Rouziés (1989) examined the effect of different
attribute level spacings on conjoint estimates, given a specific curvature of part-worth
utilities for a particular attribute. They conclude that attribute levels should be
unevenly spaced when there is prior knowledge as to the level utilities” curvature

(p. 42). However, in the absence of such prior knowledge, even spacings of the levels!

seems to recover true part-worth utilities best, on average, while still allowing for
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detection of nonlinearities (Green and Srinivasan 1978). Therefore, evenly spaced

levels were used for continuous attributes in this study.

A most recent study by Steenkamp and Wittink (1994) confirmed a number of levels
effect on importance of attributes (Wittink, Krishnamurthi, and Reibstein 1989), i.e.
the more levels an attribute has in the profile description in comparison with other
attributes in the study, the higher its importance. The number of levels effect was on
average less than ten percentage points of part-worth utilities for differences in levels
of four (4) versus two (2). Thus, the combination of two (2) and three (3) levels for
respective attributes in this study may not be considered of substantial influence on

part-worth estimates.

Another potential threat to predictive validity of conjoint analysis studies pertaining to
the attribute set are correlations between attributes and nonrepresentative designs. It is
well known that correlations between predictors of linear models distort estimation of
parameters. But much applied work in conjoint analysis involves an important
assumption: cognitive processes underlying evaluative and choice behavior may be
complex, contingent, and noncompensatory, but they are often modeled well by simple
linear compensatory models (Green and Srinivasan 1978). A study by Johnson,
Meyer, and Ghose (1989), however, cautions to differentiate: While positive
correlations did not exhibit a sharp decline in predictive validity, negative correlations
had predictive validity drop to chance levels (they used a level of 33% for both
positive and negative correlations). Therefore, with negative correlations present
among attributes, estimation of interaction terms should be included in the model.
This study uses a fractionai factorial design that allows for estimation of selected
interaction terms, in particular for the one negative correlation revealed by the pretest

(cp. Appendix I).



Orthogonal designs usually applied in conjoint experiments may create non- \
representative or unbelievable combinations of attribute levels which, in turn, could
distort estimations of value structure. However, studies by Moore and Holbrook
(1990, p. 496) and Mehta, Moore, and Pavia (1992, pp. 474 and 475) did not find
unbelievable attribute combinations to be of significant effect on predictive validity.
The latter study, however, found that removal of unacceptable levels may need
approximately 30% fewer paired comparisons if their procedure is applied for
Adaptive Conjoint Analysis (ACA), a specific presentation and estimation method for
conjoint experiments. Steckel, DeSarbo, and Mahajan (1991) developed a procedure
for the creation of acceptable conjoint analysis experimental designs. However, as
their designs are not necessarily orthogonal, these designs may even perform worse
than orthogonal designs allowing unbelievable attribute level combinations. The |
effect of cultural environment, however, has been found to be important for estimation
of value structure, which is intuitively plausible (Sriram and Foreman 1993, p. 62). In
light of current|research, this study uses an orthogonal fractional factorial design that
does not guard against unbelievable attribute level combinations, but which may pose
fewer problems than anticipated, anyways, Table IV on page 56 depicts selected |
conjoint studies examining effects of attriBute characteristics on preference and choice

behavior. |
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TABLEIV |

SELECTED CONIJOINT STUDIES EXAMINING EFFECTS OF ATTRIBUTE CHARACTERISTICS
ON PREFERENCE OR {CHOICE BEHAVIOR

Source Date  Topic

Moore and Semenik 1988  Hybrid ConjA and the impact of a different
number of attributes in the master design

Boecker and Schweikl 1988  Individualized relevant attribute sets, not only
individual-level estimation

Darmon and Rouzics 1989  Effect of various continuous attribute level

Johnson, Meyer, and
Ghose

Wittink, Krishnamurthi,
and Reibstein

Moore and Holbrook

Steckel, DeSarbo, and
Mahajan

Mehta, Moore, and Pavia

Gensch and Ghose

Oppewal, Louviere, and
Timmermans

Steenkamp and Wittink

1989

1989

1990

1991

1992

1992

1994

1994

spacings

Linear compensatory choice models fail in
negatively correlated environments

Effect of various continuous attribute level
spacings for ratings response data

Non-representative designs (environmental
correlation of attributes) resulting from ortho-
gonal arrays seem not to be much of a problem

Creation of modified fractional factorial designs
which are as orthogonal as possible while
eliminating unacceptable level combinations; has
not been applied yet

Examination of the use of unacceptable levels in
ConjA yielded no negative effects on prediction
but their elimination necessitates fewer
comparisons \

Actual product attributes may be better predictors
of disaggregate choice models than underlying
latent dimensions (factors)

Hierarchjcal structure and predictive validity of
user-referent attributes is only partially supported

Metric quality of full-profile judgments and the
number-of-attribute-levels effect
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2.4.2 Model Form and Fractional Factorial Design

The second research problem is continued debate as to whether customers” value
structure is sufficiently modeled with aniadditive model or if interactions between
attribute (levels) are necessary to adequately capture attribute value perceptions.
While it is acknowledged that, thepretically, all possible interactions should be
included, time and cost constraints often preclude their consideration in designing the
study. The inclusion of interaction terms allows for tests of attribute interactions and
possibly higher predictive accuracy. However, these come at the cost of increased
data collection efforts and decreased parameter stability. Therefore, especially in
commercial conjoint studies, interaction effects are sought to be avoided, with their
effect on part-worth utilities being largely unknown. Additionally, attributes or
combinations are sometimes changed into "superattributes” to avoid the inclusion of
interaction terms, which contributes to the first research problem. This suggests at
least screening for interactions and conduct of a pretest in order to include them into
the design, and check for effects after conduct of the experiment. This is the approach

taken in this study.

Realistic decision contexts for a variety of consumers and a variety of products often
necessitates inclusion of more than five or six attributes at more than two levels each.
Therefore, highly fractional factorial designs are the only feasible method to estimate
part-worth utilities for all attribute levels,lon an individual basis, and using full profile
presentations. A balance is needed between comprehensiveness of evaluative items
and parsimony in data collection and model form. While this is not unique to conjoint
analysis, conclusions on the basis of Monté Carlo studies, though useful, cannot
replace empirical experiments with "real"|subjects. Assumptions in constructing the

Monté Carlo study, as for instance normality of error term distribution, may not be
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present in real evaluative situations, and there is often no way to test for the presence
of these assumptions. Accordingly, there has generally been a negligence of necessary
tradeoffs between parameter reliability and degrees of freedom (DFs). Tests of
significance on the individual level are of limited value as ratios of sample size (of the
number of profiles) to the number of parameters regularly do not approach higher
values than a ratio of 2:1. The main effects models in this study have ratios of 27:16,
and the conjoint models with interaction terms have ratios of 27:18. Increasing sample
size of respondents obviously does not contribute to increased reliability of parameter
estimates of individual-level conjoint models. Testing part-worth utilities by
averaging replications (Louviere 1988) confounds effects of reliability over time with
effects due to the fractional factorial design. Thus, empirical studies concerning

effects of fractional factorial designs on predictive validity is an urgent need.

In general, studies that included variations in the factorial profile did not attribute
effects to this methodological variation but to effects from other methodological
choices of their studies, specifically to the type of model estimated (Akaah and
Korgaonkar 1983; Akaah 1991; Green, Krieger, and Schaffer 1993b). A study that
explicitly tested internal validity under alternative profile presentations and under
specific environmental correlations of the attribute sets (Green, Helsen, and
Shandler 1988, p. 396) did not indicate that part-worths calibrated in the "wrong"
environment predict a holdout sample worse than those calibrated in the "correct”
environment, which partly contradicts Johnson, Meyer, and Ghose’s (1989) findings
for negative attribute correlations. Darmon and Rouziés (1991), however, testing
internal validity of conjoint estimated attribute importance weights, found substantial
weight distortions, especially under fractional factorial designs (p. 320). Considering

the sparse knowledge and contradictory evidence in the literature about effects of
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fractional factorial designs on estimation of value structure, and considering
approaches to improve predictive validity of conjoint analysis with subject grouping
(i.e. segmentation) methods, it seems highly desirable to examine effects of fractional
factorial designs on part-worth utility estimates. Therefore, this study tests for effects
of fractional factorial designs on predictive accuracy with two different factorial sets

(FF1 and FF2).

2.5 Respondent Grouping and Fuzzy Clustering

A third research issue, and the focus of this study, is ongoing effort to improve
predictive accuracy by grouping respondents into segments and estimating part-worths
for respective segments. Usually, part-worth utilities are estimated for each
individual. The rationale behind this is the idea that individuals are so idiosyncratic in
their value structure that individual estimations should yield highest predictive
accuracy, individually and if grouped together. In fact, the capability to estimate
individual-level preference and choice behavior instead of resorting to aggregates has
been the impetus to use conjoint analysis for marketing purposes, in the first place.
Additionally, individual-level estimation allows for examination of value structure
useful for marketing objectives other than prediction of market shares or choice
behavior, as for instance for benefit segmentation or strategic planning. However, due
to the small number of observations with respect to the number of parameters
estimated for individual-level analyses, part-worths are very sensitive to variations in

the ratings.
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There are basically two approaches to improve predictive accuracy, further:
1. Continue to model individual differences more accurately.
2. Group individuals together into homogeneous groups and estimate value structure

of these groups.

As to the first approach this means, not only are part-worths' estimated for each
individual on a set of attributes, but the set of attributes on which-a product is
evaluated is individualized, too. Boecker and Schweikl (1988) developed a computer
program that allows individualization of the relevant attribute set, not merely of
estimation method. This procedure’s predictive performance on R? and first-choice hit
rate (First-Hit) was tested against a traditional individual-level conjoint experiment
including the five, on average, most important attributes. Using VCRs as the product
and 24 attributes in the master design, Boecker and Schweikl’s (1988) procedure
significantly outperformed individual-level conjoint op First+Hit, and outperformed
the traditional approach slightly on R2. This indicates, that even more individualized
procedures may improve predictive validity, especially when First-Hit is the
performance measure. The caveat, however, is that this result has been achieved and
tested on only one type of product, yet, and it came at higheritime and cost
requirements for conducting the experiment. In particular it demands computer
questioning and individual interviews. Thus, the procedure suffers from the same
setback as traditional decision analysis: For "mass" evaluation of value structure in a
commercially viable setting, marketing managers need procedures that stay within
reasonable cost constraints and demands put on respondents. Therefore, the opposite

route is taken in this study to improve on conjoint analysis” predictive validity.

As to the second approach, there are primarily two motivations for respondent
grouping in connection with conjoint studies:
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(1) To perform segmentation on the basis of benefits sought in order to aid in
effective targeting and positioning strategies.

(2) Asa way to increase reliability and (internal) validity of conjdint measurement
by trading high variance in respondents” part-worth estimates for increased
parameter stability (i.e. less bias in part-worth estimation) when compared to the
individual-level approach, which suffers from less variance inirespondents but
increased bias in part-worth estimates (Hagerty 1985, 1986; Hagerty and

Srinivasan 1991, p. 77; van der Lans and Heiser 1992, p. 327).

The first motivation is due to the fact that modern marketing in industrialized
countries cannot do without segmentation of the market of its potential customers.
Identification of segments critically depends on both

. segmentation base, and

° segmentation method.
Benefits are among the most powerful bases for segmentation (Wind 1978; Urban,
Hauser, and Dholakia 1987; Kamakura 1988), and their expression als part-worth
utilities derived from evaluation of product profiles with conjoint analysis may be the
most popular method for benefit assessment (Green and Srinivasan 1978, 1990). In
the US, one third of purposes for conduct of conjoint experiments comprised
segmentation (Wittink and Cattin 1989, p. 92: 1. new product/concept identification
47%, 2. competitive analysis 40%, 3. pricing 38%, 4. market segmentation 33%; time
period Jan. 81 - Dec. 85; studies may have multiple purposes), with European conjoint
studies for segmentation purposes reaching nearly the same proportions (Wittink,
Vriens, and Burhenne 1994, p. 44: 1. pricing 46%, 2. new product/concept
identification 36%, 3. market segmentation 29%; Jul. 86 - June 91; studies may have

multiple purposes).
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As for the second motivation, i.e. improving on conjoint predictive accuracy, several

approaches have been put forward (see also Green, Krieger, and Schaffer 1993a,

p. 345):

1. Apply empirical Bayes procedures to smooth individual-based parameters in accord
with information obtained from the total sample of responses (Green, Krieger, and
Schaffer 1993b).

2. "Optimal weighting" of individuals” full profile response data with the use of Q-
type factor analysis, prior to using OLS dummy-variable regression to estimate
separately each person’s individual set of part-worths (Hagerty 1985, 1986, 1993).

3. Cluster respondents prior to part-worth estimation, and use the cluster-based data to
maximize predictive validity (Ogawa 1987; Kamakura 1988; DeSarbo, Oliver, and
Rangaswamy 1989; DeSarbo, Wedel, Vriens, and Ramaswamy 1992; Wedel and
Kistemaker 1989; Wedel and Steenkamp 1989 and 1991).

The first of these approaches (Green, Krieger, and Schaffer 1993b) uses basically a
self-explicated utility model with ratings of attribute-level desirabilities and attribute
importances. Additionally, a limited set of full-profile stimuli, drawn from a much
larger master design, is rated on a 0 to 100 likelihood-of-purchase scale. It is assumed
that the best estimate of the “true” attribute-level desirabilities is found in the self-
explicated desirabilities (some support for this assumptions is provided by Green and
Schaffer 1991, p. 479). The full-profile stimulus ratings are used to adjust self-
explicated importance weights with group-level importance weights. Thus, part-
worths are only moderated by group-level importances. They are not estimated on the
group level. In a pilot study, this procedure yielded no discernible advantage over the

individual-level model. Thus, it is not considered for comparison in this study.



The second approach uses a Q-type factor analysis to group respondents and estimate
part-worth utilities (Hagerty 1985, 1986, 1993). While Hagerty showed the capability
of his approach to improve on individual-level estimation procedures with a Monté
Carlo study and one empirical data set (Hagerty 1985), the only two independent
empirical replications could not confirm these findings (Green and Helsen 1989;
Green, Krieger, and Schaffer 1993a). While several conditions of Hagerty s Monté
Carlo study were present in the replications and could be excluded as a possible
explanation for deviations, among those differences that remained were the attribute
sets (i.e. type, number, levels used, correlation structure), stimulus design (i.e.
fractional factorials used), and sample sizes. Hagerty, for instance, used only two
profiles in the holdout sample to estimate predictive accuracy, while both replications
used 16 profiles to estimate predictive accuracy. This study does not use Hagerty s

method to test improvements on conjoint with segment-level part-worth estimation.

The third type of approaches, cluster-based segmentation for conjoint analysis, have
not been compared yet to other segment-level conjoint estimation methods (except for
Kamakura’s hierarchical cluster analysis which has been included in Green, Krieger,
and Schaffer’s 1993a comparison), or to each other. This has been accomplished by
this study for the following three selected a posteriori cluster-based segmentation

approaches with according tests of predictive accuracy:

(h A hierarchical cluster segmentation method (HIC).
2) A non-hierarchical hard clustering method (NHC).

3) A fuzzy clustering method (FUC).

In the traditional a priori two-stage segmentation method — in contrast to above

methods — subjects are first clustered into segments on the basis of characteristic
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variables of respondents, as for instance demographis (e.g. income, age, gender,
location or channel of purchase). Thus, segmentation, here, is not based on derived
benefits. Then, conjoint mpdels are estimated for these segments, resulting in
segment-level part-worth utilities. This approach may be necessary if constraints, as
for instance reachability through a specific marketing channel, do not suggest an a
posteriori benefit segmentation, but the marketing manager nevertheless wants to

know what value structure customers of a specific channel exhibit.

Approaches (1), (2), and (3) first derive part-worths with a traditional conjoint
approach, and then cluster subjects on their part-worths. After derivation of clusters,
value structure is re-estimated on the segment level, and predictions for individuals are
made with the part-worth model for the respective segment. Just as Hagerty (1985),
Kamakura (1988) showed with one synthetic and one empirical data set that his
approach with hierarchical cluster segmentation can be superior to traditional conjoint
analysis. However, his finding was also/not confirmed by Green, Krieger, and

Schaffer’s (1993a) replicatipn. |

While methods (1) and (2) all result in non-overlapping clusters, i.e. a particular
subject can only be in one, and only one cluster, fuzzy clustering allows subjects to be
in a particular cluster only tp a part. When comparing fuzzy cluster solutions with
hard cluster solutions and Hagerty’s (1985) factor solution, patterns of partitions of
subjects may be obtained as those illustrated in Table V on page 65 (adapted from

Vriens, Wedel, and Wilms 1992, p. 28):
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TABLEV

ILLUSTRATION OF VARIOUS PARTITIONING SCHEMES FROM SEGMENTATION

Partitioning Non- Fuzzy Factor
overlapping

Clusters 1 2 3 2 3 123

Subject | I 0 o0 5 3 2 8 3 -4

Subject 2 0 o0 1 o1 8 d 6 2

Subject 3 0 1 0 o702 2 7 .8

Table V shows that for partitioning with fuzzy cluster methods the membership values
of subjects in clusters sum to one over all clusters. This may be interpreted ‘as the
degree of compatibility of a particular subject with the cluster iprototype. Depending
on the clustering criterion used, e.g. weighted group-sum-of-squared-error (WGSS) or
some graph-based method as single-linkage, different cluster solutions are possible.
While the membership values of fuzzy clustering are intuitively plausible, the factor
solution is difficult to interpret, which constitutes one more reason not tn use it for

comparison.

The fuzzy c-means algorithm (Bezdek 1981, p. 69) used for this study works similar to
the non-hierarchical k-means algorithm. The crucial difference, however, ig that the
algorithm has one more calculation at the beginning of the comparisons: membership
values in the c clusters are calculated for each data item (i.e. the subject with

respective part-worth utilities as the distinguishing features) according to some
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distance measure. These values are iteratively adapted similar to k-means algorithm.

Details may be found in Bezdek (1981) and Ruspini (1970).

The important point of all these clustering methods, however, is that meaningfulness
of a cluster solution is only obtained by interpreting the cluster solution found by a
particular algorithm used. In this respect, cluster solutions are like factor solutions: a
cluster, or for that matter, a factor is only valid if it can be interpreted as a unit with
meaning for the researcher and the objectives of the study. In terms of benefit
segmentation it seems plausible to allow partial membership in segments instead of
forcing a subject to belong to a particular benefit segment. One might argue the
opposite for segmentation based on particular demographics: one subject may only

belong to the masculine or feminine segment, but not partially into both.

It is likely an empirical question hinging on the situation which of the above
approaches yields better results, individual-level or segment-level conjoint estimation.
Nevertheless, it would be helpful for the marketing manager to know generalizations
regarding performance and applicability of one method over the other. This study is
an attempt at resolution of this question via application and comparison of cluster-
based segmentation approaches and according experimental design. The tests
performed to determine relative advantages in predictive accuracy for the three

methods are detailed in section 3.3.6 of Chapter III.

Table VI on page 67 depicts selected conjoint studies examining effects of respondent
grouping on conjoint performance (predictive accura¢y and/or parameter stability).

Papers above the dashed line indicate comparative studies.
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TABLE VI

SELECTED STUDIES EXAMINING EFFECTS OF RESPONDENT GROUPING ON CONIJOINT
PERFORMANCE (PREDICTIVE ACCURACY, PARAMETER STABILITY)

Source Date Topic

Green and Helsen 1989 Failed cross-validation of Hagerty s 1985 Q-type factor
analysis and Kamakura’s 1988 hierarchical clustering

Green and Krieger 1991 Segmentation with conjoint analysis; market share
estimates with 5 different segmentation strategies

Vriens, Wedel, and Wilms 1992 Monté Carlo study of five selected advanced benefit
segmentation procedures for metric conjoint models

Hagerty 1993 Commentary if scgmentation can improve predictive
accuracy in conjoint analysis

Green, Krieger, and Schaffer 1993a  Failed replication of Hagerty s 1985 optimal respondent
weighting with Q-type factor analysis for respondent
grouping on three data sets

Hagerty 1985 Optimal weighting (Q-type factor analysis) for grouping
results in factor solution

Hruschka 1986 Market definition and segmentation using fuzzy clustering

Ogawa 1987 Hierarchical clustering resulting in non-overlapping cluster
solutions using logit model

Kamakura 1988 Hierarchical clustering resulting in non-overlapping cluster
solutions

van Buuren and Heiser 1989 Discusses clustering of N objects into k groups under
optimal scaling of variables

DeSarbo, Oliver, and 1989 Clusterwise regression; uses non-hierarchical clustering

Rangaswamy with simulated annealing resulting in (crisp) overlapping
cluster solutions

Wedel and Kistemaker 1989 Clusterwise regression; uses non-hierarchical clustering
with an exchange algorithm resulting in non-overlapping
cluster solutions

Wedel and Steenkamp 1989, Fuzzy clusterwise regression; uses non-hierarchical

1991 clustering with iteratively weighted least squares resulting

in fuzzy cluster solutions

DeSarbo, Wedel, Vriens, and 1992 Latent class procedure; optimal number of non-hierarchical

Ramaswamy clusters with an EM-algorithm resulting in fuzzy cluster
solutions

Wiley 1993 General multivariate regression (GMR) for a priori
segmentation; no application yet

Green, Krieger, and Schaffer 1993b  Empirical Bayes procedures to smooth individual-based

parameters in accord with information from total sample
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2.6  Reliability and Validity

As conjoint gnalysis is a relatively young discipline in marketing, concepts of
reliability and validity are very diverse and not yet agreed upon among researchers in
this area of science. This condition is intensified by the diverse backgrounds of
researchers who are applying conjoint analysis, and who bring their respective
conceptualizations !of reliability and validity into this field. Bateson, Reibstein, and
Boulding (1987) provided an exhaustive overview and framework for future research
of conjoint analysis$ reliability and validity. Their framework is applied here, as it
integrates diverse concepts under a common model. A more recent paper addressing
this and other current issues in conjoint analysis also pointed out their framework s
usefulness for future research in this area (Green and Srinivasan 1990, p. 11). The

following deliberations draw heavily on the former three authors” ideas.

While the variety of approaches towards reliability and validity is not in itself a
problem as they are applied consistently within a particular study, common approaches
allow for much easiier comparison across studies which also helps to stabilize and
confirm the bpdy of knowledge about value structure measurement faster than when
incomparable approaches are applied. The issue prompted frequent comment but little
systematic inyestigation. While hundreds of commercial conjoint studies are being
carried put (Cattin and Wittink 1982; Wittink and Cattin 1989; Wittink, Vriens, and
Burhenne 1994), the body of evidence for predictive accuracy, reliability, and validity
for specific methodological approaches is rather thin and inconsistent. Many
commercial studiesialso forego most basic reliability and validity tests and thus raise

serious concerns about possible misuse. Green and Srinivasan (1990, p. 5) raised this
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concern in connection with widespread availability of microcomputer programs.

There are mainly three issues which must be dealt with:

(1)  What is the distinction between reliability and validity as identical procedures
are addressed as tests of reliability by one author and as tests of validity by
another ?

(2) What conceptual construct is meant with reliability in conjoint analysis ?

(3) What measures are adequate for assessing reliability and validity in this area ?

As to the first issue, Campbell (1976, p. 187; see also McCullough and Best 1979,

p. 27) uses the following equation to distinguish between reliability and validity3:

Xo=Xt+ Xs+ Xy

where Xo = observed score,
Xt = true score
Xs = systematic sources ofierror, and
Xy = random sources of error.

A measure is called valid when Xq = X{, i.e. when the observed score equals the true
score. In contrast, a measure is called reliable when Xy =0, i.e. when the observed
score X does not vary due to chance or random errors and can consistently reproduce
results. These characteristics make reliability a necessary, but not sufficient, condition
for validity (Bateson, Reibstein, and Boulding 1987). Peter (1979, p. 7) counts
systematic sources of variance into the true score, and argues that distinctions between
systematic variances and true variances are not an issue of reliability but one of

(construct) validity. Campbell and Fiske (1959, p. 81) argue for separation of true

His notation is X=T+eg+e¢. whichis re-written here in a more mnemonically amenable
way.
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score and systematic error, as systematic variance among test scores can be due to
responses to the measurement features (e.g. via order effects) as well as responses to

the trait content, and may be detected when examining test score correlations.

With the basic conjoint model as written in equation (E3.1.4) in Chapter III on

page 81, the observed, respectively derived, part-worth utilities bj; are valid when they
represent true measures of the respondent’s underlying part-worths for the i-th level of
the j-th attribute. Also, they are reliable when they contain no variation due to random

factors but may contain variation due to systematic error.

However, in making both concepts operational, the distinction between validity and
reliability blurs because we are not able to obtain a measure of Xy, the true score, only
surrogates or approximations to it. A widely used approach, the multitrait
multimethod matrix suggested by Campbell and Fiske (1959) provides considerable
insight (see also Churchill 1979, p. 69). A correlation matrix of different traits
measured in different ways is used to assess validity. The researcher looks for
correlations between tests intended to measure the same trait (convergent validity) and
no correlation between tests intended to measure different traits (discriminant
validity). Citing Campbell and Fiske (1959, p. 81), "tests can be invalidated by too
high correlations with other tests from which they were intended to differ.” Bateson,
Reibstein, and Boulding (1987, p. 454) conclude that "all conjoint studies have
focused on convergent rather than discriminant validity. Indeed, it is difficult to see

how discriminant validity could be applied to conjoint analysis."

While Campbell and Fiske (1959) define convergent validity as agreement between
two attempts to measure the same trait with maximally different methods, they define

reliability as agreement between two efforts to measure the same trait with maximally
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similar methods (1959, p. 83). Therefore, the distinction between the concepts of
reliability and convergent validity hinges on operational definitions of "maximally

similar" and "maximally different.” For this, however, there is no definite answer

because in reality a spectrum extends from reliability to convergent validity (Campbell

and Fiske 1959, p. 83). Thus, identical procedures can be used legitimately to test
convergent validity and reliability, depending on the researcher’s definition. This
study follows Bateson, Reibstein, and Boulding’s view (1987, p. 454) that most
conjoint studies perform only reliability checks when the checking task takes an
additional decompositional approach based on active evaluation experiments.
Therefore, the only checks that qualify as validity checks are those that compare
conjoint analysis results with behavior or with self-explicated importance and part-
worth weights, with the latter constituting a weaker test of validity than the former
(Leigh, MacKay, and Summers 1981, p. 321), but one that is often the only possible
check to resort to. This study uses a self-explicated model for determining

(convergent) validity.

Considering the second issue of conceptual form of reliability, much of reliability
research assumes a single construct (Churchill 1979, p. 69). In contrast, this study
takes Bateson, Reibstein, and Boulding’s (1987, p. 455) view from generalizability

theory that there is no such thing as a single reliability score; "rather the score must

specify the conditions of measurement over which reliability has been measured,” i.e.

reliability is context-dependent. This may also be termed the systems view towards

reliability4. Therefore, reliability in connection with conjoint experiments may be

classified as reliability over time (Leigh, MacKay, and Summers” 'temporal reliability'

1981, p. 318; also McCullough and Best 1979, p. 27 'temporal stability'), reliability

4 A more detailed discussion of the systems view towards reliability and performance measures is

provided fater in this study.
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over attribute set, reliability over stimulus set, and reliability over data collection

method.

Reliability over time is assessed when the only aspect varied is the time of
administration of the conjoint experiment. Everything else is held constant. The
question is whether bj;’s at time t are the same as those at time t + lag where lag is
some time lag. Reliability over attribute set is assessed when the stability of part-
worths for a common (core) set of attributes is examined as other attributes within
stimuli are varied. It is achieved when part-worths for a given attribute level and a
specific individual do not depend on the presence of other attributes. Therefore, this
test may also be viewed as a test of the additive model, the value structure without
interaction effects, or as a test of the hypothesis of independence from irrelevant
attributes (ITA; Oppewal, Louviere, and Timmermans 1994, p. 104). Reliability over
stimulus set assesses whether derived part-worths are sensitive to the fractional
factorial design used for estimation, i.e. to subsets of profile descriptions. This
problem is absent in full factorial designs. However, as judgmental limitations on the
stimulus set are always uneasy compromises with potential distortions, it should at
least be certain that possible distortions do not emanate from the factorial design
chosen. Reliability over data collection method consists of three aspects: type of data,
data-gathering procedure, and type of dependent variable. If part-worths differ
depending on variations in any of these data collection methodologies respective part-
worth utilities cannot be relied on. This study tests for reliability over time, over

attribute set, and reliability over stimulus set.

Finally, concerning appropriate measures for reliability, there is no agreement in the
literature. Even worse, new measures are added without providing exhaustive

rationales for inappropriateness of existing ones, concerning for example the type of
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situation, type of product, or other corrollaries. For studies with full replications, i.e.
with the same set of items, the following measures have been applied: the R ratio, the
Pearson product moment correlation of the estimated part-worths across respondents
but not attributes, or across attributes but not respondents, comparison of the input
data (i.e. profile scores), and several measures based on distance between the bj;’s.
Figure 6 on page 73, adapted from Bateson, Reibstein, and Boulding (1987, p. 458),

illustrates the possibilities and connection between measures.

If A and B are the same

Responses to <} B Responses to Input-data
Stimulus Set Stimulus Set level
Compute correlation
A coefficient or other B
% measure of association é
Computo Compare within individual Compute Estimation
across attribute P level
A Compare within attribute
B
bij B> by
across individuals
Usda? to predict Useb’i\ to predict Qutput
responses to the responses to the level
stimuli in stimuli in
Set A: UAX) Set B: UéX)

v

Compute measure
of association
between observed
and predicted scores
for the stimuli

Figure 6.

v

Compute measure
of association
between observed
and predicted scores
for the stimuli

Alternative Measures of Reliability (adapted from Bateson,

Reibstein, and Boulding 1987, p. 458).
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Measures of reliability may be obtained at different levels into the process of
performing a conjoint study, mainly at the input-data level, the estimation level, and at
the output level. At the input-data level, some correlation measure compares the
overall utility results from two administrations in their plain or some adjusted (e.g.
standardized) form. Measures that have been used are

. Pearson product moment correlation, and

. rank correlation coefficients.

As for the estimation level,

. bj;"s may be computed separately for different samples or groups and compared
with each other,

. bj;’s from one half of the study may be used to predict utilities of the stimuli of
the other half, comparing predicted with actual overall utilities with
aforementioned measures of association across attributes or across

respondents/individuals.

At the output level, cross-validations with holdout samples may be performed on
additional stimuli using the original design, holdout stimuli from a separate design, or
replications from the original design (the latter two approaches are applied in this
study). An additional approach both at the estimation and at the output level is
"jackknifing", which involves estimation of b;;’s leaving one observation out,
respectively, and observing how stable the estimations of part-worths are, or how
stable predictions of overall utilities are (which is similar to studentization of t-values).
This procedure has the advantage not to require additional data for testing. Here,

measures used have been
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* rank correlations,

» product moment correlations of observed and predicted scores for the holdout
(applied in this study),

» ability to predict the most and least perferred stimuli, and

» number of first hits, i.e. the stimulus chosen out of a set of stimuli (also applied in

this study).

As Bateson, Reibstein, and Boulding (1987, p. 459) point out, the properties of these

measures are as yet unknown, and it is not known which measure is the most

appropriate for which kind of study. They suggest the consideration of three factors in

selecting a measure:

(n the reliability of what shall be measured,

) what does significance mean in this context, i.e. what is the statistical power,
and

(3)  what data requirements are there to use one measure ?

For assessing reliability of value structure model form, overall utilities of the stimuli
U(X) must be compared, and a measure of reliability be applied. For assessment of
reliability of value structure itself, i.e. reliability of part-worths, measures must
compare part-worth utilities, i.e. bjj’s. For segmentation and (new) product policy
decisions, reliability of part-worth utilities is of utmost importance, while for choice
and market share predictions, stable overall utilities are most important. Due to
compensatory effects it may turn out that overall utilities are more reliable than part-
worth utilities. However, Leigh, MacKay, and Summers (1981, p. 318) argue that the
higher degrees of freedom (DFs) generated by examining stimulus utilities are
"partially illusory since these values are functionally related through the part-worths."
This study examines reliability for both types of utilities in the cases of reliability over
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time and stimulus set, as well as in the case of reliability over attribute set (cp.

overview of tests in Table XI on page 131).

The last argument of Leigh, MacKay, and Summers (1981) focuses discussion on the
believability of statistical tests in connection with utility estimates. It may be
emphasized, that the low ratio of observations per parameter estimated raises serious
doubts about significance tests based on these numbers. In many other areas of
statistical measurement theory, observation to item ratios of 8:1 to 10:1 are deemed
sufficient to support confidence levels based on results of Monté Carlo studies, like for
instance in (confirmatory) factor analysis. To this author’s knowledge, no Monté
Carlo study has been performed yet to establish similar rules of thumb for significance
tests of utility estimates in conjoint analysisS. This study does not use significance
tests of part-worth utilities on the basis of one individual for generalizations about
appropriate model form, but attribute levels were generally plotted against each other
and visually checked for interactions, i.e. for those interactions included in the design

(Louviere 1988, p. 20 and p. 33).

As for data requirements concerning reliability measures, part-worth utility measures
necessitate at least one complete replication, preferably more. Without considerable
incentives respondents are not willing to perform such a task, and perform it in a
useful, careful manner. On the other hand, reliability measures of the dependent
variable do only require additional observations from respondents with possibly
different designs. This allows for measures that yield insights beyond mere predictive
accuracy of one model. Therefore, this is the approach taken in this study. Rather

than arguing for arbitrary (and ultimately indefensible) cutoff points for reliability

S There is. however, now a Monté Carlo study by Umesh and Mishra (1990) that establishes rules of
thumb for reliability of selected performance measures (index-of-fit) of related respective conjoint
procedures (programs).
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measures, as for example 0.7 for Pearson’s product moment correlation coefficient,
Bateson, Reibstein, and Boulding (1987, p. 455) plead for a practical view of the
problem of reliability by asking whether a procedure chosen is any more reliable than
available alternatives, as for instance self-explicated attribute (level) utilities which, at
the same time, is a check on (convergent) validity. This is the approach taken in this
study, though two more, respectively three more reliability measures are calculated
than "necessary” (First-Hit, RMSE, and R2) in order to make this study comparable

with prior and future studies.

In summary, even seven years after Bateson, Reibstein, and Boulding”s
comprehensive review (1987) of conjoint reliability and validity their conclusion still
seems to hold (p. 477): "In developing our review, we had hoped that a synthesis of
the literature would afford insights into the best conjoint analysis procedure and the
most appropriate methodology to use for assessing reliability and validity. Instead, we
have highlighted just how little is known about these areas." This study contributes to

the compilation of additional knowledge in this area of conjoint analysis.

Table VII on page 78 lists selected conjoint studies examining reliability and validity.
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TaBLE VII

SELECTED STUDIES WITH EMPHASIS ON CONJOINT RELIABILITY ANDV ALIDITY

Source

Date

Characteristic

McCullough and Best

Bateson, Reibstein, and
Boulding

Reibstein, Bateson, and
Boulding

Wittink, Reibstein,
Boulding, Bateson, and
Walsh

Umesh and Mishra

Hagerty and Srinivasan

1979

1987

1988

1989

1990

1991

Early discussion of the multidimensionality of
reliability in ConjA; distinction between
temporal and structural reliability (i.e. over time
and stimuli)

Complete review of conjoint reliability and
validity studies until 1984; develop conceptual
organization of reliability and validity as applied
to ConjA

Empirical findings for reliability over attribute
set and over stimulus set for five product
categories

Compare use of alpha, i.e. the probability of
obtaining a sample result under HO of perfect
agreement in two parameter vectors, with
correlation for part-worths (both are dependent
on the number of part-worths compared)

Monté Carlo investigation of three ConjA index-
of-fit measures (C*, stress, and R2)

Comparison of predictive power of alternative
multiple regression models; as analogy for
model choice of conjoint models as parameter-
dependent
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CHAPTER 11

METHODOLOGY, RESEARCH QUESTIONS,

AND PROCEDURES

This chapter is composed of three parts: methodology, research questions, procedures
and descriptions of the data needed. First, conjoint models and conjoint methodology
are described as they are applied in this study. Next, research questions and related
hypotheses addressed in this study are presented as they have been derived from the

literature review. Finally, a description of the procedures and data for measurement is

provided.

3.1  Methodology

In this section, value measurement models are presented as they are applied in this
study. First, general model representation and related terminology is introduced.

Then, specific conjoint model forms are illustrated.



3.1.1 Conjoint Analysis Models

General Model Representations

Without regard to the preference or choice elicitation technique used to empirically
assess value structure, a variety of models have been used to characterize customers”
multiattribute utility functions. Each alternative or choice option X is represented as

an ordered M-tuple of M decision attributes:

X=X, X2, --er Xm) (E3.1.1D)
where X1, X2, -, Xjs ..., Xy Tefer to the level (or position or state) of the j-th
attribute describing X.
If an attribute is categorical (i.e. its p "levels" or positions are unordered) it may be

coded non-redundantly in the alternative in form of p-1 dummy variables.

The value or utility function from differential evaluations of attribute positions by the

decision maker may be expressed as:
U(XI, XZ’ sy Xj, ey Xm) = f [U](X]), uz(x?.), ey Uj(xj), [ERE] Um(xm)] (E3'l'2)

where each uj is a part-worth function defined over all values of the j-th attribute.
These part-worth utility functions u;(x;) may be constrained to have linear, quadratic,
or other functional forms for all levels of attribute j, or they may be unconstrained.

f [-] denotes a function that aggregates part-worths over the attributes. In the notation
of the conceptual model in Figure 3 on page 17 and of equation (E2.3.2) on page 48,
uj(xj) comprise mappings f and fs, and f [-] in equation (E3.1.2) comprises mappings

f3 and fy. uj(x;) are the attribute values (i.e. utilities) V(Sy;) of the conceptual model.
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Additive Models

The most frequently used model for aggregation of part-worths is the additive model
in form of two-stage, self-explicated utilities for attribute levels (i.e. uj(x;)) and

importance weights (i.e. w;) for these attributes:

m
U(X],Xg, ...,Xm)=ZWjUj(Xj) (E3.l.3)
j=1

where

m
2 Wj =1.0
j=1

This additive model is not (truly) a conjoint model, but an expectancy value model
which is used in conjunction with conjoint models when limited numbers of
observations due to large numbers of attributes do not allow for pure derivation of

part-worths (details of this problem are provided later).

The corresponding (main effects only) additive conjoint model with part-worth
utilities derived by means of some decompositional, regression-like procedure is

denoted as follows:

m L
U(X1, oo Xis oos Xm) =g + 3 ) bijdij (E3.1.4)
j=1i=1

where by denotes the intercept (if non-zero),
bjj  is a partial regression coefficient,
dj is adummy variable with 1 if attribute j is at level i, and O otherwise,
and

L; denotes the number of levels for attribute j.
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Depending on the constraints put on the part-worth utility functions uj(x;) over
respective attribute levels, and depending upon according coding, bj;’s represent two
or more part-worth utilities. In order to derive the incremental contribution of the i-th
level of the j-th attribute, i.e. the oy;’s part-worth, towards overall utility U(X), several
sets of equations have to be solved, simultaneously. In the case of three-level
attributes, and no constraints put on part-worth utility model form (as applied in this

study), the following three sets of equations have to be solved for each attribute j:

3
Y oy =0 (E3.1.5)
i=1
0 — 035 =by; (E3.1.6)
OLoj — 03§ = b (E3.1.7)
where j=1,2,3 (ormore generally, j=1,2, ..., m).

A noteworthy difference to the self-explicated additive model is that importance of the
attribute and respective level utilities are not estimated separately, but ensemble in the
bjj coefficients. Therefore, after estimation of part-worths, importance weights must
be computed in an additional step. Relative importances of attributes are computed

with the following equation:

[M?ilx(aij) - Miin(aij)]
wj= " , for each j (E3.1.8)
E[M?x( ajj) — Miin(aij)]

i=

where [Max(ai;) —Min(a) | denotes the range of part-worths over all
1 1

levels i of attribute j.



The expectancy value model of equation (E3.1.3) is the base model against which
predictive performance of the individual-level (traditional) conjoint model is
compared in Phase I of this study. Both these types of models are compared to

segment-based conjoint models in Phase II of this study.
Multilinear Utility Models

The most flexible conjoint model allows multiple interaction terms among attribute

levels for representation of various forms of nonlinearity in (part-worth) utility

aggregation:
m L
U(X |y ceey Xy veey Xpp) = b0+ EZbUdU (E3.1.9)
3=li=l
+ E b;d;*bxdx
#k
+ ) bjdj*bydi*bedy
iFk#r
+ ... (all other possible interactions)
where all terms of the first row are equivalent to the additive conjoint model,

the second row denotes pairwise interaction terms between attribute levels,
the third row denotes triple interaction terms among attribute levels, and so

on until all possible interactions are represented in the model.

In practice, however, researchers rarely go beyond models of selected two-way
interaction terms (Green and Krieger 1993, p. 471). In commercial studies, modeling
of interaction terms is virtually absent, though a majority of applied researchers
acknowledge their importance. Wittink, Vriens, and Burhenne (1994, p. 50) report

that only 10 percent of commercial studies include interaction terms.
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Hybrid Models

Hybrid conjoint models combine self-explication of attribute levels and attribute
importances with decompositional conjoint models. The most used hybrid main-

effects-only model is represented as

m m L
U1, oo Xiy oo Xm) =2+ D P Wini(xj) + Y ) bijd (E3.1.10)
=1 j=1i=1
where a denotes the intercept (if non-zero),

b  is aregression coefficient that represents the contribution of the self-

explicated term to U(x;),

uj(x;) is the utility of the level of the j-th attribute,

w;  is the importance of attribute j,

bj is a partial regression coefficient,

djj is adummy variable with 1 if attribute j is at level i, and O otherwise,
and

L; denotes the number of levels for attribute j.

Hybrid conjoint models have been developed to reduce the burden imposed on
respondents when the number of required evaluations increases due to a large number
of attributes and their respective levels, but to still allow individual-level utility
functions. For this model, respondents provide self-explicated utilities for all
attributes while responding only to a small number of stimulus profiles. Then, the
self-explicated utilities are combined with utilities from a conjoint analysis which has

been estimated across a number of respondents.
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3.1.2 General Design and Estimation Considerations

There are generally two approaches to measuring the dependent utility variable: .as a
rank-ordered or as an interval-scaled rating variable. Ranking involves data collection
methods which present respondents with at least two attributes or profiles at a time,
and the procedure can become quite unwieldy with a large number of attributes.
Rating procedures ask respondents to rate a particular profile on some form of |
preference or behavioral intention scale. While there is still some disagreement |
whether subjects” responses may be more accurately recorded on a ranking or rating
scale, rating scales and dummy variable regression are reported to be the most widely
used methods, given that comparisons of both methods and associated estimation
procedures did not yield substantially different results (Jain, Acito, Malhotra, and
Mahajan 1979, pp. 318; Green and Krieger 1993, p. 478). Rated overall utilities and

OLS regression are also the methods of choice in this study.

Due to the number of levels and attributes in this study, it is necessary to employ ia
highly fractionated experimental design. Details of the design and analyses are |

provided in later sections of this chapter.
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3.2  Research Questions

The research questions as stated in the introduction and supported by the literature
may be summarized as follows. Related hypotheses and their testing procedures are

provided in section 3.3.6 on pp. 125.

1) What is the influence of the type of attribute chosen for the evaluative task (i.e.
technical or product-referent attributes and non-technical or user-referent attributes)
on customer value structure and predictive validity ?

2) What is the influence of specific factorial designs, i.e. of specific combinations of
product attribute values, on estimation of customer value structure and predictive
accuracy ?

3) How do type of attribute in the product profile and factorial design interact in their
influence on customer value structure for different models ?

4) Which individual-level model for customer value structure performs best with
respect to prediction ?

5) Can cluster-based segmentation approaches improve accuracy in prediction of
value attributions to product profiles over individual-level conjoint models ?

6) Which aggregate model for customer value structure performs best with respect to
prediction ?

7) Are the purposes of prediction and segmentation, as well as potential other
purposes, better served with the suggested methods, and what practical limitations
are there for the different methods to support specific purposes ?

8) Are benefit segments obtained with different clustering procedures meaningful for

target marketing, or may they only increase predictive accuracy ?
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3.3 Data and Procedures

First, a general account of study design is provided, describing all elements of the
behavioral system to establish the framework for more detail. This is accomplished by
illustrating the two phases of study design. Then, data type and sources are described.

Finally, procedures for analysis and general outlines of expected results are illustrated.

3.3.1 Experimental Design

The design of the study involves two phases:

(1) In Phase I, effects of methodological variations in conjoint on observed benefit
and utility measures are traced for the self-explicated and the traditional
(individual-level) conjoint model. A comparison between both types of models
establishes (convergent) validity for an individuals utility measures.

(2) In Phase II, the focus of this study, different segmentation methods are used to
group subjects into meaningful segments, and to assess improvements on
conjoint predictive accuracy and reliability.

Analyses performed at each stage of the study are detailed in the next section. Figure

7 on page 88 illustrates the phases of the study as they pertain to timely procedure.
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Conduct of Conjoint Experiment
and Recording of Ancillary Measures

Phase I: Estimation of (Individual)
Part-Worths and Comrpari-

son with Self-Explicated
Model

Phase II: Grouping of Subjects into
Benefit Segments and Re-
Estimation of Part-Worths

Comparison with Other
Segmentation and with
the Indivicual-Level
Approach

Evaluation of the Performance of
Different Segment-Based Methods

Figure 7. Phases of Research Study.

The choice of experimental manipulations reflects effects that were either found or
suggested to have major impacts on the estimation of customer value structure in the

literature review. In particular, they reflect most recent suggestions emanating from
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only two limited empirical validations of only two of the new conjoint segmentation
methods (two independent validations of Hagerty’s 1985 Q-type factor analysis
approach and Kamakura’s 1988 hierarchical clustering approach). The design strategy
is to maintain as few confoundings of effects as possible (e.g. variability in
measurements over time and over different stimulus sets), in contrast to a design
strategy that deliberately confounds effects assumed to point in the same directions
(i.e. effects expected to increase variability in measurement are confounded to increase
measurement contrast). The design, therefore, allows for tracing of selected
methodological influences on part-worth estimates (i.e. value structure), reliability,
and predictive validity. Particularly, it allows for measurement of influences of
methodological variants of conjoint analyses on purposes of prediction and

segmentation, as well as on related measures.

For Phase 1, the experimental design is a repeated measure posttest-only, 2 x2 x5
design with two levels of attribute types (strictly product-referent or technical attribute
set, and mixed technical and user-referent attribute set), two levels of stimuli sets (first
fractional factorial stimuli set, and second fractional factorial stimuli set), and five

levels of model form (one self-explicated and four conjoint models).

For Phase 11, the experimental design is a repeated measure posttest-only 2 x 2x 3
factorial with the same first 2 x 2 as before, but then with three levels of
segmentation approaches (hierarchical clustering, non-hierarchical hard clustering,
fuzzy clustering). Table VIII on page 90 and Table IX on page 91 are representations
of the respective design layout. The design layout considering administration of

measurements is given in Figure 8 on page 92.
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TABLE VIII

PHASE I: EXPERIMENTAL DESIGN FACTORS FOR INDIVIDUAL-LEVEL ANALYSES

Type of Attributes

Factorial Design of

Stimulus Set

Model Form

Self-Explicated

(SE)

Individual-Level
Conjoint (TC)

Product-Referent or

Technical Attributes

Fractional

Factorial 1 (FF1)

R2, First-Hit, etc.

R2, First-Hit, etc.

(AD) Fractional R2, First-Hit, etc. | R2, First-Hit, etc.
Factorial 2 (FF2)
Product-Referent
Fractional R2, First-Hit, etc. | R2, First-Hit, etc.

and User-Referent
Attributes
(A2)

Factorial 1 (FF1)

Note: R?2, etc. denote the performance measures of respective models (pp. 106).
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TaBLE IX

PHASE II: EXPERIMENTAL DESIGN FACTORS FOR SEGMENT-LEVEL ANALYSES

Segmeritation Number of Clusters Type of Attributes and Factorial
Design of Stimulus Set
Method (A1, A2, FF1, and FF2 Pooled)
Hierarchical ‘
, 3 Clusters R2, First-Hit, etc.
Clustering
HIC
(HIC) 4 Clusters R2, First-Hit, etc.

Non-Hierarchical

' 3 Clusters R2, First-Hit, eltc.
Hard Clustering
NHC
(NHC) 4 Clusters R?, First-Hit, etc.
Fuzzy Clustering > Models with R2, First-Hit, etc.
3 Clusters '
(FUC) 5 Models with ) .
R2, First-Hit, etc.
4 Clusters

Note: R?2, etc. denote the performance measures of respective modelsi (pp. 106).
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Ist Replication =~ ——> time line ——> 2nd Replication

where

Rl Al1FF1 OSl1 RI11 AlFFl  OS3
(Gl 0Cl1 (G3) 0C3
ODl1 OD3
OHI1 OH3
R12 AlFF2 0S84
(G4) 0C4
OD4
OH4
R2 A2FF1 082 R21 A2FF1 OS5
(G2) 0oC2 (G9) 0C5
OD2 ODS5
OH2 OHS5
R22 AlFF1  0S6
(G6) 0Cé6
OD6
OH6
Figure 8. Design Layout Concerning Administration of Measurements.
R denotes random group assignment of subjects to treatments with
groups in brackets as applied in the results section of Chapter IV,
Al s the product-referent or technical attribute set,
A2 is the mixed (user-referent and technical) attribute set,
FF are fractional factorials,
OS are the observations of self-explicated measures,
OC are the observations of conjoint stimulus evaluations
OD are the recordings of demographic variables, and
OH denote the observations of holdout stimuli.




3.3.2 Research Variables of Phase I

Selection of Product

The product chosen for evaluation in this study is a laptop, notebook, or portable
computer. It is a tangible, durable business and consumer product which may
reasonably well be characterized as a high-involvement product where the assumption
of compensatory decision rules are well-documented in the consumer research
literature. It is relatively new and complex, is still relatively expensive, and satisfies
diverse customer needs. These different needs may provide favorable conditions for
divergent benefits attributed to the product’s characteristics, These different benefit
attributions expressed in different part-worths may then be yseful candidates for
segmentation strategies. Furthermore, many young people and especially current
student population are quite familiar with at least its immobile counterpart, a desktop

computer.

Part of this study’s research objective is to examine the question if conjoint analysis is
also a valid measurement tool for an as innovative, technically complex, and rapidly
evolving consumer product as notebooks are. These product characterizations are
accurate for an increasing number of technologically oriented consumer products, as
for instance in consumer electronics. Familiarity with these innovative products is not
as high as with some other technical products, for example cars, or as with many non-
technical products, as for instance food, beverages, or apartments. However, some
familiarity with the product must be present in order to keep the assumption of

compensatory decision rules as good approximators of the customer decision process.
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While more innovative products or truly new product categories, like for instance
PDAs mentioned in the introduction, may provide a better basis for divergent
customer segments, low familiarity with the product may lead to dec{isiog strategies

R
that are not attributable to product characteristics but to the consumer or referent
others, as for instance family members, friends, or colleagues. A pretest concerning
the importance of decision criteria in determining the purchase likelihood for laptop or
notebook computers increased confidence that the product evaluation is not based on

referent others but mainly on product characteristics. Details of the pretest are

provided in Appendix I.

Finally, a laptop is a technical product, the characteristics of which can be described
with mainly monotone attribute levels. This is an important characteristic, as conjoint
analysis works best where consumption decisions are based on value attributions
towards particular product characteristics, in contrast to purchase decisions that are
made wholistically, as for example on the basis of aesthetics. As interactions with
computers in business and private life are ever more inevitable one needs to know how
people make value judgments for these products as opposed to less technical products,
and one needs to know in which contexts a particular measurement model is
applicable for marketing purposes. Therefore, a laptop or notebook computer satisfies

the major criteria for inclusion in this study.

Selection of Attributes and Levels as Independent Variables

For conjoint analysis to work it is important to understand the decision problem and its
environment faced by target individuals. It works best when all key determinant
decision attributes are identified. However, the inclusion of particular attributes is

always an uneasy compromise between strifing for completeness of the relevant
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decision criteria and keeping the evaluation task in line with respondent capabilities.
Furthermore, decision attributes should be as amenable to managerial manipulation as
possible, i.e. they should be actionable and measurable. Therefore, the trade press was
perused and informal interviews were conducted with computer users and non-users to
identify relevant decision criteria. Additionally, one informal interview was
conducted with sales reps and the manager of a local computer store. This information
was then condensed and attributes and their respective levels were chosen so that they
denoted broad categories of choice criteria. Levels were chosen so that metric
variables comprised the extreme values of current, most widely available real
products. Levels of metric attributes were evenly spaced, and nonmetric levels were

chosen to imply an order.

A pretest was conducted to elicit the stated importance of ten candidate attributes with
the intention to narrow down this list to about six to eight at two or three levels which
is considered to be a good balance between demands for conjoint design and realism
of respondent task before one may experience simplified decision strategies. The
pretest also encouraged to state criteria a respondent would use but that were not
included in the importance ratings. Additionally, one control variable, familiarity with
the product class, was rated, and another control, the order of questions on the
questionnaire, was obtained. Based on the results of the pretest, it was decided to drop
only one attribute from the final list, add one technical attribute that can be exchanged
with the non-technical attribute, and keep the other nine (9) attributes for the main
study. Additional idiosyncratic decision criteria obtained with the last question on the
pretest questionnaire resulted in no discernible broad categories in addition to the

stated ones that may have been overlooked.
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This yielded eight (8), respectively nine (9), technical or product-referent attributes,
and one (1) user-referent attribute. A check for order effects in the questionnaire items
did not reveal significant effects, though some may be considered borderline cases. A
check for the presence of negative attribute correlations did not reveal severe
conditions. The presence of nominal and metric types of attribute levels may have
indicated increased potential for interaction effects. However, this could only be
confirmed in tests in the main study (actually, interactions were not significant on the
group level; cp. Chapter 1V), and was screened for in plots of attribute level utilities
against each other. Finally, a covariance analysis was conducted using familiarity
with the product class in order to elicit this ancillary variable’s potential for revealing
differentiating benefit attributions of respondents (i.e. act as a control variable for
consumer differences), and thus serve as a segmentation base. Though not significant,
a visual inspection suggested a potential for those controls to serve as useful
segmentation bases. Details of the pretest and related analyses are provided in
Appendix I. Table X on page 99 provides an overview of the attributes and levels

used for this study.
Dependent Variable 'Purchase Likelihood'

Purchase likelihood was obtained on a rating scale ranging from O (definitely would
not buy this notebook computer) to 100 (definitely would buy this notebook
computer). Respondents were asked to imagine they were in the situation of
evaluating different laptop computers for future purchase as their own computer. It
was obtained by asking respondents to rate a product profile by distributing a number
of points ranging from zero (0) to one hundred (100) to the profile being evaluated,
denoting his/her stated likelihood of purchase for the given attribute level

combinations describing one specific stimulus (i.e. laptop computer). Likelihood of
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purchase was chosen over preference or desirability because it is assumed to be the
better term to denote preference with respect to a buying situation (i.e. reminds
respondents of the situation in which the evaluation takes place) and thus nearer as a
surrogate to market behavior than the latter two terms (see also Green and

Schaffer 1991, p. 477).
Ancillary Variables

The following ancillary variables as candidates for potential covariates and their
respective scale types are included in the study: Familiarity with the product class
(category rating scale), time to complete the experiment (minutes from start of the
experiment), perceived difficulty of the evaluation tasks (category rating scale), gender
(binary), age (number of years), year as undergraduate (freshman, sophomore, junior,
senior) or graduate, years of work experience, computer ownership (no-yes[years]),

computer usage and experience (number of years).

As it was possible in this study to identify respondents, some desirable ancillary
variables that are commonly found to provide good differentiators among individual
consumption behaviors (for segmentation) were not recorded, as for instance
demographics like income, or psychographic construct items to identify lifestyles: the
danger of biased answers did not make it worthwhile (Montgomery 1986; however,
cp. increased predictive accuracy of combined attribute, i.e. conjoint, and LOVs, i.e.
list of values, models in a recent study by Sukhdial, Chakraborty, and Steger 1995,
Fig. 1, p. 16). Familiarity is included because familiarity with the product class is
assumed to be directly related to ability of performing the respondent task, and, in its
absence, responsible for high variance in the ratings or breakdown of the conjoint task

(for a distinction between familiarity and knowledge and its significance for
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performing value judgments see Alba and Hutchinson 1987). Familiarity, as well as
other demographics collected can reasonably be assumed to be non-biased responses,
given that the experiment was confidential, though not anonymous. A similar
justification is provided for recording of perceived difficulty of the evaluation task.
Due to data collection procedures as self-administered questionnaires and due to many
missing values, time to complete the experiment is judged to be too unreliable to
provide sufficient basis for segmentation. It was dropped from subsequent analysis
though it may indicate outliers in terms of care with which the evaluation task has
been performed. The rest of above ancillary variables, as well as familiarity, are
conjectured to provide a reasonable basis for user-related and product-experience-
related segmentation, and were used to cross-tabulate with the HIC segments found.
However, no significant differences were identified. Therefore, no further cross-

tabulations were performed.
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TABLE X

OVERVIEW OF ATTRIBUTES AND LEVELS USED IN CONIOINT STUDY

Attribute Levels Characteristics
(Visualization)
1.(D) Weight 9 pounds? monotonic; metric
i 7 pounds
5 pounds?®
2.(E) Screen Size 8.4 inch (diagonal)? monotonic; metric
9.4 inch (diagonal) (show sheets of paper
10.4 inch (diagonal)? in actual size)
3.(C) Display Type Monochrome nominal
Color
4. (H) Base Price $ 35000 monotonic; metric
$ 2500
$ 15002
5.(B) Keyboard Size Smaller than regular size nominal
Regular size
6. (F) Battery Life 3 hours? monotonic; metric
5 hours
7 hours?
7.(A) Performance/Speed Comfortable for word- ordinal
processing
Fast for big spreadsheet
and imaging
8. (G) Feature Load No additional features? ordinal
Expansion slots for key-board,
monitor, others
Faxmodem, CD-ROM, ¢x-
pansion slots for key-board,
monitor, others®
9.(I) Pointing Device Mouse? nominal
Trackball
Trackpad or other?
10. (I) Firm Reputation No-name? nominal

(Brand)

Store brand
Well-known brand#

=

100).

99

Levels used for the 2-level extreme design of the holdout product profiles.
(.) Letters in brackets denote attribute order before randomization, and as identified in the model form.
2. Figures in front of atributes indicate their order on the questionnaire (and thus the reverse order,



3.3.3 Research Variables of Phase I

This study uses four independent variables and three, for some tests five, dependent
variables of major importance. The independent variables are type of attributes (A1,
A2), type of factorial design (FF1, FF2), model type (SE, TC), and segmentation
method (HIC, NHC, FUC). The dependent variables are the coefficient of
determination (R2), the adjusted form of R2 (Adj R2), root mean squared error of
prediction (RMSE), Pearson’s product moment correlation coefficient (ryy ), and first
choice hit rate (First-Hit) as surrogate measures of predictive performance (purchase
likelihood). In addition, several ancillary variables were measured as potential
covariates. They are explained subsequent to product attributes for the traditional (i.e.

the base) conjoint experiment.
Independent Variables

Type of Attribute Set.

There are two types of attribute sets to be evaluated, A1 and A2, which differ in the
types of attributes used to describe the product. The number of attributes (nine per
stimulus description) and the levels within attributes (two or three per attribute) remain
the same for both sets. This results in two 2336 factorials of possible product
descriptions, i.e. a total number of 5,832 possibilities per attribute set. Obviously,
market researchers may only have a fraction of this number of possible stimuli be

evaluated by respondents.

A1 denotes the set with solely technical product attributes to describe the dimensions
on which the product is evaluated by the customer. It contains attributes A to I of

Table X (page 99) which are solely product-referent or technical product descriptions.
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A2 is the type of attribute set which has one technical attribute replaced by a user-
referent attribute, i.e. the attribute 'pointing device' is replaced with the attribute 'firm
reputation’. Attribute levels of both sets contain metric, ordinal, and nominal types of
scale values, i.e. monotonic and nonmonotonic attribute levels. Exchanging only two
attributes with the same number of levels (three) and the same type of scale (nominal),
and holding everything else constant, ensures that no other influences emanating from
the attribute set on the evaluation of the product is confounded with a manipulation of
the type of attributes used (i.e. except for influences from outside the attribute set, for

example differences from random grouping of respondents).

A pretest of the importance of two user-referent attributes, 'firm reputation’ expressed
in a brand name, and the 'importance of what others think of a laptop’ (concerning the
stimulus description) for the respondent’s own decision, revealed that possible buyers
do not regard referent others” opinions as important in making a purchasing decision
for laptop computers. However, firm reputation, i.e. what the user thinks about the
source of the product, was rated as an important decision attribute 6. This justifies the
inclusion of 'firm reputation’ as the attribute manipulation for testing the influence of
type of attribute on value structure (i.e. part-worths) and prediction. It is, at the same

time, a test of the assumption of independence from irrelevant attributes (11A).

Type of Factorial Design.

The variable type of factorial design has two dimensions: fractional factorial number

one (FF1) and fractional factorial number two (FF2). They differ in the specific

The overall importance of referent others was rated lowest in influence on the decision (2.33 on a
category rating scale from 1 to 5), with the next lowest overall importance rating of 3.26 for
weight of a notebook computer. The firm reputation, expressed in its brand name, had an overall
importance rating of 3.63. Thus, permutation is not with the least important attribute(s), as in the
study of Reibstein, Bateson, and Boulding (1988, p. 275), but with the onc having exactly the
medium importance rank (5 out of 9). For details of the pretest sec Appendix [.
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fractional factorial used, but they do not differ in their confounding structure. The
specifics of these fractional factorials are provided together with a discussion of
derivation of the stimulus sets for the conjoint experiment in later sections of this
study. This manipulation allows for estimation of the magnitude of influence exerted
by the specific fractional factorial design on the estimation of value structure and on
predictive capability. Specifically, it allows to partition error in estimates in those
resulting from sparseness in the design of the stimuli, and in error from judgments of

the respondents.

Type of Model.

The variable type of model has two dimensions: the self-explicated model (SE), i.e.
part-worths or component values of attribute levels are obtained through direct
elicitation methods as for instance through ratings, and the traditional conjoint model
(TC) which derives part-worths for each individual based on his stated overall value
judgments for a set of stimuli. The self-explicated model is specified with

equation (E3.1.3) on page 81, the traditional conjoint model in its additive form is
specified in equation (E3.1.4) on page 81, and the latter”s extension to a multilinear
form is given by equation (E3.1.9) on page 83. The decision which traditional
conjoint model to apply in this study is (partly) determined by the fractional factorial
design layout and its respective confounding structure (limiting the number and types
of interactions possible in the model, i.e. the upper bound), and by the empirical data
which are used to test for the presence of particular interactions. Only after these
estimations and tests can the appropriate traditional conjoint model form be
determined. An additive, main-effects model constitutes the "lower bound" of
traditional conjoint model form. In accord with Bateson, Reibstein, and

Boulding (1987) it is agreed in this study that only the self-explicated model form
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establishes (convergent) validity (a full discussion of this issue is provided in section

2.6 of this study).

Actual codes for model forms used in the tables and figures of this study are as follows

(please, refer to the letters in brackets of Table X on page 99):

iAxD: Interaction of attribute A (Performance / Speed; ordinal scale) with attribute D
(Weight; ratio scale);

iBxD: Interaction of attribute B (Keyboard Size; nominal scale) with attribute D
(Weight; ratio scale);

iCxD: Interaction of attribute C (Display Type; nominal scale) with attribute D

(Weight; ratio scale);

All of these attribute interactions are substantively plausible, as an attribute with a
nominal or ordinal scale interacts with an attribute that has a metric scale. In the
pretest, only interaction iAxD was revealed as possibly necessary due to negative

attribute correlations.

Segmentation Method.

Three (benefit) segmentation methods are examined in this study: a hierarchical
cluster segmentation method (HIC), non-hierarchical hard clustering methods (NHC),

and fuzzy clustering methods (FUC). These are a posteriori approaches to clustering.

In the traditional a priori two-stage segmentation approach subjects are clustered into
segments on the basis of characteristic variables of the respondents, for example
demographics, psychographics, and other distinguishing characteristics (potential
covariates). The choice of a priori segmentation bases is a question of managerial

judgment based on prior experience, theory, or objectives, and not merely a question
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of method performance, as the meaningfulness of segments is dependent on criteria
such as reachability, substantiality, and actionability of the segments chosen, to name
a few. After clustering, the conjoint model is estimated at the segment level, resulting
in segment-level part-worth estimates. The results of this method are dependent on the
goodness of the managerial hunch, as well as on the appropriateness of the selected
variable(s) to covary with value attributions to products. This approach is not pursued

further in this study.

In a hierarchical cluster segmentation method (HIC), first a traditional individual-level
conjoint model is estimated. Then, subjects are clustered hierarchically either on the
basis of their stated preferences, i.e. their overall value judgments for a profile, U(x,
X2, ..., Xj, ..., Xm), the (stated) criterion variable in the equations, or on the basis of
respective part-worths, i.e. benefits attributed to a number of aitribute levels.” At the
second stage, part-worths are re-estimated across respondents within each of the

resulting segments.

In non-hierarchical hard clustering segmentation methods (NHC) a traditional
individual-level conjoint model is estimated as with HIC. Then, subjects are clustered
on the basis of stated preferences (or other attitudipal measure towards the product
profile), or on the basis of respective part-worths, and then part-worths are re-
estimated on the segment level. However, Wedel and Kistemaker (1989) have
proposed an approach that estimates segments and optimizes segment performance
using an exchange algorithm. An alternative approach proposed by Helsen and Green

(1993) is to re-cluster using different k cluster seeds and choose the number of clusters

One may also think about clustering on the basis of importances, but importances are derived from
benefit attributions and are therefore only indirect measures of attribute (level) utilities. Thus, this
possibility is not explored in this study.
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that gives the best estimate on the performance measure. This is the approach pursued

in this study.

In fuzzy clusterwise segmentation methods (FUC) fuzzy segments, i.e. segments in
which subjects may have only partial membership, are estimated using an iterative
weighted least squares method. The partitioning of subjects into clusters with partial
membership forces partial membership values of subjects in different clusters to sum
to unit value, which is not the case in Hagerty’s factor solution. The fuzzy c-means

clustering method is applied, here (Bezdek 1981).
Dependent Variables

The impact of variations in conjoint methodology (type of attribute set, fractional
factorial design, conjoint model form) and segmentation method (HIC, NHC, FUC)
with according segment-level benefit estimation on surrogates for prediction of market
choice (i.e. purchase likelihood) is assessed. Ancillary measures were collected as
potential covariates and potential a priori segmentation bases. These were explained

subsequent to product attributes for the traditional (i.e. the base) conjoint experiment.

When evaluating performance of conjoint models to measure customer value
(structure) we want to choose those methods or procedures, and those models that are
most reliable and valid with respect to specific managerial objectives. Unfortunately,
as has been demonstrated in section 2.6, there is no such universal measure of overall
"goodness-of-fit", reliability, or validity. Rather, different measures allow evaluation
of performance from different perspectives, or for different purposes. This is an issue
of relevancy of methods which cannot be answered objectively but only subjectively
within the triangle dependencies of the research objective(s), i.e. the problem and its

representation, the researcher, and the problem context, i.e. the environment or
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environmental conditions. Therefore, this study employs several (surrogate)
performance measures for prediction of market preference and choice behavior to
answer the research questions. They may be classified into absolute, incremental, and
parsimonious fit and performance measures based on the calibration and/or holdout
samples. The following paragraphs present these measures and provide rationales for

inclusion in this study.

Absolute fit and performance measures determine the degree to which the overall
model predicts the observations. These measures are most meaningful in comparison
with those obtained through alternative models, or with additional information about
the observations (e.g. together with standard deviations) that puts the measures”

magnitudes into perspective.

Root Mean Squared Error (RMSE).

The root mean squared error (RMSE) between stated and predicted purchase
likelihood is calculated for a holdout sample of product profiles. Additionally, RMSE
between stated and prédicted purchase likelihood is calculated for the calibration
sample of profiles as an internal consistency check (i.e. remaining magnitude of error

or lack of fit of the conjoint model):

K
Z(Yk - ¥)?
k=1

RMSE = N

where K denotes the number of observations/predictions, i.e. profiles,
Yk denotes the actual response,
Y denotes the prediction of Yy , and

N  denotes the number of respondents.
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Purchase likelihood is a rating scale ranging from 0 (definitely would not buy this
notebook computer) to 100 (definitely would buy this notebook computer). The
RMSE is useful as all responses of an individual are on the same scale, and exhibit the
same response pattern (e.g. "averager,” or "extremist”). Though no threshold level
may be established for "good" or "poor" remaining error per se, one may assess the
practical significance of the magnitude of the RMSE when comparing it to the
calibration sample and the magnitude of the scale (0 to 100 in this study). Details of
elicitation of judgments are provided in the section about data collection and

experimental procedures.

Pearson’s Product Moment Correlation Coefficient (ryy ).
The Pearson product moment correlation coefficient (ryy ) measures the strength of

linear association between variables. It is calculated as:

Di = %i)yi - i)

Iy = '
\/E(Xi - %P D (yi - Fiy

, for all observations i and two samples X and Y.

Its property of being dimensionless allows for easy comparison across subjects.
However, curved relationships between variables, no matter how strong, need not be
reflected in the correlation. The same is true if data is clustered, and though the
clusters show strong correlation within each. Also, ryy and OLS regression are not
resistant, i.e. influential observations or incorrectly entered data points can greatly
change the measure. Therefore, correlations should be evaluated together with
scatterplots of the calibration sample, as has been done in this study. Just as

calculation often adds to the information provided by a scatterplot, a plot is essential if
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calculation is not to be blind and misleading. Examples of scatterplots of model
observations and predictions, and associated performance measures are provided in
Appendix V. A major problem with ryy in most conjoint analyses remains the fact
when the number of parameters is close to the number of profiles rated, ryyl will
artificially inflate the correlation between observed and estimated scores of the
calibration set of profiles due to overfitting. As this is no problem for the holdout
sample, only those correlations are compared. Additionally, error degrees of freedom
in this study are eleven (11) and nine (9) for individual-level models which should be
enough to exclude distorting influences on ryy via too few degrees of freedom for
error. Another caveat is appropriate when correlations based on averages are applied
to individuals: usually, these (average) correlations are too high. Finally, in tests that
use the correlation coefficient ryy , and those coefficients show non-marginal
differences (i.e. high variation among coefficients), it may be a problem that ryy is not
interval-scaled. Therefore, in these cases, Fisher’s z-transformation of ryy i$ applied in
order to transfer the scale of ry into an interval scale, except for at the extreme ends.

Fisher’s z-transformation is calculated as:

1 l4r
() =3 (7552 )

First Choice Hit (First-Hit).

The first choice hit rate (First-Hit) is calculated as a percentage of correctly predicted
choices for a holdout sample of sixteen (16) profiles, arranged into four (4) sets of four
(4) product profiles per set:

Count of Correctly Predicted Choices

First-Hit = —— e 5T Possible Choices
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First-Hit is calculated because ryy takes all choices into consideration, and in a sense,
dilutes the direct relevance to the marketer of a product whereas the first choice hit
rate is a more direct measure of market choice. After all, the typical customer will
ultimately pick only one brand among the many available in the marketplace. For the
prediction of First-Hit, value maximization is assumed as the choice rule, as opposed

to rules like BTL or logit transforms3.

Incremental fit and performance measures compare the performance of the proposed
model to some baseline model} most often referred to as the null model. The null
model should be some realistic model that all other models should be expected to
exceed. In most cases, the null model is a single-construct model. In our case of

prediction this is simply the overall mean without regard to any effects.

Coefficient of Determination (R?).

This coefficient is calculated as follows:

Sum of Squares for Model (with Effects)

2 -
R%= Sum of Squares for Mean Model (w/o Effects)

R2 between stated and predicted purchase likelihood is calculated for the calibration
sample of profiles as an internal consistency check (i.e. goodness-of-fit of the conjoint
model). R? estimates the proportion of variation in the response around the mean that
can be attributed to terms in theé model rather than to random error. It is also the
square of the (Pearson product moment) correlation ry, between actual and predicted
response. For a derivation of this equivalence cp. Pedhazur 1982, esp. p. 21 and

equation (2.18), or Moore and McCabe 1989, pp. 203.

The BTL (Bradlpy-Terry-Luce) imodel computes the probability of choosing a profile as most pre-
ferred by dividing the profile s utility by the sum of all sample profile utilities. The logit model is
similar to BTL but uses the natural logarithm of the utilities (SPSS, Inc. 1994, p. 32). Most appli-
cations of First-Hit, though, uselvalue maximization (Wittink, Vriens, and Burhenne 1994, p. 47).
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Parsimonious fit and performance measures relate some goodness-of-fit index of the
model to the number of estimated coefficients required to achieve this level of fit. The
basic objective is to diagnose whether model fit has been achieved by "overfitting" the
data with too many coefficients. Their use, in most instances, is limited to

comparisons among models, rather than to statements about substantive findings.

Adjusted Coefficient of Determination (Adj R2).

This measure is caiculated as:

Mean Square for Model Error
~ Mean Square for Mean Model

AdjR2 =1

Adj R? adjusts R? to make it more comparable over models with different numbers of
parameters by using the degrees of freedom in its computation of the mean squares. It
is calculated between stated and predicted purchase likelihood for the calibration
sample of profiles. With correlations for the holdout samples and appropriate
transformations, R? and Adj R? measures can be compared for external validity.
Despite the other performance measures available, R2 is calculated to reveal the

magnitude of an effect, here, by comparing differences in variance accounted for.

3.3.4 Construction of Stimuli

The construction of the stimulus profiles involves a number of preliminary
considerations. First, the number of attributes and levels in Table X on page 99 allows
for 2336 factorials of possible product descriptions, i.e. a total number of 5,832
possibilities per stimulus set. This number must be reduced to a set of profiles
manageable for respondents. Green and Srinivasan (1978, p. 109) suggest an upper
bound of about 30 profiles in commercial studies, and some more for student

respondents (see also Louviere 1988, p. 58). Second, with nominal scales for attribute
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levels, it is desirable to estimate not only the main effects, but also at least selected
two-way interactions (Louviere 1988, p. 58). The issue is whether predictive accuracy
would be better with interactions because of increased realism or worse because of
decreased degrees of freedom (DFs), increasing bias in estimation. Third, in order to
obtain useful results and be able to perform desired tests, one replication is necessary
in this study. Fourth, how can the evaluation task of the holdout sample of profiles be
made easier after respondents performed the calibration task (to alleviate possible
fatigue) ? Fifth, only an orthogonal design gives unbiased estimations (Johnston 1984,
p. 172; Louviere 1988, p. 61), though corrections are possible (cp. Addelman 1962,
Appendix B, Pedhazur 1982, pp. 371).

Given the objectives of the study to test for effects of two different fractional factorial
designs on estimation of conjoint model on the individual level, and given above
considerations, three different fractional factorials are necessary: FF1 and FF2 to test
for the effect of the fractional factorial chosen, and one fractional factorial for the
holdout profiles. FF1 and FF2 are two different Resolution IV fractional factorial
designs with selected interactions obtained from Addelman (1962 ; also in Connor and
Young 1961, p. 40 and Green, Carroll, and Carmone 1978).? Respondents evaluated
27 profiles of the 2336 factorial. The estimation of main effects (not confounded with
two-way interactions, but with higher ones assumed to be zero) uses up sixteen (16)
degrees of freedom (DFs; incl. the intercept), leaving eleven (11) for selected two-way
interactions. Given Johnson, Meyer, and Ghose s (1989) finding that negative
correlations between attributes (in contrast to positive correlations) might pose a
problern for conjoint experiments, and given the finding of the pretest that only one

two-way attribute correlation (between weight and performance) was negative, the

9 A more detailed discussion of obtaining the two fractional factorials is provided in Appendix 1V/4,
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assignment of attributes to design columns was chosen so that this possible interaction
between weight and performance could be tested, as well as selected positive ones.
For the holdout sample of 16 profiles, an easier to evaluate Resolution III (extreme)
design (in the three-level case) was chosen including only the two (2) extreme levels
per attribute. The respective coding structure for FF1, FF2, and the holdout (HF) is

provided in Appendix IV.

3.3.5 Data Collection
Sample

Subjects for this study were sampled from the business school of a medium-size
Northwestern university. Participants were undergraduate and graduate students out
of seven (7) different classes; six (6) in marketing and one (1) in organizational
behavior with marketing topics. This should have yielded somewhat homogeneous
respondents with respect to the measurement environment, at least in their pursuit of
educational achievement and possibly in their attitude towards surveys, and their state-
of-mind towards the measurement object (i.e. laptop computers; for an examination of
state-of-mind effects on the accuracy of value measurement cp. Wright and

Kriewall 1980). Final sample size reached 117 useful responses on a voluntary basis.
Some respondents had to be deleted because of missing cells or inability or
unwillingness to (completely) perform the task (DeSarbo, Wedel, Vriens, and
Ramaswamy 1992, p. 284 found only 2 respondents out of 48 to be unable or
unwilling to perform the task). This yielded in between 432 (16 profiles

x 27 respondents for group G3) to 480 (16 profiles x 30 respondents for the other
groups) observations per group as the basis for calculating group (average)
performance measures R?, Adj R? , RMSE, and ryy , and it resulted in 108 (4 x 27) to
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120 (4 x 30) observations for First-Hit (cp. timely design of administration of data

\
collection in Figure 8 on page 92).

Students are considered to be an appropriate target population for this study. They are
usually at least somewhat familiar with computers, and may be considered amor.‘lg the
target population of buyers of notebook computers. Virtually every notebook |
computer manufacturer for the consumer and small business market provides
educational discounts or other financial incentives for student buyers. Additionally,
students may be considered reasonably interested in the product class to carefu]lj‘y
conduct demanding data collection procedures without adequate financial |
compensation. In particular, a convenience sample of students is justifiable, given that
the purpose of this study is to investigate effects of simultaneous methodo]ogical1
variations and subject grouping without necessarily generalizations to a larger |
population. Finally, in a number of conjoint studies with student samples and samples
taken from a different target population at a later time, no serious unexpected neg‘;ative

or contradictory effects are reported. !0 |

Administration

An overview of the design layout concerning administration of measurement is
provided in Figure 8 on page 92. Respective groups and observations as they are
identified in the results section are provided in brackets in the subsequent presenfation.
Two sessions were conducted with each individual which necessitated recording bf an
identification variable, the student’s name and class number. For the first session‘l (1st

\
replication), subjects were randomly assigned to two groups, R1 (G1) and R2 (G2),

10 While comparisons between these two populations never changed substantive findings, on
average, i.c. over all the treatments, students showed generally higher reliability than
representative samples of the population (Reibstein, Bateson, and Boulding 1988, p. 284).
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which differ in the type of attribute set they evaluated (Al or A2). Both groups,
however, evaluated the attribute sets on the same fractional factorial design (FF1). For

each group four types of observations were recorded:

(1) Self-explicated desirability ratings of attribute levels, and ratings of attribute
importances anchored with respective best attribute levels (OS; for a rationale
for anchoring of importances cp. Srinivasan 1988, p. 296).

(2) Conjoint ratings of product stimuli (OC).

(3) Recording of demographic variables (OD).

(4) Holdout sample ratings of product profiles and first choice out of four (4) sets of

four (4) stimuli per set (OH).

In the second replication, subjects of the former groups R1 and R2 (G1 and G2) were
again randomly assigned to two further groups within the first group assignment,
resulting in a total of four groups (R11, R12, R21, and R22; identified as groups G3,
G4, GS, and G6 in the results section of this study). The treatments now varied in the
type of fractional factorial used (FF1 or FF2) for the first two groups (R11, R12;
respectively G3, G4), and in the type of attribute set (A1, A2) for the second two
groups (R21, R22; respectively G5, G6). This arrangement is necessary in order to
isolate effects of reliability over time from effects of reliability over attribute set, and
reliability over stimulus set without resorting to solely between-subjects comparisons.
Details of the analyses are provided in the subsequent section. For each group, all four
(4) types of observations of the first replication were also recorded in the 2nd
replication. Though only three types of observations in the 2nd replication are needed
for the analyses (OS, OC, OH), the additional recording of demographics allows for
reliability checks of responses which should not differ from the first responses, and

which are usually assumed to be very reliable over a variety of measurement
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conditions. Data, again, was collected with'a self-administered questionnaire. The
experiment was confidential though not anonymous, i.e. student’s name and class
number served as the matching code for repeated measurements, which was later

recoded into a unique respondent number (SID).

3.3.6 Analysis

The main objective of this study is to test relative influences of

» selected methodological variations of conjoint analysis and

e segmentation methods (i.e. grouping|of subjects)
on customer value structure, and in particular concerning changes in predictive
accuracy. This is accomplished by testing hypotheses suggested by the literature
review and accompanying research questions (section 3.2 on page 86). The
hypotheses pertaining to the first four research questions test influences of type of
attribute and factorial design on predictive accuracy for individual models, as well as
their relative performances. Hypotheses pertaining to research questions number five
(5) and six (6) test relative influences of different conjoint models on predictive
performance for segment-level models, and research questions number seven (7) and
eight (8) do not lend themselves to hypothesis testing but are subject to interpretation

of test results in prior stages of this study.
Phases I and I1

For the following discussion, please refer to the overview of study objects in Figure 9
on page 118. In Phase I of the analysis, individual-level multiattribute preference
models were estimated for self-explicated level desirabilities and importance ratings,

and the conjoint task, based on OS and OC, respectively. This yielded six (6) different
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groups of SE and TC models with exposure to different methodological factors
(attribute set, fractional factorial, and time), and with respective part-worth utilities for
each individual (i.e. individual value structure), subsequently denoted as PW 1 to PW6.
In addition, within each group, four (4) different TC models were estimated, one (1)
main effects model, and three (3) different models with one two-way interaction,
resulting in a total of five (5) different preference models per individual in a group.
Therefore, a total of 1170 individual preference models were estimated in this phase
(i.e. 117 respondents x 2 replications x 5 models). Accordingly, overall utilities were
predicted and performance measures were calculated, as for instance first choice hit
rates, with these models using the stimulus profiles of the holdout samples (OH). For
the TC models, R? and adjusted R? were calculated for the calibration profiles,
yielding R? and adjusted R2 for all six calibration groups (i.e. TC-R21 to TC-R26,
averaged over the individuals in the group). Accordingly, R?, Pearson’s product
moment correlation coefficient ryy , Fisher’s z-transformation of ryy , first-choice hit
rates (First-Hit), and root mean squared error (RMSE) for the holdout profiles were
calculated for all individual-level models. RMSEs were also calculated for TC

calibration profiles.

For Phase 11, the segment-level analyses, part-worth utilities derived in Phase I for
each individual by the overall best predictive TC model served as the inputs for the
benefit segmentation methods (HIC, NHC, FUC), yielding segments based on benefit
attributions to attribute levels. Then, part-worths were re-estimated for all segments of
all three types of segmentation methods with the conjoint model form of the input TC
modzl, predictions of the holdouts were performed with these segment-level conjoint
models, and performance measures were calculated for all three (segmentation) types

of models and all (117) observations in their respective three (3) or four (4) segments,
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denoted for instance as TAT-R21 to FUC-R24, or TAT-First-Hitl to FUC-First-Hit4. |
This yielded six values per performance measure in Phase I (after averaging and
weighting them over individuals for a particular model) in respective cells in Table
VIII on page 90, and up to fourteen (14) values per performance measure (7 cluster
models x 2 different numbers of clusters) in Table IX on page 91. An overview over |

study objects is provided in Figure 9 on page 118.
General Testing Procedures

Differences in R and Adj R? for different types of conjoint models cannot be tested
(though R? index can be tested for significance on its own, cp. Pedhazur 1982, \
pp. 57), but their magnitudes, their goodness-of-fits are evaluated according to |
guidelines provided in the Monté Carlo study of Umesh and Mishra (1990; goodness- |
of-fit, significance, and power are design-dependent). Differences in the other three |
(3) performance measures illustrated in section 3.3.3 (pp. 106; RMSE, Fisher’s
z-transformation of vy , and First-Hit) can be tested for significance with different

testing procedures.

With a little modification, these three measures can be tested for with one-way

ANOVA, testing the hypothesis that two sample means 1y and [, are indifferent:

Ho: My =H2; Hy o Wy =
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Phase I

Phase [}

Groups Model Types Measures
Label Size Benefits Performance
(Value Structure) (calib.) (hold.)
R1(Gl) 57 SE unscaled part-worths, n/a RMSE,
scaled part-worths (positive interval; Iy »
PWI,PW2, ..., PW6) 3, z (ryy ),
R2(G2) 60 normed importances (Imp1, Imp2, R2,
..., Imp6) First-Hit,
RI1(G3) 27 First-Hit
(mean
counts)
R12(G4) 30 TC main effects unscaled part-worths, « R2, RMSE,
(1x) scaled part-worths (positive and « RMSE Ixy
negative intervals, PW1, PW2, ..., o Adi ) Z (fxy ),
R21(G5) 30 PW6) . dR R
normed importances (Impl, Imp2, First-Hit,
R22(G6) 30 ..., Imp6) First-Hit
{mean
counts)
TC w/interaction
(3x)

Choose best TC
model; segment;
compile groups







Phase I

Choose best TC

model; segment;

compile groups

3-Cluster Oto HIC unscaled part-worths, + R2, s RMSE,
Segments 117 scaled part-worths (positive and e RMSE * Iy,
(cl toc3) negative intervals; PW1, PW2, .., . Adj Ri e z(rxy )
PWe6), . R2, ’
normed importances (Impl, Imp2, « First-Hit,
4-Cluster Oto ..., Impé6) « First-Hit
Segments 117 (mean
(cltocd) counts)
NHC
FUC
(calib.)= calibration set
(hold.)= holdout set
a@=  These two scaled (as well as the unscaled) part-worths are not comparable across types ot models, i.e. SE and TC.

Figure 9. Study Objects.







In order to test differences between two independent groups (two-group univariate
analysis), the better test is a t-statistic (a special case of ANOVA), though an

F-statistic is more common!!.

In order to test for differences among k independent groups, the appropriate test
statistic is the F-statistic resulting from ANOVA. These test statistics are only (at least
formally) valid if their assumptions are met, i.e. if the dependent variable is normally
distributed, and if variances are equal across groups. However, there is evidence that
F-tests in ANOVA are quite robust with regard to violations of these assumptions.
But these F-tests are sensitive to outliers and their impact on Type I error (Hair,
Anderson, Tatham, and Black 1992, p. 159 with additional references; p. 160)!2. Due
to the considerable time lag between the two measurements of each individual
(between two and four weeks), memory effects may reasorably be assumed to be
negligible, given the variations and difficulty of the evaluation task (Reibstein,
Bateson, and Boulding 1988; McCullough and Best 1979, who measured reliability
over time after two days, and with only three attributes in the profiles). Therefore,
tests do not include repeated measures ANOVAs. However, paired t-tests are

performed in Phase I and their results are compared to the F-tests in order to separate

I The t-statistic in this special case is preferred to the F-statistic because of its greater robustness
concerning violations of assumptions, i.c. deviations from normality and skewedness of the
distributions, as well as unequal group variances, though the ANOVA F-statistic is also quite
robust (Moore and McCabe 1989, p. 520, pp. 546, p. 565, pp. 568, and pp. 721; extensive
simulations may be found in Posten 1978). Other arguments for prefering the t-ratio over F are
provided in Pedhazur (1982, pp. 28), the most important of which is ability to calculate confidence
intervals. This ANOVA t-statistic is equivalent to an F-statistic with 1 DF in the numerator, and a
pooled error variance (12 = F; cp. Pedhazur 1982, p. 28). A paired t-test, however, uscs the
separate standard errors of the two groups and is therefore able to provide a more accurate test.

< Moore and McCabe (1989, p. 721) argue against formal tests for equality of variances, as these
tests suffer from similar deficiencies as those deficiencies they are testing for. Instead, they
suggest a general rule of thumb to compare the ratio of the largest group (sample) standard
deviation to the smallest group (sample) standard deviation. If this ratio is less than two (2) “the
results will still be approximately correct” (p. 7]22).



within-subject effects from between-subjects effects. Post hoc tests for multigroup
ANOV As to pinpoint exactly where significant differences lie were not of interest in
this study. However, multigroup ANOVA tests were conducted in order to determine

significance of differences in performance among segmentation methods.

RMSE:s can be used directly for significance tests concerning group differences on
methodological variations. ryy can also be used directly if individual-level correlation
coefficients are used, as is the case in this study, and these are tested on their means.
But, as paired t-tests are also used to separate individual from group differences which
necessitates an interval scale (i.e. with calculation of differences between scale
values), and in order to compare both types of tests, Fisher’s z-transformation of the
correlations of ryy are used for both types of tests. For First-Hit to be tested with
ANOVA, the test has to be performed on the mean counts of first choices of the
groups (cp. Green, Helsen, and Shandler 1988). For ryy and First-Hit there are also

more direct tests available.

Forryy atwo-tailed or one-tailed (if the direction of the difference can be
hypothesized in advance) two-sample z-test of significance may be conducted with

z (ryy ) values as data (cp. Boecker and Schweikl 1986, pp. 22 or Yamane 1973)!3.

The test statistic for two samples 1 and 2 is given as (Schaich 1977, pp. 209):

Fisher’s z-transformation on ryy is theorctically necessary because the raw ryys are not interval-
scaled (Bortz 1979, pp. 260; Hartung, Elpelt, and Klosener 1984, p. 549). However, Green,
Helsen, and Shandler (1988) report replications of their ANOVAs with Fishers z-transformation
without changes in the substantive findings, adding to the notion that ANOVAs are quite robust
with respect to violations of assumptions (t‘oolr;(;l(c) 4 on p. 395).
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where K is the number of objects” pairs the correlation index is based upon,:

Z’__.

and

n denotes the number of correlation coefficients.

For First-Hit, a z-test on proportions may be used with the following statistic

(Schaich 1977, p. 213):

_ Py~ Py
pi(l-p) P2(l-p2)
m I
where p  denotes the respective proportion, and

n s the number of responses on which the proportion is based.

A more common practice for a z-test on proportions under Hp: p; = p2, but with one

more calculation (i.e. pooling of proportions), is provided with (Moore and \

McCabe 1989, pp. 597):

PP
z =
1 1
S 1-5) =+
\/ p(1-p) (nl nz )
where p1,p2 denote respective sample proportions, and
p denotes the pooled estimate of p, i.e. the overall proportion of |

successes in both samples.

Both z-tests for First-Hit are based on the normal approximation to the binomial

distribution. Thus, as a general rule, this is valid when nypy, ny( 1-p) ), n2p2, na( 1--
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p2), mP,ni(1-p ), n2p, and na( I-p ) are all greater than 5 (Moore and

McCabe 1989, p. 596 and p. 598). Though these z-tests can be more powerful, they
are also more sensitive to deviations from the underlying assumption of normal
distributions. For a two-group univariate ANOVA with unequal cell sizes and small
cells (less than thirty observations per group), which may occur only for group R11
(G3), the t-statistic is adjusted to a t-distribution as proposed by Moore and McCabe
(1989, p. 541 and pp. 546; also Hines and Montgomery 1990, p. 304 and pp. 310;
known as Behrens-Fisher problem)!4. The last three more direct tests for ryy and
First-Hit did not yield substantial differences to the F-tests and paired t-tests
performed, though in general they indicated slightly higher significance, i.e. lower p-
values for treatment effects. Therefore, they are not reported, here. The specific tests
performed to answer the research questions are detailed in the last paragraphs of this

section.

As there is considerable confusion as to the proper application and meaning of tests in
conjoint analysis, some remarks about their use in this study seem appropriate. It is
well known that each test of significance is valid only in certain circumstances and for
specific assumptions, with properly produced data being particularly important.
Concerning the problem of choosing a level of significance, there is no sharp border
between "significant” and "insignificant," only increasingly strong evidence as the
P-value decreases (cp. Moore and McCabe 1989, pp. 485; Pedhazur 1982, p. 24).

There is no practical distinction between the P-values 0.047 and 0.051, and it makes

The two-sample t-statistic so common in ANOVA does not have a t-distribution because a
t-distribution replaces a N(Q,1) distribution only when a single standard deviation in a z-statistic is
replaced by a standard error. Here, two standard deviations are replaced by the corresponding
standard errors, which does not produce a statistic having a t-distribution. This, however. can be
remedied with appropriate adjustments, namely (1) with an approximation to a t-distribution by
adjusting the DFs from sample data, or (2) by taking a t” of the smaller group size (n-1) which

leads to a more conservative test (cp. Moore and McCabe 1989, p. 541).
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no sense to treat o =0.05 as a universal rule for what is significant!s, as it is also well
known that given a sufficiently large sample, the probability of rejecting the null
hypothesis is high. Rather, the researcher may first decide upon the: magnitude of the
effect, or relation, magnitudes of differences between means, magniltudes of treatment
effects, and the like that is to be considered substantively meaningful in a specific area
of research. Then, the level of significance (Type I error) and the desired power of the
statistical test (1 — Type II error) are selected. Often, however, even those
"meaningful” magnitudes cannot be determined adequately in advance (i.e. though
studies may have found significant differences, the spread around the parameter, the
confidence interval, may be too large to allow for precise figures, ori the figure may be
so small relative to other influences, that it may not be of practical relevance, cp.
Moore and McCabe 1989, p. 544). Moreover, meaningfulness is specific to a given
research area, and there are no generally applicable and no objective criteria for
meaningfulness of findings (for an extensive discussion of this topic|, see Cohen 1977).
Finally, researchers in the same research area may disagree about the meaningfulness
of a finding when they consider, for instance, the costs involved in obtaining it, or

when they consider mean differences of groups in light of individual variances.

In conjoint analysis, and one may conjecture in wholistic judgmentslof product
preference in general, the emphasis of analyses is not on tests of significance, but on
estimation of parameters which, admittedly, is not independent from each other.
Nevertheless, the analogy of judgments about the significance of effects in conjoint
analysis to judgments about the inclusion of additional parameters in stepwise
regression is also not quite appropriate. In stepwise regression, parameters are added

or removed depending on significance tests of adding or removing variables to the

15 For a conjecture why a significance level of oc = 0.05 is so universally accepted in science cp.

Moore and McCabe 1989, pp. 486.
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regression equation. However, in studies involving product preference and choice

behavior, removing or only altering unimportant attributes or insignificant parameters

changes the decision context, and was found to lower predictive accuracy (Green and

Schaffer 1991). The counter-intuitive finding that non-significant parameters

(associated with unimportant attributes) contribute to a significant improvement in

prediction!é suggests "unimportant” does not mean you are allowed to neglect or

ignore the parameter because of lack of significance or, conversely, because of lack of
power. Rather, there are two options as remedies for attaching too much importance
to statistical significance in this situation:

(1) Increase the significance level o to a level higher than 0.05; an increasing
number of studies use o = 0.1, and/or report actual P-values (e.g. Reibstein,
Bateson, and Boulding 1988, Table 2 on p. 281; Ostrom and Iacobucci 1995,
Table 2 and subsequent discussion) rather than reporting just significance with
special characters;

(2) Plot the data, examine them carefully, and report results with confidence
intervals, as a confidence interval actually estimates the size of an effect, rather
than simply asking if it is too large to reasonably occur by chance alone.

The first option can be done without methodological problems, while the second

option, estimation of confidence intervals, assumes equal variance among

observations, which may not always be a valid assumption in this study. Nevertheless,

both options are applied here.

16 Note that significance is here at two different levels, at the parameter level, and at the criterion

level, i.e. the whole model.
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Hypotheses and Associated Tests

Research Question # 1.

What is the influence of the type of attribute chosen for the evaluative task (i.e.
technical or product-referent attributes and non-technical or user-referent attributes)

on customer value structure and predictive validity ?

From the literature review, hypotheses for the attribute set may be stated as follows:

Hp: The inclusion of user-referent attributes in the attribute set does not increase

predictive performance.

HA: The inclusion of user-referent attributes in the attribute set does increase

predictive performance.

The hypothesis is tested with one-way ANOVA and paired t-tests in the form of
between-subjects and within-subjects group comparisons. This can be accomplished
in two ways (cp. Figure 8 on page 92). First, differences in prediction for groups R1
(G1) and R2 (G2) can be tested. Second, differences in prediction due to the attribute
set can be calculated by comparing group observations five and six (e.g. SE-RMSES
and SE-RMSES®) for all five types of models (SE, TC main effects, 3 models TC with
interactions). A repeated measures design allows for the isolation of error due solely
to the individual (i.e. measurements at different times), and error due to the treatment
effect (i.e. different attribute sets) leading to increased precision in the analysis
(Pedhazur 1982, p. 559). Therefore, the first comparison between groups R1 (G1) and
R2 (G2) is not performed. However, the comparison between R21 (G5) and R22 (G6)
is confounded with variations due to the time of administration. Therefore, the

variation due to time of administration is computed for the same group of individuals
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between observations two and five in order to gauge the variability due solely to time
of administration. Additionally, the variation due to the confounded effects of time
and variation in the attribute set is calculated for the same group of individuals
between observations two and six. While the former test constitutes a test of
reliability over time, the latter constitutes a test of reliability over attribute set. For
increased clarity, Table XI on page 131 at the end of this section provides an
overview over group comparisons for performing tests of hypotheses for Research

Question # | to Research Question # 3 with respective rationales.

Research Question # 2.

What is the influence of specific factorial designs, i.e. of specific combinations of
product attribute values, on estimation of customer value structure and predictive

accuracy ?

From the literature review, hypotheses for the stimulus set may be stated as follows:

Ho: The utilization of a specific fractional factorial design does not influence

predictive performance.

Ha: The utilization of a specific fractional factorial design does influence predictive

performance.

This hypothesis is also tested with one-way ANOVA and paired t-tests in the form of
between-subjects and within-subjects group comparisons. However, this can only be
accomplished in one way (cp. Figure 8 on page 92 and Table XI on page 131).
Differences in prediction due to the fractional factorial design are calculated for the

same group of individuals by comparing group observations three and four (e.g. SE-
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RMSE3 and SE-RMSE#4) for all five types of models. This comparison, again, is
confounded with variations due to the time of administration. Therefore, variation due
to time of administration is computed between observations one (Part R1 or G1) and
three (R11 or G3) in order to gauge the variability due solely to variation in the
different sets of fractional factorials used for construction of the stimulus profiles.
This constitutes a test of reliability over time, while the former test constitutes a test of

reliability over stimulus set.

Research Question # 3 .

How do type of attribute in the product profile and factorial design interact in their

influence on customer value structure for different models ?

From the literature review, no indication about the direction of this interaction for
predictive accuracy is obtained. One general suggestion is that differences due to
several methodological variations should cancel out. This leads to the following

hypothesis:

Ho: The interaction of differences in attribute set and specific fractional factorial

design does not influence predictive performance.

HA: The interaction of differences in attribute set and specific fractional factorial

design does influence predictive performance.

This hypothesis is tested using one-way ANOVA for performance measures and the
five types of models. However, in this case paired t-tests cannot be employed to
isolate effects due to time from effects of treatment interactions. Observations for

group four (R12 or G4) and group five (R21 or G5) are utilized to test this hypothesis
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(e.g. SE-RMSE4 and SE-RMSES). A test with observations for group four (R12 or
G4) and a subsample of observations for group two (R2 or G2), however, will not
allow for isolation of effects due to time and group assignment. If the former
(between-subjects) test can be interpreted as a test for the interaction effect of attribute
set and factorial design variations, or if time and randoni group assignment may be
cayses of possible deviations depends on the outcomes of tests pertaining to research

questions number 1 and number 2.

Research Question # 4.

Which individual-level model for customer value structure performs best with

respect to prediction ?

Fram the literature review, the only indication about the direction of relative
performance of individual-level models is suggested superiority of (traditional; TC)
conjoint models over self-explicated (SE) models. However, for methodological
variations and a variety of situations no general statements about predictive accuracy
of models with interactions and without them was obtained. This leads to the

following hypothesis:

Hq: Individual-level models for customer value structure do not distinguish

themselves in terms of predictive performance.

HA: Individual-level models for customer value structure do distinguish themselves

in terms of predictive performance.

This hypothesis is tested using multi-way ANOV As for performance measures and the

five types of models. The tests are performed with all 2nd group estimates and
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selected performance measures (Fisher’s z-transformed correlation coefficients,

RMSE, and First-Hit).

Research Question # 5.

Can cluster-based segmentation approaches improve accuracy in prediction of
value attributions to product profiles over individual-level conjoint models ?

Research Question # 6.

Which aggregate model for customer value structure performs best with respect to

prediction ?

From the literature review about the nature of value, specifically its conceptualization/
representation as a ratio between (perceived) benefits and sacrifices, in section 2.1.1
(pp. 29) of this study it was concluded one may reasonably well assume highly
idiosyncratic sets of relevant attributes and model forms. This also suggests that
individual-level conjoint models should outperform segment-based conjoint models in
terms of predictive accuracy. However, more recent literature and pilot studies about
aggregate conjoint models suggests that segment-level based methods should
outperform individual-level part-worth utility models because of more stable
parameter estimates, though there may be increased individual variance. This claim
has not been confirmed in one replication of one particular model. Therefore, the

hypothesis for this research question may be stated as follows:

Hp: Segment-level part-worth utility models do_not influence predictive

performance.

HA: Segment-level part-worth utility models do influence predictive performance.



This hypothesis is tested by performing one-way ANOVA on selected pairs of
segment-level models and over selected performance measures. In order to compare
segment-level and individual-level models, and to address violations of test
assumptions, paired t-tests and Chi-Square tests are conducted for the segment-level

comparisons.

Research Question # 7.

Are the purposes of prediction and segmentation, as well as potential other
purposes, better served with the suggested methods, and what practical limitations
are there for the different methods to support specific purposes ?

Research Question # 8.

Are benefit segments obtained with different clustering procedures meaningful for

target marketing, or may they only increase predictive accuracy ?

These two questions do not lend themselves to hypothesis testing. They concern the
benefit cluster solutions obtained, and possible conflicts from high predictive accuracy

but poor ways to meaningfully address segments with various business policies.
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TABLE X1

OVERVIEW OVER COMPARISONS OF GROUPS FOR TESTS OF HYPOTHESES OF
RESEARCH QUESTIONS NUMBER ONE (# 1) TO THREE (# 3)

#1:

#3:

Group Comparisons

* Between-subjects * Within-subjects
e Same time; 2nd ¢ Different times;

administration Ist and 2nd
administration
* One-way * One-way
ANOVA ANOVA

* Paired t-tests

Attribute Set (Al, A2)
G5<—>G6

Part G2 <—> G5
(one-tailed, o0 = .1)

Part G2 <—> G6
(two-tatled, v = .1)
Factorial Set (FF1, FF2)
G3<—>G4

Part Gl <—> G3
(one-tailed, o = .1)

Part G1 <—> G4
(one-tailed, o0 = .1)

Interaction Attribute / Factorial Sets
G4 <—>G5

Comments

Tests applied in this study; more
specialized tests yielded only minor
deviations to the paired t-tests

Not G1 <—> G2 because comparison
does not allow for the isolation of error
due solely to the individual

Not G3 <—> G5 because effects of time,
i.e. reliability, cannot be isolated and
compared with the confounded effect

Difference solely due to time of
administration

Difference due to confounded effects of
time of administration and attribute sets

Not G4 <—> G6 because effects of time,
i.e. reliability, cannot be isolated and
compared with the confounded effect

Difference solely due to time of
administration

Difference due to confounded effects of
time of administration and factorial sets

Sole interaction, but different first
administration

Not part G2 <—> G4, as difference due to
confounded effects of time of admini-
stration and attribute / factorial sets
interaction
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CHAPTER 1V

RESULTS

This chapter presents results for Phases I and II of this study, i.e. answers as they
pertain to research questions. First, some preliminary remarks about how to achieve
comparability for different types of models in terms of value structure and
performance measures are provided. Second, results of Phase I, i.e. the individual-
level analyses, are provided. Third, segment-level analyses are presented as obtained

in Phase II. Finally, results are summarized and interpreted in the following chapter.

4.1 Comparability, Research Strategy, and Individual Reliability

In order to ensure "fair” comparison among study objects (cp. Figure 9 on page 118),
inputs, method, and output had to be adjusted for most of the analyses. Choices were
guided by two objectives: Let the best of a method come to bear, and stay closest to

the original data. This involves especially the transformation of derived and original

part-worths into scaled part-worth utilities. Scaling of part-worths across subjects in



individual-level conjoint/analysis, as e.g. with normalization, is not appropriate
because of changes in the relative contribution of attribute levels to overall preference,
and because of response pattern influences which should somehow be preserved as
information about respondents. Scaling for comparability is necessary, however,
because the sum of the part-worth ranges (for computing importances, for instance) is
* a function of the number of parameters estimated with the model; the more means
fitted, the higher the sum of the part-worth ranges, i.e. the lower the importance of
a specific attribute. This is especially important in models with interaction terms.
» a function of the response pattern of an individual, i.e. "extremists" have large
ranges, "equalizers" show narrow ranges among attribute levels.

* a function of possiblyother systematic and random influences.

Therefore, tables of raw regression coefficients are not replicated, here, as their
meaning is hard to interpret. Instead, value structure is presented with scaled part-
worths and associated attribute importances for treatment groups. Signed utility levels
are preferred to utilities scaled with offsets as the former provide information about
positive or negative overall contribution, i.e. about magnitude and direction of
change!’. For self-explicated models (SE), there are only positive part-worths. Thus,
scaled part-worths of SE-models are not directly comparable to those obtained with
conjoint models. For this reason, value structure of SE models is presented separately
as an overview over attribute importances for respective treatment groups in Table
XIII on page 137. Also, prediction with SE-models were performed using the original
responses, as studies found them to work better than scaled ones (Green and

Schaffer 1991, p. 479).

17 The scaling formula is provided as equation (ES.1) on page 199. Scaled part-worth utilities are to
be interpreted as foljows:| From a general level of utility (least squares mean; intercept), given the
product/atiribute description, how much utility/disutility does a specific level have 7 Large ranges
of attribute levels may also be interpreted as exhibiting distinct preference structure.
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Testing and research strategy used the following guidelines. Isolation of differences
solely due to individuals (true error; over time) from differences due to treatments are
only possible with repeated measures designs. Without them, i.e. leaving individual
differences uncontrolled, they comprise part of the error term. In this study, due to the
complexity of the task and the time between measurements (see section 3.3.6 for
details), data may reasonably be assumed to be independent, allowing valid F-tests!s,
However, where possible, i.e. when study design and measure allowed it, paired t-tests
were performed in addition to the F-tests, allowing for greater precision and
confidence in the analysis on the level of the group. All data sets were checked for
outliers with an outlier box plot, and a Shapiro-Wilk W test for the assumption of
normal distribution of input data was performed. Where necessary, equality of

variances was also checked for.

Considering the individual-level analysis which forms the basis for comparison of
treatments, in many cases the effects of single predictors (i.e. attribute levels) in the
individual model were not significant, however, the total model mostly was. In
accordance with a majority of the conjoint and social science literature, individuals are
considered reliable at a level of o0 < 0.1. Table XII on page 136 provides an overview
of individual reliability for different conjoint model forms, and over the measurement
groups. Only few respondents showing non-significance of the model were
identifiable as outliers when performing an outlier box plot on the group!?. Outliers
were not only observable on the low end, but on the high end as well, though even less

so. For the first measurement (in time) and considering only main effects models, the

When residuals are correlated due to repeated measures on the same subjects, which may usually
be assumed, the F-ratio is only valid if stringent assumptions are met (details in Pedhazur 1982, p.
554).
Outliers may be considered points outside the interval [lower quartile - 1.5*(interquartile range);
upper quartile + 1.5*(interquartile range)] (cp. SAS Institute 1994a, pp. 34)
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minimum (calibration set) R? of the individual model was 0.407, and maximum R?
was 0.976. For the second administration, minimum R2? was 0.481, and maximum R?2
was 0.990. These figures show poor fit for the minimum R2 which explains only 40.7
or 48.1 percent of the variance. On the other hand, some respondents showed near
perfect fit. Concerning the holdout set of profiles, respective figures are no fit (0.000)
for the minimum and 0.983 for the maximum R? in the first administration, and 0.003
and 0.961 in the second administration which show extraordinarily high maximum
values for some respondents, considering the complexity of the task. Average figures

for all measures are provided in respective tables for tests of hypotheses.
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9¢l

INDIVIDUAL RELIABILITY OVERVIEW (CONJOINT MODEL FIT AT P-VALUE <0.1)

TABLE XII

Measurement Group Reliability Indices

Type of Model Index Part G1 G3 Part Gl G4 Part G2 G5 Part G2 G6
(G3) (G4) (G5) (G6)
1. TC maincffects Count 22 26 28 25 28 26 26 25
Percent i 81.489% 96.30% 93.33% 83.33% 93.33% 86.67% 86.67% 83.33%
2. TCiAxD Count 20 24 27 24 27 26 24 25
Percent i 74.07% 88.89% 90.00% 80.00% 90.00% 86.67% 80.00% 83.33%
3. TCiBxD Count 20 24 28 24 27 26 23 24
Percent | 74.07% 88.89% 93.33% 80.00% 90.00% 86.67% 76.67% 80.00%
4. TCiCxD Count 22 23 27 25 26 27 23 21
Percent i 81.48% 85.19% 90.00% 83.33% 86.67% 90.00% 76.67% 70.00%
5. SE n/a n/a n/a n/a n/a n/a n/a n/a n/a

Partial groups represent the first measurement of the second column, or 2nd group of individuals (cp. Figure 8 on page 92).




Lel

TABLE XIII

ATTRIBUTE IMPORTANCES FOR SELF-EXPLICATED (SE) MODEL TYPE (ALL GROUPS)

Attributes:

Weight
SerSiz
Display
B_Price
Keyb_Siz
BattLife
Speed

Features

PointDev2) / FirmRepb)

Part G1 G3 Part Gl G4 Part G2 G5 Part G2 Go6
(G3) (G4) (GS5) (G6)

11.41% 10.15% 9.81% 10.10% 8.59% 9.15% 10.26% 8.95%
10.73% 10.20% 8.92% 9.92% 10.20% 9.17% 10.70% 11.05%
11.83% 11.54% 9.93% 10.15% 11.55% 11.81% 12.08% 12.05%
12.93% 13.51% 12.35% 13.19% 13.03% 13.95%  13.04% 13.02%
9.43% 9.95% 9.26% 9.36% 9.53% 9.15% 9.21% 9.73%
10.70% 10.87% 12.36% 11.71% 10.80% 11.08% 10.57% 10.86%
12.25%  12.38% 14.80% 12.15% 13.59% 13.20% 12.97% 12.87%
12.17%  11.86% 12.85%  14.56% 12.41% 12.72%  11.53% 12.50%
8.55% 9.53% 9.72% 8.88% 10.31% 9.77% 9.64% 8.97%
a) a) a) a) b) b) b) a)

Partial groups represent the first measurement of the second column, or 2nd group of individuals (cp. Figure 8 on page 92).




4.2 Phasel

Presentation of results for tests of hypotheses are provided along the following lines.
First, performance measures for methodological variations are presented. Next, F-
tests are performed, followed by paired t-tests, where applicable (cp. overview Table
XI on page 131). Then, value structure, i.e. scaled part-worth utilities and respective
attribute importances are compared and commented on. When evaluating tests of
hypotheses, we are llooking for consistency of results over group comparison, model
form, and performance measures, as well as on the magnitude of the effects. Having
performed all tests, it was decided to present tables of value structure, i.e. part-worth
utilities and attribute importances only for the best of the five individual-level model

forms.

4.2,1 Reliability Over Time and Over Attribute Set

Research Question # 1.

What is the influence of the type of attribute chosen for the evaluative task (i.e.
technical or product-referent attributes and non-technical or user-referent attributes)

on customer value structure and predictive validity ?

From the literature teview, hypotheses for the attribute set may be stated as follows:

Hq: The inclusion of user-referent attributes in the attribute set does not increase

predictive performance.

HA: The inclusion lof user-referent attributes in the attribute set does increase

predictive performance.
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In order to test this hypothesis, three different groups are compared and tested on their
performance measures, one between-subjects comparison, and two within-subjects

comparisons. Accordingly, three comparisons of value structure are presented.
Predictive Performance

Table XIV on page 141 gives an overview over different performance measures for
between-subjects comparison of groups G5 and G6. Consistent across all performance
measures, and for all model forms, G5 with attribute set A2 which comprises technical
and one user-referent attribute set shows better performance than group G6 with the
solely technical attribute set A1, suggesting increased predictive accuracy with the
inclusion of user-referent attributes. In order to gauge believability of differences in
performances, according F-tests for Fisher’s z, RMSE, and First-Hit are provided in

Table XV on page 142.

Model fit R? for the calibration set of profiles ranges from 0.8693 to 0.8909 for G5,
and from 0.8381 to 0.8766 for G6. . These differences cannot be tested across conjoint
models and groups, as their magnitudes, significance, and power are design-
dependent. With Umesh and Mishra’s (1990) Monté Carlo study, influences on the
magnitude of R2 using OLS regression are established for the number of profiles used
for calibration, the number of attributes, and the distribution of importances among the
attributes. Based on these selected influences, and Table 4°s entries (Umesh and
Mishra 1990, p. 41) for thirty-two (32) profiles, eight (8) attributes, an equal weighted
to moderately dominant importance distribution, and variances of about 25%, an R
between 0.864 and 1.000 may be termed excellent, and the range of 0.717 to 0.878 be
called fair. A random model for these design parameters would receive an average R2

of 0.568 at the 95% confidence level, and an R? of 0.518 at the 90% confidence level.
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Power, i.e. the probability of rejecting a false null hypothesis, is over 99%. Therefore,
one may be quite confident that, on average, these conjoint models provide for good to
excellent models of customer value, esp. when considering DFs of 9 and 11 for models
with and without interactions. However, no statistical inference about the relative
superiority of different attribute sets, i.e. of the differences in R? , may be made, other
than observing the consistent pattern of higher R2 “s for attribute set A2 including a

non-technical, i.e. user-referent attribute. |

Adj. R? also shows a consistent pattern of higher values for the mixed technical and
user-referent attribute set A2. The differences are even more pronounced than for

unadjusted R2. In this case too, there is no valid statistical test for these differences.

Gauging predictive accuracy with R2 on the holdout profiles, i.e. the variance
accounted for with models based on attribute sets Ai and A2, predictive performance
is markedly improved when including a user-referent attribute in the product
description. First, absolute values of a low of 0.5211 to a high of 0.6003 for A2 over
conjoint and self-explicated models are excellent in terms of variance explained, and
considering the complexity of the conjoint task.| Second, including a non-technical
attribute in the profile description consistently explains from about ten (9.95) to
fourteen (14.06) percentage points more variance than solely technical attribute set
Al. Asthis result is based on the holdout profiles, and results are consistent across
model forms, there is good evidence that inclusion of user-referent attributes increases

predictive accuracy.
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TABLE X1V

171

PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS; G5/G6
Performance Mcasures (Averages Over Groups)
Type of Model § R? AdjR2 R2 Tyy Fisher's RMSE RMSE First-Hit First-Hit
(calib.) (calib.) (hold.)® (hold.)? z(ryy) (hold)) (calib.) (hold.) (mcan

(hold.) ? counts)

TC main cffects ¢ 0.8693 / i 0.6910 / { 0.6003 / i 0.7468 / i 1.0998 / 19.35 / 7.24 / 70.83% / 2.83/
0.8381 0.6173 0.5008 0.6925 0.9121 21.72 8.52 65.00% 2.60

TC iAxD 0.8871 / i 0.6737 / : 0.5910/ : 0.7448 / : 1.0809 / 19.69 / 6.75 / 73.33% / 2.93/
0.8766 0.6435 0.4692 0.6598 0.8584 22.66 7.47 65.83% 2.63

TC iBxD 0.8918 7/ { 0.6875/ i 0.5211 / i 0.6881 / i 0.9575 / 22.21/ 6.37 / 69.17% / 277/
0.8706 0.6261 0.3974 0.6027 0.7441 27.11 7.54 60.00% 2.40

TC1CxD 0.8909 / { 0.6849 / i 0.5900/ : 0.7391 / { 1.0792 / 19.80 / 6.62 / 70.83% / 2.83 /
0.8628 0.6035 0.4866 0.6792 0.8842 21.92 7.88 64.17% 2.57

SE n/a n/a 0.5307 /7 i} 0.7104 / i 0.9573 / 26.14 / n/a 70.83% / 2.83 /
0.3901 0.6013 0.7428 28.61 57.50% 2.30

(calib.)=  Calibration sct

(hold.) = Holdout sct
2= Scemingly non-monotonc transformations between ryy and z ( 1y ) when comparing different cells in the table result from averaging individual
results which is appropriate for Fisher’s z. but not for ryy .

b= Averaged from the individual R s (calculations from group ty shov too low coefTicients).
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TABLE XV

F-TESTS OF PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS ( G5/ G6 ; F s DEGREES OF FREEDOM )

Type of Model

1. TC main cffects

2. TCiAxD
3 TCiBxD
4 TCiCxD
5. SE

F-Tests of Performance Mcasures (Averages Over Groups)

Fisher's z (ryy ) (hold.) RMSE (hold)) First-Hit (mecan counts)

Fisg @ Conf. Int. (90%)P iF, 53 2 Conf. Int. (90%)b  iF, 5 2 Conf. Int. (90%) P
R2 R2 R2

3.5666 [0.9597;1.2399] / 1.4239 [17.21;21.49) / 0.9595 {2.56;3.10] /

(.0640) [0.8179;1.0064] (.2376) [19.12;24.31] (.3314) [2.30;2.90]

5.79% 2.40% 1.63%

5.2075 [0.9498;1.2120] / 2.1129 [17.58;21.81] / 2.0163 [2.68;3.19] /

(.0262) [0.7571;0.9597] (.1515) {19.91;25.41] (.1610) [2.38;2.88]

8.24% 3.51% 3.36%

4.8643 [0.8195;1.0955] / 3.4656 [19.49;24.93] / 2.3131 [2.45;3.08] /

(.0314) [0.6549;0.8334] (.0677) [23.56;30.65] (.1337) [2.13;2.67]

7.74% 5.64% 3.84%

4.0002 [0.9417;1.2168] / 1.1330 [17.63;21.98] / 1.1557 {2.55;3.121 /

(.0502) [0.7919;0.9766] (.2916) [19.34;24.50] (.2868) {2.25;2.88]

6.45% 1.92% 1.95%

7.1223 [0.8568;1.0579] / 0.5508 [22.30;29.98] / 5.1059 [2.55;3.12] /

(.0099) [0.6503;0.8352] (.4610) [24.47;32.74] (.0276) [2.02;2.58]

10.94% 0.94% 8.09%

(hold.) = Holdout set:

2= Sct of both groups:

b= Group forms its own set (two-tailed, « = 0.1 ; DFs 29/29)




Pearson product moment correlation ryy between actual and predicted profile ratings
suggest the same consistent pattern of improved prediction using attribute set A2 over
Al for different model forms. The differences are between about five and ten
percentage points. However, one has to be cautious comparing these differences as
the scale for the correlation coefficient ryy is not interval-scaled, and differences at
high values are actually larger than the same differences at low values. Unfortunately,
there is no gauge to evaluate the magnitude of violation of interval scale for ryy .
Therefore, Fisher’s z-transformation is applied in order to make the scale of ry
(approximately) interval scaled (except for values at the extreme end of the scale),
allowing for valid F-tests?. Absolute improvements are now more marked on the high
end of the scale than on the low end. Table XV on page 142 provides results of F-tests
on Fisher’s z-transformed ryy’s. The improvement in prediction from attribute set Al
to A2 is clearly significant for the SE model (p < 0.0099), significant at p < 0.0262
and p < 0.0314 for TC iAxD and TC iBxD, and only marginally (in)significant for the
TC main effects and the TC iCxD conjoint models with p < 0.0640 and p < 0.0502,
respectively. Providing separate intervals for 90% confidence into the mean group
values shows wide margins for the ranges around the means, though with little
overlap. In conclusion, one would hope for a clearer picture of the statistical tests for
the increase in predictive accuracy provided with A2 that is demonstrated with the

consistent picture of increased absolute values of predictive performance.

Absolute values of RMSE for both calibration and holdout set of profiles show the

same consistent pattern of improvements in prediction with attribute set A2 over all

20 Some authors that performed tests on both rxy and Fisher’s z report no change in substantive
findings (cp. Green, Helsen, and Shandler 1988, footnote 4 on page 395). However, as this cannot
be replicated due to missing data, and in order to avoid duplication of effort at later stages of this
study, all ANOVAs are performed on Fishen’s z-transformed values rather than on rgy’s
themselves.
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model forms. Comparing absolute values of RMSE for calibration and holdout sets of
profiles, the holdout sample shows about three (3) times the variation of the calibration
set. Performing F-tests, the differences between the two sets of attributes are not
significant to suggest belief these differences result from differences in the attribute
sets. A possible resolution of the contradiction between consistent patterns of absolute

measures and nonsignificant F-tests is provided later in this section.

Finally, evaluating first choice hit rates (First-Hit), again all five model forms with
attribute set A2 show consistent improvement in predictive performance. In absolute
terms, values around 70% correct predictions of first choice out of sets of four profiles
per set may be considered very good in light of other conjoint and consumer research
literature. However, comparing these figures to according F-tests on the mean counts
of First-Hits, they show no significance for the improvement in prediction for the
conjoint models, and a significance of p < 0.0276 for the improvement from the low
value of 57.5% to 70.8% for the self-explicated (SE) model. However, checking for
the reasons why this may be the case, it turns out that the distributional assumption of
normality is violated for the First-Hit data across all model forms, including for the SE
model?!. Though F-tests are not very sensitive to violations of normality, the
significant violation for First-Hit data of these groups may obscure small differences

while still showing significance for large ones.

Summarizing results for between-subjects comparison and test for reliability over
attribute set, all performance measures show a consistent pattern of improved

reliability when including a user-referent attribute in the product description.

=1 Assumptions of normality of distribution of inputs for all F-tests were tested using the
Shapiro-Wilk Wiest for normality. All p-values for the count data were less than 0.0023, leading
to the conclusion that the distributions are not normal, and thus may be distorting the F-tests,
Shapiro-Wilk’s test is preferred over Kolmogorov-Smirnov, as it shows good power over a variety
of situations (Norusis/SPSS 1993, p. 190) 144



However, this consistent picture is not mirrored in the F-tests on RMSEs and First-
Hits, possibly because the differences are too small to be significant, i.e. the power of
the tests may be too low for the effect to be detected. For First-Hits data, violation of
the assumption of normal distribution of the inputs may be the cause for
nonsignificance of the F-tests. However, for RMSE:s this cannot be asserted, though
there is also a tendency to deviate from normal distribution. Another explanation for a
clearly distinguished pattern but marginal to absent significance in the F-tests may be
that variations due to the attribute set are only a little smaller than individual
respondent variation. In this case, the systematic influence of attribute set would show
in the performance measures but may be obscured in the F-tests by the larger
individual variation. In order to gauge individual variation, i.e. reliability over time
which is sometimes termed the true error, paired t-tests were performed on the same
groups G5 and G6, in addition to F-tests. Testing the difference between Part of G2,
i.e. the first measurement of individuals in group G5, and G5 tests the difference that
is solely due to time of administration. Testing the difference between Part of G2, i.e.
the first measurement of individuals in group G6, and G6 tests the confounded
difference due to time of administration and attribute set. Comparing results of these
tests to the between-subjects F-tests provides some measure of the relative magnitudes

of individual and treatment effects.

Table XVI on page 146 shows predictive performance of paired group G5.
Tables X VII and XVIII on pages 147 and 148 provide associated F-tests and paired
t-tests, the latter of which are more appropriate for a repeated measurement. Here,

improvements in prediction from the first to the second measurement are not as
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TABLE X VI

o1

PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS,; PART G2/ G5
Performance Measures (Averages Over Groups)
Type of Model ; R2 Adj R? R2 Iy Fisher's RMSE RMSE First-Hit  ; First-Hit
(calib.) (calib.) (hold)® inold)a iz(ry) (hold.) (calib.) (hold.) (mcan
(hold.)? counts)
TC main cffects ¢ 0.8559 / § 0.6594 / { 0.5614 / { 0.7325/ : 1.0689 / i 21.49/ B.73/ {71.67% / 2.87 /
0.8693 0.6910 0.6003 0.7468 1.0998 19.35 7.24 70.83% 2.83
TC iAxD 0.8836 / { 0.6636/ i 0.5265/ { 0.7050 / i 1.0036 / | 22.24 / 7.89/ {6833%/ 2.73 /
0.8871 0.6737 095910 { 0.7448 | 1.0809 ¢ 115065 ¢ ©6.75 i 73.33% i 2.93
TC iBxD 0.8814 7/ i 0.6574/ i 0.4465/ ; 0.6428 / { 0.8415/ ; 26.15/ 7.97 / i 65.00% / 2.60 /
0.8918 0.6875 0.5211 0.6881 0.9575 22.21 6.37 69.17% 2.77
TCiCxD 0.8845 7 | 0.6663 / | 0.5349 / | 0.7074 / | 1.0241/ | 2207/ i 7.88/ 70.83% /i 2.83/
0.8909 0.6849 0.5900 0.739 1.0792 19.80 6.62 70.83% 2.83
SE n/a n/a 0.5321 7/ i 0.7106 /7 § 0.9711 / 27.46 / n/a 69.17% / 2.77 /
0.5307 0.7104 0.9573 26.14 70.83% 2.83
(calib.)=  Calibration set
(hold.) =  Holdout set
3= Scemingly non-monotonc transformations between ryy and z ( 1y ) when comparing different cells in the table result from averaging individual

results which is appropriate for Fisher’s z. but not for ryy .

b= Averaged from the individual R 2s (calculations from group tyy show too low cocfTicicnts).



TABLE XVII

F-TESTS OF PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS ( PART G2 /G5 : F; s DEGREES OF

LYl

FREEDOM )
F-Tests of Performance Mcasures (Averages Over Groups)
Type of Model Fisher'sz (ryy ) (hold) RMSE (hold.) First-Hit (mean counts)
Fisg 2 Conf. Int. (90%)P i F; < 3 Conf. Int. (90%)® i F; s 2 Conf. Int. (90%) b
(p-Value) Part G2/ G5 (p-Valuc) Part G2/ G5 (p-Valuc) Part G2/ G5
R? R? R?
I. TC main effects 0.0631 {0.9144;1.2235] / 1.0450 [18.66;24.31] / 0.0203 [2.58;3.16] /
(.8026) [0.9597;1.2399] (.3109) {17.21;21.49] (.8872) [2.56;3.10]
0.11% 1.77% 0.04%
2. TCiAxD 0.4301 [0.8522;1.1550] / 1.5150 [19.43;25.06] / 0.8339 {2.46;3.00] /
(.5145) [0.9498;1.2120] (.2233) [17.58;21.81] (.3649) [2.68;3.19]
0.74% 2.55% 1.42%
3. TCiBxD 1.1983 [0.7258;0.9572] / 2.7285 [23.15;29.15] / 0.4597 [2.32;2.88] /
(.2782) [0.8195;1.0955] (.1040) {19.49;24.93] (.5004) [2.45;3.08]
2.02% 4.49% 0.79%
4 TCiCxD 0.1987 {0.8654;1.1829] / 1.1148 [19.15;24.98] / 0.0000 [2.53;3.14} /
(.6574) [0.9417;1.2168] (.2954) [17.63;21.98] (1.0000) [2.55;3.12]
0.34% 1.89% 0.00%
5. SE 0.0242 [0.8589;1.0834] / 0.1768 [23.79;31.13] / 0.0781 [2.48;3.06] /
(.8770) [0.8568;1.0579] (.6757) [22.30;29.98] (.7809) [2.55;3.12]
0.04% 0.30% 0.13%

(hold.) = Holdout sct: 3= Sct of both groups: b= Group forms its own set (two-tailed. «e = 0.1 . DFs 29/29)
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TABLE XVIII

T-TESTS OF PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS ( PART G2/ G5 ; 29 DEGREES OF FREEDOM )

Type of Model

1. TC main effccts

2. TCiAxD
3. TCiBxD
4. TCiCxD
5. SE

Paired t-tests of Performance Measures (Averages Over Groups)

Fisher's z (ryy ) (hold.) RMSE (hold.) First-Hit (mean counts)

Mean Diff. i Conf. Int. (90%) 2 Mean Diff. { Conf. Int. (90%)2 Mecan Diff. Conf. Int. (90%) @
t-Ratio Diff. Part G2 / G5 t-Ratio Diff. Part G2/ G5 t-Ratio Diff. Part G2 / G5
(Prob <t) (Prob > t) (Prob <t)

-0.0308 [-0.1868; 2.1353 {0.19; 0.0333 [-0.23;

-0.2593 0.1251] 1.4423 4.08] 0.1663 0.30]

(.3986) (.0800) {.5655)

-0.0773 [-0.2279; 2.5503 [0.60; -0.2000 [-0.45;

-0.6732 0.0733] 1.7112 4.50] -1.0630 0.05]

(.2531) (.0489) (.1483)

-0.1160 [-0.2481; 3.9373 [1.70; -0.1667 [-0.44;

-1.1516 0.0161] 2.3091 6.17] -0.7957 0.11]

(.1294) (.0141) (.2163)

-0.0551 {-0.2130; 2.2603 [0.29; 0.0000 [-0.26;

-0.4576 0.1028] 1.5049 4.23] 0.0000 0.26]

(.3253) (.0716) (.5000)

0.0138 [-0.0793; 1.3147 [-1.11; -0.0667 [-0.33;

0.1942 0.1069] 0.7122 3.73] -0.3283 0.20]

(.5763) (.2410) (.3725)

(hold.) = Holdout set,

Mean Diff. = (Average) difference between the two group(s) means
“a= Scrof group differences (oné-tailed, a = 0713 DFs29;t° = 1.311) ~ ~ T




consistent as with the improvement of the attribute set. Specifically, conjoint models
and the SE model show a different pattern. For the four different conjoint models, 32
out of 36 comparisons over time show a slight improvement in prediction for the
second measurement. Two comparisons show ties (First-Hit of TC iCxD) and two.
-comparisons show a slight deterioration (First-Hit TC main effects). For the self- |
explicated model, the pattern is reversed: Out of six (6) measures, three (3) show a
slight deterioration in predictive performance for the second measurement, whereas
three (3) measures (RMSE and First-Hits) show slightly improved performance. All
F-tests and all paired t-tests (except for two) for significance of observed \
improvements or deteriorations in prediction are not significant and relatively smali in
absolute values, strongly suggesting that conjoint analysis is reliable over time.
Removing one extreme value from the second measurement of G5 also yields
insignificance for the two significant paired t-tests. Furthermore, the differences
between the two measurements over time are generally smaller than differences
observed with changes in the attribute set, suggesting variations due to the attribute: set
are not smaller than those due to the individual respondents. This result, however, .
suggests that though there is some evidence for systematic improvement of prediction
with the inclusion of user-referent attributes, the improvement is not large enough to

clearly show in statistical tests,

Tables XIX, XX and XXI on pages 150 to 152 provide an overview over predictive
performances of paired group G6 and associated F-tests and paired t-tests. The |
difference between these two measurements confounds effects of time with effects due
to the attribute set. The second measurement is performed with attribute set Al, i.e.
the solely technical attribute set which showed a consistent tendency of lower \

predictive accuracy than conjoint models with the mixed technical and user-referent
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TABLE X'X

0¢l

PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MCDELS; PART G2/ G6
Performance Measures (Averages Over Groups)
Tyvpe of Model § R? Adj R? R? Iy Fisher's RMSE RMSE First-Hit First-Hit
idcalib)  ifcalib)  ithold)b igoldye iz{ry) ithold) ifcalib)  ifthold) i{mecan
(hold.)2 counts)
TC main effects § 0.8347 / § 0.6093 / i 0.4865/ i 0.6862 / i 0.8892 / ; 23.99/ 8.53 / 71.67% / 2.87 /
0.8381 0.6173 0.5008 0.6925 0.9121 21.72 8.52 65.00% 2.60
TCiAxD 0.8647 / i 0.6091 / i 0.4629 / i 0.6596 / i 0.8607 / i 24.63 / 7.65/ 65.83% / 2.63 7/
0.8766 0.6435 0.4692 0.6598 0.8584 22.66 7.47 65.83% 2.63
TCiBxD 0.8622 / : 0.6020/ i 0.4047/ i 0.6176/ : 0.7612/ ¢ 28.80/ 7.73/ 64.17% / 2.57 /
0.8706 0.6261 0.3974 0.6027 0.7441 27.11 7.54 60.00% 2.40
TCiCxD 0.8602 / i 0.5963 / i 0.4617 / i 0.6648 / i 0.8516 7/ i 24.62 / 7.77 /7 71.67% / 2.87 /
0.8628 i 0.6035 0.4866 0.6792 § 0.8842 2192 7.88 8417% i 2.57
SE n/a_ i n/a {04479/ : 0.6548 / : 0.8234 / ; 26.46 / n/a 64.17% / i 2.57 /
0.3901 0.6013 0.7428 28.61 57.50% 2.30
(calib.)=  Calibration sct
(hold.)= Holdout sct

3= Scemingly non-monotone transformations between ryy and z ( 1¢y ) when comparing different cclls in the table result from averaging individual
results which is appropriate for Fisher's z. but not for ry, .

b= Averged from the individual R %s (calculations from group Tyy show too low coefficicnts).
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TABLE XX

F-TESTS OF PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS ( PART G2 / G6 : F; s DEGREES OF

FREEDOM)

F-Tests of Performance Measures (Averages Over Groups)

Type of Model Fisher's z (ryy ) (hold.) RMSE (hold.) First-Hit (mcan counts)
F|‘5g 2 Conf. Int. (90%) b F]‘5g 2 Conf. Int. (90%) b Fisg 2 Conf. Int. (90%) b
R? R2 R2
I, TC main cffects 0.0891 [0.7993;0.9792] / 1.1003 [21.38;26.61] / 1.3257 [2.61;3.12] /
(.7663) [0.8179;1.00641] (.2985) [19.12;24.31] (.2543) [2.30;2.90]
0.15% 1.86% 2.23%
2. TCiAxD 0.0007 [0.7528;0.9686] / 0.7176 [21.80;27.46] / 0.0000 [2.31;2.95] /
(.9792) [0.7571;0.9597] (.4004) [19.91;25.41] (1.0000) [2.38;2.88]
0.00% 1.22% 0.00%
3 TCiBxD 0.0570 [0.6793;0.8430] / 0.3476 [25.44;32.16] / 0.4976 [2.27;2.87] /
(.8122) {0.6549;0.8334] (.5578) [23.56;30.65] (.4834) [2.13;2.67]
0.10% 0.60% 0.85%
4 TCiCxD 0.1822 [0.7603;0.9430] / 1.5324 [21.96;27.28] / 1.6034 [2.61;3.12] /
(.6710) [0.7919;0.9766] (.2207) [19.34;24.50] (.2105) [2.25;2.88]
0.31% 2.57% 2.69%
5. SE 1.2681 [0.7444;0.9024] / 0.4880 [23.28;29.64] / 1.4168 [2.31;2.82] /
(.2648) [0.6503;0.8352] (.4876) [24.47;32.74] (.2388) [2.02;2.58]
2.14% 0.83% 2.38%
(hold.) = Holdout sct: 2= Set of both groups: b= Group forms its own sct (two-tailed. x = 0.1 ; DFs 29/29)




TABLE XX1

T-TESTS OF PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS ( PART G2/ G6 ; 29 DEGREES OF FREEDOM )

N

Type of Model

TC main effects

TCiAXD

TC iBxD

TC iCxD

SE

Paired t-tests of Performance Measures (Averages Over Groups)

Fisher's z (ryy ) (hold.) RMSE (hold.) First-Hit (mcan counts)

Mean Diff. i Conf. Int. (90%)® Mean Diff. i Conf. Int. (90%) 2 Mecan Diff. Conf. Int. (90%) 2
t-Ratio Diff. Part G2/ G6 t-Ratio Diff. Part G2 / G6 t-Ratio Diff. Part G2 / G6
(Prob <t) (Prob>1t) (Prob <)

-0.0229 {-0.1290; 2.2757 [-0.39; 0.2667 [-0.15;

-0.3666 0.08321 1.4528 4.94] 1.0922 0.68]

(.7166) (.1570) (.2838)

0.0023 1-0.9159; 1.9077 1-0.771; 0.0000 1-0.37;

0.0328 0.1205] 1.2503 4.64] 0.06000 0.37]

(.9740) (.2212) (1.0000)

0.0170 [-0.0914; 1.6943 [-2.23; 0.1667 [-0.22;

0.2665 0.1255] 0.7327 5.62] 0.7235 0.561

(.7917) (.4696) (.4752)

-0.0326 [-0.1315; 2.6997 [-0.05; 0.3000 [-0.11;

-0.5608 0.0662] 1.6569 5.45] 1.2477 0.71]

(.5792) {.1063) (.2221)

0.0806 [-0.0182; -2.1453 [-5.14; 0.2667 [-0.09;

1.3859 0.1794] -1.2190 0.84] 1.2782 0.62]

(.1763) (.2327) (.2113)

(hold.) = Holdout sct:
a = Set of group diffcrences (two-tailed. a=0.1; DFs 29 : t*=1.699)

Mean Diff. = (Average) difference between the two group(s) means




attribute set A2. However, a second measurement shows an even smaller tendency to

increase accuracy in prediction.

Confounding these two effects should cancel them out. This is exactly what is visible
in Table XIX on page 150. A little less than half of the 42 performance measures (19)
show unchanged or better predictive performance for the first measurement with
attribute set A2, while the other half (23) show better perforrnance on the second
measurement with attribute set Al: Effects of time and attribute set seem to cancel
out. Formal tests show that all F-tests and paired t-tests on the differences for
Fisher’s z, RMSE, and First-Hit are not significant (cp. Tables XX and XXI on

pages 151 and 152). This, too, suggests strong evidence that conjoint measurement is

reliable over attribute set.

In conclusion of results from the F-tests and the paired t-tests one cannot reject Ho
that the inclusion of user-referent attributes in the attribute set does not increase
predictive performance at the o < 0.05 level. As measures Fisher’s z (respectively
correlations ryy ) and RMSE show significance at the ot < 0.1 level for the majority of
them in the between-subjects tests, there is, however, a tendency for user-referent
attributes to increase predictive accuracy. Nevertheless, conjoint analysis may safely

be considered reliable over attribute set.
Value Structure

Value structure refers to part-worths and respective importances of attributes. In
above tables showing performance measures, the conjoint model with main effects and
without interaction terms showed overall best predictive performance over measures

and measurement conditions. Therefore, value structure for all three comparisons
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concerning reliability over attribute set are presented for the main effects conjoint

model, here.

Table XXII on page 155 shows scaled part-worths, importances, and importance ranks
for the between-subjects comparison of groups G5 consisting of attribute set A2, and
G6 consisting of attribute set Al. In agreement with consumer research literature, the
three (3) most important attributes comprise over 50% of importance weights for all
nine (9) attributes (54.7% for G5 and 50.0% for G6), i.e. the first three most important
attributes explain over 50% of deviations in the response. Examining absolute
importances, Base-Price is the most important attribute for attribute set A2 with
28.8%, as it is for attribute set A1 with 19.0%. Second in attribute importance is
Features with 15.4% for G5 and 17.3% for G6., and third in importance is the user-
referent attribute Firm-Reputation with 10.5% for G5, and the technical attribute
Type-of-Display with 13.7% for G6. Considering differences in importances, the most
marked effect is the significant deviation in the importance of price when the user-
referent attribute is present (F| s = 5.39; p <0.0237). Considering the eight other
attributes, the difference between attribute importances is between one (1) and four (4)
percentage points. This shows very high reliability over attributes for all seven
technical attributes, and remarkably enough, only marginal deviations in importances
for the perturbed attributes, too. However, some counter-intuitive deviations from
expected level-utility functions occur with the inclusion of the user-referent attribute:
For screen size and battery life in attribute set A2, the medium values of 9.4 inches
and 5 hours are less preferred than the low values of 8.4 inches and 3 hours. In
contrast to G5, these counter-intuitive attribute preferences do not occur for the solely
technical attribute set Al: There, level-utility functions are in accordance with
expectations. Finally, the user-referent attribute Firm-Reputation, as expected, shows

a monotone level-utility function. The level utilities for the attribute PointDev
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TABLE XXII

PART-WORTHS AND ATTRIBUTE IMPORTANCES G5 / G6 (TC MAIN EFFECTS)

Attribute Levels: Scaled Part-Worths Importance Importance
Coded (Actual) Rank
G5 G6 G5 G6 G5/G6
Weight-1 (9 pounds 2) -0.3505  -0.6656
Weight0 (7 pounds) 0.2902 0.2161
Weightt (5 pounds 2 ) 0.0604 0.4494 7.34% 8.54% 7/6
ScrSiz-1 (8.4 inch diagonal 4) -0.0154  -0.1153
ScrSiz0 (9.4 inch diagonal) -0.2036  -0.1165
ScrSiz1 (10.4 inch diagona]a ) 0.2190 0.2319 7.47% 7.54% 6/8
Display-1 (Monochrome) 11342 -1.5987 |
Display1 (Color) 1.1342 1.5987 10.22% 13.74% 4/3
B_Price-1 ($3500 a) -3.4202  -2.1189
B_Price0 ($ 2500) 0.2849 0.0936
B_Pricet ($ 1500 2) 31353  2.0253 28.84% 19.01% 171
Keyb_Siz-1 (Smaller than 0.0211  -0.1483 |
regular size)
Keyb_Siz1 (Regular size) 0.0211 0.1483 4.37% 5.93% 9/9
BatiLife-1 (3 hours?® ) -0.0962  -0.5971
BattLife0 (5 hours) -0.2178 0.0357
BattLifel (7 hours? ) 0.3140 05614  9.17% 10.88% 5/4
Speed-1 (Comfortable for .0.1576  -0.3758 |
word-processing)
Speed1  (Fast for big 0.1576 0.3758 6.71% 7.83% 8/7
spreadsheet and imaging)
Features-1  (No additional -1.6968  -1.9257
features?® )
FeaturesO (Expansion slots for 0.5716 0.1082
keyboard, monitor, others)
Features1 (Faxmodem, CD- 1.1252 1.8176 15.37% 17.29% 2/2
ROM, expansion slots for
keyboard, monitor, others® )
Firm_Rep-1/ PointDev-1 -0.7544 0.3466
Firm_Rep0 / PointDev0 -0.0278 -0.2181
Firm_Rep1 / PointDev1 0.7822 -0.1285 10.52% 9.25%

3/5

4 Levels used for the 2-level extreme design of the holdout product profiles.



(pointing device) cannot be assumed to be monotone. Therefore, these part-worth

utilities do not contradict the statements just made above.

In order to gauge if value structure for between-subjects effects of attribute sets A2
and A1l are not caused by subject variation, within-subject comparisons of value
structure are compiled in Table XXIII on page 157 for paired first and second
measurements of individuals in group G35, i.e. with attribute set A2 resulting in some
counter-intuitive level utilities, and in Table XXIV on page 159 for paired group G6.
The paired comparison for group G5 contrasts differences solely due to time of
administration, whereas the paired comparison of G6 shows differences due to time
confounded with differences due to change from attribute set A2 in the first

measurement to attribute set Al in the second measurement.

Importances of the first measurement for group G5 with attribute set A2 are very close
to those of the second measurement. Again, the three most important attributes of the
first measurement — Base-Price, Features, and Type-of-Display, respectively —
comprise more than half of the importance weights (52.6%). In terms of absolute
differences in importance for all nine attributes, no difference is greater than Base-
Price’s 3.68 percentage points with most of the rest below the one (1) percentage point
mark. Additionally, changes of importance ranks occur only for four attributes, and
then only for adjacent ranks. Both of the latter observations strongly suggest high
reliability of value structure over time of administration. A possibly problematic
outcome of the first measurement, however, is the fact that the counter-intuitive level-
utility functions of the second measurement are not present in the first. Nevertheless,
as these deviations in level-utility functions only occur in the least important ones and

they do not reverse the order of best and worst level utility for the monotone and
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TABLE XXIII

PART-WORTHS AND ATTRIBUTE IMPORTANCES PART G2 / G5 (TC MAIN EFFECTS)

Attribute Levels; Scaled Part-Worths Importance Importance
Coded (Actual) Rank
Part G2 G5 Part G2 G5 Part G2/G5
Weight-1 (9 pounds 2) -0.1772 -0.3505
Weight0 (7 pounds) -0.0229 0.2902
Weight! (5 pounds ) 0.2001  0.0604  7.63%  7.34% 6/7
ScrSiz-1 (8.4 inch diagonal ) -0.2275  -0.0154
ScrSiz0 (9.4 inch diagonal) -0.0549  -0.2036
ScrSiz1  (10.4 inch diagonal® ) 0.2824 02190 7.04%  7.47% 7/6
Display-1  (Monochrome) -1.2660  -1.1342
Display1 (Color) 1.2660 1.1342 12.06% 10.22% 3/4
B_Price1  ($3500 ) 28539 -3.4202
B_Price0 ($ 2500) 0.2082 0.2849
B_Pricel  ($ 1500 @) 2.6456  3.1353 25.16%  28.84% 1/1
Keyb_Siz-1 (Smaller than 0.0444  -0.0211
regular size)
Keyb_Siz1 (Regular size) -0.0444 0.0211 5.15% 4.37% 9/9
BattLife-1 (3 hours? ) -0.2489  -0.0962
BattLife0 (5 hours) -0.1052  -0.2178
BatiLifet (7 hours? ) 0.3541  0.3140  9.14%  9.17% 5/5
Speed-1  (Comfortable for word- -0.1234  -0.1576
processing)
Speed1 (Fast for big spreadsheet 0.1234 0.1576 6.41% 6.71% 8/8
and imaging)
Features-1  (No additional -1.9839  -1.6968
features? )
FeaturesO (Expansion slots for 0.6352 0.5716
keyboard, monitor, others)
Featurest (Faxmodem, CD- 1.3487 1.1252 15.43% 15.37% 212
ROM, expansion slots for
keyboard, monitor, others?® )
Firm_Rep-1 (No-name ) -0.8815  -0.7544
Firm_Rep0 (Store brand) -0.2783  -0.0278
Firm_Rep1 (Well-known brand® ) 1.1598 0.7822 11.98% 10.52% 4/3

4 Levels used for the 2-level extreme design of the holdout product profiles.
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ordinal attributes (cp. Table X on page 99), this may not be considered as a problem

for reliability over attribute set in terms of value structure.

Comparing the differences in importance between first and second administration for
group G6 in Table XXIV on page 159, the consistent picture of differences solely due
to time is only slightly disturbed. Differences of little more than four (4) percentage
points are observed only for Features and the perturbation between attributes Firm-
Reputation and Pointing-Device. Another remarkable difference is the relatively low
importance of Base-Price for the first measurement of group G6 which is not in
accordance with the higher value in both measurements for G5. As for the first
measurement of G5 with an importance in Base-Price of 25.16%, the difference to the
first measurement of group G6 of 20.87% cannot be attributed to the time of
administration or to the attribute set (A2) which both were the same for both of these
groups. The difference between both values of Base-Price for both groups” first
measurement (25.16% vs. 20.87%), however, is not significant (F) 55 = 1.38;

p < 0.2448), suggesting that the low importance for Base-Price in the first
measurement of G6 is a random effect. The rest of the attributes, however, do not
show more than two (2) percentage points deviation between importances. Importance
rank deviations, though, are slightly more characteristic than in the former two cases.
However, concerning all these results, value structure may also be considered reliable

over attribute set for the confounded effect.
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TABLE XXIV

PART-WORTHS AND ATTRIBUTE IMPORTANCES PART G2 / G6 (TC MAIN EFFECTS)

Attribute Levels: Scaled Part-Worths Importance Importance
Coded (Actual) Rank
Part G2 G6 Part G2 G6 Part G2/G6
Weight-1 (9 pounds 3) -0.5803  -0.6656
Weight0 (7 pounds) 0.1235 0.2161
Weight1 (5 pounds a) 0.4568 0.4494 9.27% 8.54% 5/6
ScrSiz-1 (8.4 inch diagonal ) -0.2440  -0.1153
ScrSiz0 (9.4 inch diagonal) -0.1022 -0.1165
SerSiz1 (10.4 inch diagonal? ) 0.3462 0.2319 7.78% 7.54% 7/8
Display-1 (Monochrome) -1.6007 -1.5987
Displayl (Color) 1.6007 1.5987 13.70% 13.74% 2/3
B_Price-1  ($ 3500 2) -2.2209 -2.1189
B_Price0  ($ 2500) -0.1656 0.0936
B_Price1 ($1500 2) 23865  2.0253 20.87% 19.01% 171
Keyb_Siz-1  (Smaller than 0.0193 -0.1483
regular size)
Keyb_Siz1 (Regular size) -0.0193 0.1483 4.95% 5.93% 9/9
BattLife-1 (3 hours? ) -04274  -0.5971
BattLife0 (5 hours) 0.0728 0.0357
BattLife1 (7 hours? ) 0.3546  0.5614  8.88%  10.88% 6/4
Speed-1  (Comfortable for -0.2111 -0.3758
word-processing)
Speed1 (Fast for big 0.2111 0.3758 7.66% 7.83% 8/7
spreadsheet and imaging)
Features-1 (No additional -1.5912 -1.9257
features? )
Features0 (Expansion slots for 0.2348 0.1082
keyboard, monitor, others)
Featuresi (Faxmodem, CD- 1.3564 1.8176 13.22% 17.29% 4/2
ROM, expansion slots for
keyboard, monitor, others? )
Firm_Rep-1 / PointDev-1 -1.2037 0.3466
Firm_Rep0 / PointDev0 0.0957 -0.2181
Firm_Rep1 / PointDev1 1.1080 -0.1285 13.68% 9.25% 3/5

4 Levels used for the 2-level extreme design of the holdout product profiles.
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Finally, another important observation concerning value structure may be made with
importances of SE models in Table XIII on page 137 for comparisons made above.
For all groups, i.e. treatments, the SE models tend io produce average importances
which are close to a random model. Specifically, SE models of groups G5 and G6 fail
to recognize the shift in importance in price with the inclusion of the user-referent
attribute into the profile description. Also, they do not show shifts in importances of
attributes Features and the perturbed attributes. As it is very unlikely that all attributes
are about equal in importance over all treatment groups, and as such a situation is not
distinguishable from a random 'model, no inference about reliability over attribute set
with respect to SE value structure may be made. However, one may make inferences,
or at least speculate about the relative superiority of individual-level models. TC
individual-level models, it seems, are more able to detect and gauge shifts in value

structure and importances of attributes, than are SE models.

4.2.2 Reliability Over Time and Over Stimulus Set

Research Question # 2. |

What is the influence of specific factorial designs, i.e. of specific combinations of
product attribute values, onlestimation of customer value structure and predictive

accuracy ?

From the literature review, hypotheses for the stimujus set may be stated as follows:

Hp: The utilization of a specific fractional factorial design does not influence

predictive performance. |

Ha: The utilization of a specific fractional factorial design does influence predictive

performance.
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In order to test this hypothesis, once again, three different groups are compared and
tested on their performance measures, one between-subjects comparison, and two
within-subjects comparisons. Accordingly, three comparisons of value structure are

presented.
Predictive Performance

Table XXV on page 162 gives an overview over different performance measures for
between-subjects comparison of groups G3 and G4. This comparison gauges
differences due to the different fractional factorial designs (FF1 and FF2), i.e. due to
different stimulus sets. Consistent across all performance measures, and for all model
forms, performance on the calibration set, i.e. model fit, for the first factorial design in
group G3 is better than for the second factorial design of group G4 (cp. R2 calib., Adj
R?2 calib., and RMSE calib.). This suggests a slightly more efficient or more balanced
design of FF1 than of FF2. Both designs as well as their derivations are provided in
Appendix IV. When examining measures for the holdout set of profiles, the resulits are
mixed with only RMSE showing deterioration in predictive accuracy for FF2 over all
model forms, though this is also the case for some of the other performance measures
on the holdouts. In order to gauge believability of differences in performance,
according F-tests for Fisher’s z, RMSE, and First-Hit are provided in Table XXVIon
page 163. All test results show no significance for differences in predictive accuracy
between groups G3 and G4 with fractional factorials FF1 and FF2, respectively.

These results suggest good reliability over stimulus set for conjoint models.

Evaluating absolute magnitudes of performance measures, both groups show results
similar to group G5 which used the different set of attributes A2, and generally lower
results for G6 which used the same set of attributes Al. The latter result may be due

to the different sets of attributes in the first measurement. In general, however,
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TABLE XXV

PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS;

G3/G4

Performance Measurcs (Averages Over Groups)

(hold.) = Holdout set

a-

results which is appropriate for Fisher's z. but not for ry .

b:

Averaged from the individual R 2s (calculations from group ryy show too low coefficients).

Tvpe of Model i R2 Adj R? R? Tyy Fisher's RMSE RMSE First-Hit First-Hit
(calib.) (calib.) (hold.) b (hold)a iz(ryxy) (hold.) (calib.) (hold.) (mcan
(hold.) @ counts)
I. TC mainecffectsi 0.8730 7/ : 0.6999 / i 0.5905/ i 0.7466 / i 1.0895 / 17.34 / 7.16 / 72.22% / 2.89 /
0.8548 0.6569 0.5963 0.7615 1.0672 20.11 8.54 74.17% 2.97
| 2. TCiAxD ; 0.8912 / | 0.6857 / 7 0.5602 / i 0.7256 / : 1.0324 / 17.92 / 6.61 / 71.30% / 2.85 7/
0.8778 0.6470 0.5650 0.7379 1.0179 21.00 7.80 71.67% 2.87
3. TCiBxD 0.8984 / } 0.7065 / | 0.4616 / | 0.6418 / } 0.8666 / | 22.99/ | 6.36/ :58.33% /i 233/
0.8767 0.6438 0.5013 0.6896 0.9182 23.40 7.83 61.67% 2.4
4. TCiCxD 0.8915/ { 0.6865/ : 0.5691 / : 0.7328 / ¢ 1.0516 / 17.79 / 6.63 / 72.22% / 2.89 /
0.8821 0.6593 0.5478 0.7236 0.9960 21.59 7.56 70.00% 2.80
5. SE n/a n/a 0.4517 7/ i 0.6551 /i 0.8315/ 26.25 / n/a 66.67% / 2.67 /
0.4825 0.6565 0.8794 29.00 67.50% 2.70
(calib.)=  Calibration set

Scemingly non-monotone transformations between ryy and z ( ryy ) when comparing different cells in the table result from averaging individual
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TABLE XXVI

F-TESTS OF PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS ( G3 / G4 ; F; ss DEGREES OF FREEDOM )

F-Tests of Performance Mecasures (Averages Over Groups)

Type of Model Fisher's z (ryy ) (hold)) RMSE (hold.) First-Hit (mcan counts)
Fiss 2 Conf. Int. (90%)P i F;ss 2 Conf. Int. (90%)® {F;ss 2 Conf. Int. (90%) b
(p-Valuc) G3/G4 (p-Value) G3/G4 (p-Value) G3/G4
R? R? R2
. TC main effects 0.0503 [0.9445;1.2346] / 2.3106 [14.95;19.73] / 0.1327 [2.63;3.15] /
(.8234) [0.9731;1.1613] (.1342) [18.10;22.13] (.7171) [2.72;3.22]
0.09% 4.03% 0.24%
2. TCiAxD 0.0210 [0.8920;1.1727] / 3.0414 [15.55;20.29] / 0.0032 [2.53;3.18] /
(.8854) [0.9184;1.1175] (.0868) [19.10;22.91] (.9548) [2.56;3.17]
0.04% 5.24% 0.01%
3 TCiBxD 0.2530 [0.7230;1.0102] / 0.0299 [19.46;26.51] / 0.2599 [1.96;2.71] /
(.6170) [0.8142;1.0222] (.8635) [21.13;25.681 (.6122) [2.21;2.72]
0.46% 0.05% 0.47%
4 TCiCxD 0.2899 [0.9091;1.1941] / 3.9538 [15.41;20.18] / 0.1741 [2.64;3.14] /
(.5925) [0.8891;1.1028] (.0517) [19.37;23.81] (.6781) [2.54;3.06]
0.52% 6.71% 0.32%
5 SE 0.2736 [0.7393;0.9238] / 1.1187 [22.70;29.79] / 0.0124 [2.35;2.98] /
(.6030) [0.7572;1.0017] (.2948) [26.25;31.75] (.9119) [2.31;3.09]
0.50% 1.99% 0.02%
(hold.) = Holdout set: 3= Sctof both groups: b= Group forms its own set (two-tailed. = 0.1 ; DFs 26/29)




absolute magnitudes of measures may be termed very good. Model fit RZ for the
calibration set of profiles, for instance, ranges from 0.8730 to 0.8984 for G3, and from
0.8548 t0 0.8821 for G4. This may be termed excellent with respect to this conjoint
study ‘s design parameters, and when gauged with Umesh and Mishra’s (1990) Monté
Carlo study. The portion of 'variance accounted for with the model, and evaluated with
the holdout set of profiles, reaches nearly 60% for the best model (59.6% for TC main
effects), and the percentage of correctly predicted first choices reaches over 70% for

most models (best with TC main effects of 74.2% correctly predicted choices in group

G4).

In order to evaluate if high individual variation may have cancelled out systematic
effects due to the fractional factorials FF1 and FF2, paired comparisons between the
first and second measurements of groups G3 and G4 are performed and respective
performance measures on predictive accuracy are contrasted in Table XXVII on

page 165 for group G3, and in Table XXX on page 170 for group G4. Accordingly,
F-tests and paired t-tests are iprovided for both groups. Tests in Tables XXVIII on
page 166 and XXIX op page 167 for group G3 gauge significance of differences solely
due to time of administration. Tests in Tables XXXI on page 171 and XXXII on

page 172 for group G4 are performed on differences due to the confounded effects of
time of administration and the change from factorial set FF1 to FF2 in the second

measurement.

When comparing predictive performance and associated tests for reliability over time
of group G3, a pattern emerges, differentiated along the level of accuracy in prediction
reached, and the form of preference model employed. Consistent for all 42 measures

for prediction, the second measurement yielded higher accuracy in prediction than the
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TABLE XXVII

PREDICTIVE PERFORMANCES OF INDIVIDUAL-L.EVEL MODELS; PART G1/G3
Performance Measures (Averages Over Groups)
Type of Model § R2 Adj R? R2 Txy Fisher’s RMSE RMSE First-Hit First-Hit
(calib.) (calib.) (hold.)®  {(hold)a iz(ry) (hold.) (calib.) (hold.) (mcan
(hold.) 2 counts)
1. TC mainecffects { 0.8181 / § 0.5700 / { 0.4237 / : 0.6149 /{ 0.8059/ i 22.96 / 9.31/ 62.04% / 2.48 /
0.8730 0.6999 0.5905 0.7466 1.0895 17.34 7.16 72.22% 2.89
2. TCiAxD 0.8533/: 0.5762 /7 ; 0.4153 / ; 0.6069 /; 0.7897 / ;: 23.80/ 837/ 61.11% / 2.44 /
0.8912 0.6857 0.5602 0.7256 1.0324 17.92 6.61 71.30% 2.85
3. TCiBxD 0.8494 / : 0.5650 / i 0.3668 / i 0.5799/ : 0.7099 / { 26.00 / 8.46 / 56.48% / 2.26 /
0.8984 0.7065 0.4616 0.6418 0.8666 22.99 6.36 58.33% 2.33
4. TCiCxD 0.8429 / i 0.5462 7/ i 0.4207 / ; 0.6110/ { 0.8110/ i 23.26 / 8.62 / 62.96% / 2.52/
0.8915 0.6865 0.5691 0.7328 1.0516 17.79 6.63 72.22% 2.89
5. SE n/a n/a 0.3896 / { 0.5910/ ¢ 0.7349/ ; 27.68/ n/a 63.89% / 2.56 /
0.4517 0.6551 0.8315 26.25 66.67% 2.67
(calib.y=  Calibration st
(hold.) = Holdout set
3= Scemingly non-monotone transformations between ryy and z ( ryy ) when comparing different cells in the table result from averaging individual

results which is appropriate for Fisher's z. but not for rey .
b= Avcraged from the individual R 2s (calculations from group Ty Show too low coefTicients).
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TABLE XXVHI

F-TESTS OF PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS ( PART G1/G3 ; F, s; DEGREES OF

FREEDOM )

F-Tests of Performance Measures {Averages Over Groups)

Tyvpe of Modcl Fisher's z (ryy ) (hold.) RMSE (hold.) First-Hit (mean counts)
F]__r,z a Conf. Int. (90%) b F|.52 2 Conf. Int. (90%) b Fl.52 2 Conf. Int. (9()%) b
(p-Value) Part G1/G3 (p-Value) Part G1/G3 (p-Value) Part G1 / G3
R? R? R?
1. TC main effects 6.1055 [0.6743;0.9375] / 7.5395 [20.42;25.50] / 2.8140 [2.16;2.80]} /
(.0168) [0.9445;1.2346] (.0083) [14.95;19.73] (.0994) [2.63;3.15]
10.51% 12.66% 5.13%
2. TCiAxD 4.6753 [0.6595;0.9199] / 8.3998 [21.27;26.32] / 2.4237 [2.14;2.75] /
(.0352) [0.8920;1.1727] {.0055) [15.55;20.29] (.1256) [2.53;3.18]
8.25% 13.91% 4.45%
3 TCiBxD 2.3793 [0.6130;0.8069] / 1.3591 [23.35;28.65] / 0.0630 [1.92;2.60] /
(.1290) [0.7230;1.0102] (.2490) [19.46;26.51] (.8029) [1.96;2.71]
4.38% 2.55% 0.12%
4  TCiCxD 41777 [0.6695;0.9525] / 6.8469 [20.61;25.92] / 2.3256 [2.19;2.85] /
(.0460) [0.9091;1.1941] (.0116) [15.41;20.18] (.1333) [2.64;3.14]
7.449% 11.64% 4.28%
5. SE 1.3889 {0.6297;0.8401]) / 0.2201 [23.85;31.51] / 0.1940 [2.26;2.85] /
(.2440) [0.7393;0.9238] (.6409) [22.70;29.79] (.6614) [2.35;2.98]
2.60% 0.42% 0.37%
(hold.) = Holdout set. 2= Set of both groups. b= Group forms its own set (two-tailed, = 0.1 ;. DFs 26/26)




TABLE XXIX

T-TESTS OF PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS ( PART G / G3 ; 26 DEGREES OF FREEDOM )

L9l

Paired t-tests of Performance Measures (Averages Over Groups)

Type of Modcl Fisher's z ( ryy ) (hold.) RMSE (hold.) Figst-Hit (mecan counts)
Mcan Diff. i Conf. Int. (90%) 2 Mean Diff. i Conf, Int. (90%)2 Mean Diff. Conf. Int. (90%) 2
t-Ratio Diff. Part G1 / G3 t-Ratio Diff. Part G1 / G3 t-Ratio Diff. Part G1 / G3
(Prob <1t) (Prob>1t) (Prob <)

1. TC main effccts -0.2837 [-0.4117; 5.6196 [3.58; -0.4074 [-0.70;
-2.9141 -0.1556] 3.6249 7.66] -1.8373 -0.12]
(.0036) (.0006) (.0388)

2. TCiAxD -0.2426 [-0.3700; 5.8789 [3.89; -0.4074 [-0.72;
-2.5034 -0.1152] 3.8920 7.87] -1.6958 -0.09]
(.0095) (.0003) (.0509)

3. TCiBxD -0.1567 [-0.2618; 3.0152 [0.64; -0.0741 [-0.36;
-1.9582 -0.0515] 1.6725 5.39] -0.3373 0.21]
(.0305) (.0532) (.3693)

4. TCiCxD -0.2406 {-0.3750; 5.4722 [3.38; -0.3704 [-0.65;
-2.3543 -0.1062] 3.4458 7.56] -1.7268 -0.09]
(.0132) (.0010) (.0480)

5. SE -0.0967 [-0.1858; 1.4356 [-1.34; -0.1111 {-0.43;
-1.4255 -0.0075] 0.6790 4.22] -0.4616 0.21]
(.0830) (.2516) (.3241)

(hold.) = Holdoutset;  Mecan Diff. = (Average) difference between the two group(s) means
_a= Set of group differences (onc-tailed, = 0,1 DFs26 ;4" =1315) . ___ = ___ __ o o




first measurement (cp. Table XXVII on page 165), which may be expected due to
increased task familiarity. Accordingly, over model forms, the worst perfor;mingi:
models (TC iBxD and SE) yielded no significant improvements from first tc‘v second
measurements for the F-tests, and only one marginally significant improven“lent for the
paired t-tests (p < 0.0305 for TC iBxD) which provide the stronger tests. H(‘)wevier,
the other three model forms yielded significant improvements in accuracy ofF
prediction for the second measurement on Fisher’s z and RMSE. Distributi(‘)nal \
assumptions are not violated, i.e. they cannot be responsible for significancé. Also,
performing sensitivity analyses where the lowest response in the first measu‘rement
and the two highest responses in the second measurement are eliminated fro:‘m the
analysis, still yields marginal significance for the stronger paired t-tests on F"isher's z
and RMSE for the three best models. When further examining the absolute |
magnitudes of performance measures for the second responsé, they lare in‘ line with
responses of other groups, i.e. a little worse than G5 with attribute set A2, ar‘nd better
than G4 and G6. However, when examining the first measurement, the perc‘entage of
variance explained is only 42.37%, improving to 59.05% in the second meas‘.uremenl.
Compared to the other group responses, the first measurement is very low ati about five
(5) percentage points lower than the first measurement of G4 (cp. Table XXX on!

page 170). This may reflect some unfortunate random influences for this gr(‘)up in the
first measurement. Together with very good responses in the second measur:'emem this
may have caused the significant improvement in predictive accuracy. In coﬁclusion,
reliability over time may be dependent on the level of accuracy in prediclion‘ already
reached, with the potential of significant improvements with a second measurement
when levels in terms of Fisher’s z (i.e. correlations) and RMSE are low, and ‘the |

respondent task is difficult.
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Comparing predictive performance and associated tests for confounded effects of time
and stimulus set of group G4 in Table XXX on page 170, a pattern for different
performance measures emerges. R2 and Adj R2 for the calibration set both show
slight deterioration in performance, i.e. model fit, over all conjoint models for FF2,
possibly reflecting the overall better efficiency or balance of fractional factorial FF1
over FF2. Nevertheless, in all cases, this deterioration is less than one (1) percentage
point at an overall fit of over 85%, suggesting no meaningful effect. However, all
other measures except for one (RMSE of the SE model for the holdout set of profiles),
show an improvement of the second measurement over the first. Additionally, these
improvements show a similar pattern of significance as the one for paired group G3,
though not as pronounced. Fisher’s z and RMSE are marginally (in)significant for the
F-test on models with high predictive accuracy, and more markedly significant for the
stronger paired t-test for the same group of measures and model forms (TC main
effects, TC iAxD, and TC iBxD). In the paired t-test the improvement from first to
second measurement is also significant for the best two First-Hit measures. These
results suggest that possible deterioration in prediction for fractional factorial FF2 has

nearly no effect on the improvement of prediction with the second measurement.

In sum, considering the between-subjects and within-subjects comparisons, though
different fractional factorials may show some systematic effect, it is not large enough

to be significant, and definitely smaller or not recognizable when compared to

deviations in measurements over time. Thus, one cannot reject Hp that the utilization

of a specific fractional factorial design does not influence predictive performance. It is
hard to detect any effect from different orthogonal fractional factorials, at all.
Conjoint analysis may safely be regarded as reliable over stimulus set, i.e. for different

fractional factorial designs.
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TABLE XXX

PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS; PART G1 /G4
Performance Measures (Averages Over Groups)
Tyvpe of Model i R? AdjR2 R? Iyy Fisher's RMSE RMSE First-Hit First-Hit
(calib.) (calib.) (hold)®  i(hold)a iz(ry) (hold.) (calib.) (hold.) (mcan
(hold.) 3 counts)
1. TC mainecffects i 0.8603 / i 0.6698 / i 0.4757 / ;| 0.6600 / { 0.8963 / i 24.60/ 9.33 / 65.00% / 2.60 /
0.8548 0.6569 0.5963 0.7615 1.0672 20.11 8.54 74.17% 2.97
2. TCiAxD 0.8793 / 0.6512 /% 0.4466 7/ ¢ 0.6381/: 0.8289/ i 25.54/ 8.67 / 60.00% / 2.40/
0.8778 0.6470 0.5650 0.7379 1.0179 21.00 7.80 71.67% 2.87
3. TCiBxD 0.8832 /i 0.6626 / ; 0.3738/ : 0.5775/ i 0.7321 / i 30.23/ 8.49 / 57.50% / 2.30/
0.8767 0.6438 0.5013 0.6896 0.9182 23.40 7.83 61.67% 2.47
4. TCiCxD 0.8846 / | 0.6667 / { 0.4925/ i 0.6750/ i 0.9299/ i 24.51/ 8.43 / 66.67% / 2.67 /
0.8821 0.6593 0.5478 0.7236 0.9960 21.59 7.56 70.00% 2.80
5. SE n/a n/a 0.4093 /7 { 0.5960 / ; 0.7678 / ; 28.95/ n/a 62.50% / 2.50 /
0.4825 0.6565 0.8794 29.00 67.50% 2.70
(calib.)=  Calibration sct
(hold.)=  Holdout set
3= Scemingly non-monotone transformations between ryy and z ( ryy ) when comparing different cells in the table result from averaging individual

results which is appropriate for Fisher's z, but not for ryy .
b= Averaged from the individual R 2s (calculations from group Tyy show too low cocfTicients).
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TABLE XXX1

F-TESTS OF PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS ( PART G! /G4 . F s3 DEGREES OF
FREEDOM)

Type of Model

I.  TC main effects

2. TCiAxD
3 TCiBxD
1 TCiCxD
5. SE

F-Tests of Performance Measures (Averages Over Groups)

Fisher'sz (ry, ) (hold.) RMSE (hold.) First-Hit (mean counts)

Fisg 2 Conf. Int. (90%)P i F, s 3 Conf. Int. (90%)® i F,sz 2 Conf. Int. (90%) b
R? R2 R?

3.1088 [0.7611;1.0314] / 4.8165 [21.77;27.43] / 2.5336 [2.30;2.90] /

(.0831) i [0.9731;1.1613] | (.0322) [18.10;22.13] (.1169) [2.72;3.22]

5.09% 7.67% 4.19%

4.6139 [0.7174;0.9404] / 5.2253 [22.76;28.33] / 2.9299 [2.05;2.75] /

(.0359) [0.9184;1.1175] (.0259) [19.10;22.91] (.0923) [2.56;3.17]

7.37% 8.26% 4.81%

3.9834 [0.6125;0.8516] / 9.3060 [27.18;33.28] / 0.4856 [1.98;2.62] /

(.0507) [0.8142;1.0222] (.0034) [21.13;25.68] (.4887) [2.21;2.72]

6.43% 13.83% 0.83%

0.4106 [0.7909;1.0688] / 1.9027 [21.69;27.34] / 0.3258 [2.37;2.96] /

{.5242) {0.8851;1.1028] {.i731) {19.37;23.81] (.5703) [2.54;3.06]

070% i o3a8% ;i 086%

1.2374 i [0.6488;0.8867] /i 0.0003 [25.65;32.26] / 0.3633 [2.09;2.91] /

(.2706) [0.7572;1.0017] (.9856) [26.25;31.75] (.5491) [2.31;3.09]

2.09% 0.00% 0.62%

" (hold.) =

Holdout set.”

Set of both groups.™ ™~

'b =~ Group forms its own scit (two-tailed. = 0.1 - DF
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TABLE XXXII

T-TESTS OF PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS ( PART G1 /G4 ; 29 DEGREES OF FREEDOM )

Paired t-tests of Performance Mcasures (Averages Over Groups)

Type of Model Fisher's z (ryy ) (hold.) RMSE (hold.) First-Hit {(mcan counts)
Mean Diff. : Conf. Int. (90%)2 Mean Diff. i Conf. Int. (90%)2 Mcan Diff. Conf. Int. (90%) 2
t-Ratio Diff. Part Gl / G4 t-Ratio Diff. Part G1 / G4 t-Ratio Diff. Part G1 / G4
(Prob < t) (Prob>1t) {Prob <t)

1.  TC main effects -0.1709 [-0.2609; 4.4870 [2.35; -0.3667 [-0.62;
-2.4913 -0.0810] 2.7476 6.63] -1.8836 -0.11]
(.0093) (.0051) (.0348)

2. TCiAxD -0.1890 [-0.2582; 4.5407 [2.70; -0.4667 [-0.78;
-3.5820 -0.1198]} 3.2302 6.38] -1.9571 -0.15]
(.0006) (.0015) (.0300)

3. TCiBxD -0.1861 [-0.2591; 6.8280 [4.60; -0.1667 [-0.46;
-3.3428 -0.1131] 4.0121 9.06] -0.7571 0.12]
(.0011) (.0002) (.2276)

4. TCiCxD -0.0661 [-0.1511; 2.9177 [0.89; -0.1333 [-0.41;
-1.0199 0.0189] 1.8823 4.95] -0.6425 0.14)]
(.1581) (.0349) (.2628)

5. SE -0.1117 [-0.2172; -0.0460 [-2.20; -0.2000 [-0.54;
-1.3873 -0.0061] -0.0280 2.11] -0.7693 0.14]
(.0880) (.5111) (.2240)

(hold.) = Holdoutset;  Mean Diff. = (Average) difference between the two group(s) means
a = Set of group differences (one-tailed, = 0.1 ; DFs 29 ;t* = 1.311)




Value Structure

As in the analysis of influences from the attribute sets, in above tables showing
performance measures for different fractional factorial designs the conjoint model with
main effects and without interaction terms showed overall best predictive performance
over measures and measurement conditions. Therefore, value structure for all three
comparisons concerning reliability over stimulus set are presented for the main effects

conjoint model here, too.

Table XXXIII on page 174 shows scaled part-worths, importances, and importance
ranks for the between-subjects comparison of groups G3 consisting of fractional
factorial FF1, and G4 consisting of fractional factorial FF2. ' Once again, in agreement
with consumer research literature, the three (3) most important attributes comprise
over 50% of importance weights for all nine (9) attributes (53.3% for G3 and 54.1%
for G4), i.e. the first three most important attributes explain lover 50% of deviations in
the response. Examining absolute importances, Base-Price, /again, is the most
important attribute for both fractional factorial conditions with 22.9% for G3 with
fractional factorial FF1, and 26.6% for G4 with fractional factorial FF2. Second in
attribute importance is Features with 18.1% for G3 and 16.3% for G4, and third in
importance is Type-of-Display with 12.3% for G3, and Battery-Life with 11.2% for
G4. Considering differences in importances, the most marked effect is the
nonsignificant deviation in importance of price, the most important attribute, for the
two conditions (difference of about 3.7%). Considering the other eight attributes, the
difference between attribute importances is between one (1):and less than four (4)
percentage points. This shows very high reliability over stimulus set for all attributes.
However, some counter-intuitive deviation from expected level-utility functions

occurs again for Screen-Size for FF1, but now also for FF2: For Screen-Size with
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TABLE XXXIII

PART-WORTHS AND ATTRIBUTE IMPORTANCES G3 / G4 (TC MAIN EFFECTS)

Attribute Levels: Scaled Part-Worths Importance Importance
Coded (Actual) Rank
G3 G4 G3 G4 G3/G4
Weight-1 (9 pounds @) -0.8377 -0.8149
Weight0 (7 pounds) 0.1852 0.3424
Weight1 (5 pounds a) 0.6525 0.4726 9.81% 8.21% 4/5
ScrSiz-1 (8.4 inch diagonal 2) -0.1163  -0.1635
ScrSiz0 (9.4 inch diagonal) -0.2169 0.1843
SerSiz1 (10.4 inch diagonal® ) 0.3332 -0.0208 7.01%  6.91% 8/7
Display-1 (Monochrome) -1.2959 -1.1564
Displayl (Color) 1.2959 1.1564 12.31% 10.34% 3/4
B_Price-1  ($ 3500 @) 26418  -3.4388
B_Price0 ($ 2500) -0.0612 0.5952
B_Pricet ($1500 2) 2.7030 2.8436 22.90% 26.58% 1/1
Keyb_Siz-1  (Smaller than -0.3570 -0.4735
regular size)
Keyb_Siz1  (Regular size) 0.3570 0.4735 5.61% 6.79% 9/8
BattLife-1 (3 hours® ) -0.4536  -1.2538
BattLife0 (5 hours) -0.0034 0.3268
BattLife1 (7 hours® ) 0.4571 0.9269 7.94% 11.24% 6/3
Speed-1 (Comfortable for -0.2665  -0.4159
word-processing)
Speed1 (Fast for big 0.2665 0.4159 7.23% 5.42% 7/9
spreadsheet and imaging)
Features-1  (No additional -1.9367  -1.8277
features® )
FeaturesO (Expansion slots for 0.2758 0.0660
keyboard, monitor, others)
Features1 (Faxmodem, CD- 1.6609 1.7617 18.09%  16.32% 2/2
ROM, expansion slots for
keyboard, monitor, others®)
PointDev-1 (Mouse ) 0.1855  0.0066
PointDev0  (Trackball) -0.1454 0.2839
PointDev1 (Truckpad or other® ) -0.0401 -0.2905 9.08% 8.20% 5/6

4 Levels used for the 2-level extreme design of the holdout product profiles.



FF1, the medium value of 9.4 inches is less preferred than the low value of 8.4 inches.
In contrast to FF1, this counter-intuitive attribute preference does not occur for the
according levels in G4, but for different levels in the attribute with FF2: There, level-
utility for the medium value of 9.4 inches in Screen-Size is more preferred than the
high value of 10.4 inches. This may suggest a spurious effect of fractional factorials
when preferences are not very pronounced, i.e. when the attribute is relatively

unimportant, or its importance is below chance levels (in this study at about 11%).

In order to gauge if value structure for between-subjects effects of fractional factorials
FF1 and FF2 are caused by subject variation, within-subject comparisons of value
structure are compiled in Tables XXXIV on page 176 and XXXV on page 177 for
paired first and second measurements of groups G3 and G4. One remarkable
observation is complete preservation of importance ranks for paired comparison of
group G4. though the difference in importance of Price between two measurements is
6.2%. Absence of conspicuous shifts in importances suggests reliability over stimulus

set for value structure, too.
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TABLE XXXIV

PART-WORTHS AND ATTRIBUTE IMPORTANCES PART G1 / G3 (TC MAIN EFFECTS)

Attribute Levels: Scaled Part-Worths Importance Importance
Coded (Actual) Rank
Part Gl G3 Part Gl G3 Part G1/G3
Weight0 (7 pounds) 0.4333 0.1852
Weightt (5 pounds 2) 0.4986 0.6525 11.36% 9.81% 3/4
ScrSiz-1 (8.4 inch diagonal ) 0.0056  -0.1163
ScrSiz0 (9.4 inch diagonal) -0.1446 -0.2169
ScrSizt  (10.4 inch diagonal® ) 01390  0.3332 7.06%  7.01% 8/8
Display-1 (Monochrome) -0.9015 -1.2959
Display1 (Color) 0.9015  1.2959 10.07% 12.31% 6/3
B_Price-1  ($ 3500 ) -2.1374 -2.6418
B_Priced ($ 2500) 0.0928 -0.0612
B_Pricel ($ 1500 2) 2.0446 27030 18.95% 22.90% 1/1
Keyb_Siz-1  (Smaller than -0.0334 -0.3570
regular size)
Keyb_Siz1 (Regular size) 0.0334 0.3570 5.52% 5.61% g/9
BattLife-1 (3 hours? ) 07199 -0.4536
BattLife0O (5 hours) 0.0045 -0.0034
BattLife1 (7 hours?® ) 0.7154 0.4571 10.34% 7.94% 5/6
Speed-1 (Comfortable for -0.4040  -0.2665
word-processing)
Speed1  (Fast for big 0.4040 0.2665 7.40% 7.23% 717
spreadsheet and imaging)
Features-1 (No additional -2.1139 -1.9367

features? )
FeaturesO (Expansion slots for 0.5351 0.2758
keyboard, monitor, others)
Featuresi (Faxmodem, CD- 1.5788 1.6609 18.14%  18.09% 2/2
ROM, expansion slots for
keyboard, monitor, others# )

PointDev-1  (Mouse @) 0.3647 0.1855
PointDev0  (Trackball) -0.1779 -0.1454
PointDevl (Trackpad or other® )  -0.1868 -0.0401  11.14% 9.08% 4/5

A Levels used for the 2-level extreme design of the holdout product profiles.
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TABLE XXXV

PART-WORTHS AND ATTRIBUTE IMPORTANCES PART G1 / G4 (TC MAIN EFFECTS)

Attribute Levels: Scaled Part-Worths Importance Importance
Coded (Actual) Rank
Part G1 G4 Part G1 G4 Part G1/G4
Weight-1 (9 pounds ?) -0.7481  -0.8149
Weighto (7 pounds)| 0.2803 0.3424
Weightt (5 pounds &) 0.4678 0.4726 9.85% 8.21% 5/5
ScrSiz-1 (8.4 inch diagonal ) -0.0292  -0.1635
ScrSiz0 (9.4 inch diagonal) -0.2486 0.1843
ScrSiz1 (10.4 inch diagona]a ) 0.2778 -0.0208 7.15% 6.91% 717
Display-1 (M(j)nochmme) -1.3086 -1.1564
Displayt (Color) 1.3086 1.1564 12.02% 10.34% 4/4
B_Price-1  ($ 3500 2) -2.3020 -3.4388
B_Price0 ($2500) | 0.2879 0.5952
B_Pricet ($1500 2) 2.0141 2.8436 20.34% 26.58% 1/1
Keyb_Siz-1 Smallel" than -0.1378 -0.4735
regular size) |
Keyb_Siz1 (Regularisize) 0.1378 0.4735 4.87% 6.79% 8/8
BattLife-1 (3 hours® | ) -1.4176  -1.2538
BattLife0 (5 hours) | 0.0943 0.3268
BatlLifel (7 hours® 1) 13233 09269 12.93% 11.24% 3/3
Speed-1  (Comfortable for 01736  -0.4159
word-processing)
Speed1  (Fast for big -0.1736 0.4159  4.49% 5.42% 9/9
spreadsheet and imaging)
Features-1 (No additional -2.2772 -1.8277
features?® ) |
FeaturesO (Expansion slots for 0.2763 0.0660
keyboard, monitor, others)
Features1 (Faxmodem, CD- 2.0009 1.7617 19.20% 16.32% 2/2
ROM, expansion slots for
keyboard, monitor, othersd )
PointDev-1  (Mouse ) 0.6737 0.0066
PointDev0 (Trackball) -0.1944 0.2839
-0.2905 9.14% 8.20% 6/6

PointDev1l (Trackpad or otherd )  -0.4794

4 Levels used for the 2-evel extreme design of the holdout product profiles.
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4.2.3 Reliability and Interaction of Conjoint Methodological Factors

Research Question # 3 .

How do type of attribute in the product profile and factorial design interact in their

influence on customer value structure for different models ?

From the literature review, no indication about the direction of this interaction for
predictive accuracy is obtained. One general suggestion is that differences due to
several methodological variations should cancel out. This leads to the following

hypothesis:

Hq: The interaction of differences in attribute set and specific fractional factorial

design does not influence predictive performance.

Ha: The interaction of differences in attribute set and specific fractional factorial

design does influence predictive performance.

In order to test this hypothesis, groups G4 and G5 are compared and tested on their
performance measures as a between-subjects comparison. Comparisons of value

structure are presented after the F-tests for performance measures.
Predictive Performance

Table XXX VI on page 180 gives an overview over different performance measures for
between-subjects comparison of groups G4 and G5. This comparison gauges
differences due to the confounded effects of different fractional factorial designs (FF2
and FF1, respectively), and different attribute sets Al and A2. For the majority of
performance measures (39) and model forms, prediction in group GS is better than in
group G4. Only for two correlations ryy (TC main effects and TC iBxD) and the best
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First-Hit measure (TC main effects) G4 shows better prediction. From the
comparisons and tests of the separate effects of attribute set and factorial design it may
be concluded that effects from the type of attribute set, specifically from including the
user-referent attribute Firm-Reputation into attribute set A2, is more determinant for
an improvement in prediction than the possible deterioration from inclusion of
factorial design FF2. This is exactly what can be observed in the overview of
measures. Though the improvement in prediction with combination A2FF1 in GS vs.
combination ATFF2 in G4 is rather consistent, associated F-tests cannot establish
significance of differences: All differences are clearly insignificant (cp. Table
XXXVII on page 181). This may confirm the belief that interaction of influences
from variation in attribute sets and fractional factorial design, and possibly other
methodological variations, cancel out in their effect. A noteworthy observation is that
higher R2 of the holdout set of profiles, i.e. more variance explained for the validation
set, is associated with lower (i.e. better) RMSE and higher Fisher’s z, but also with
lower (i.e. worse) correlation coefficient and lower First-Hit for the best conjoint
model (TC main effects). This may show some different capability of measures to
reflect the level of accuracy in prediction reached with the model, specifically when
this level is high. 1t may be speculated that a high level of predictive accuracy may
more easily show deviation from an interval scale for correlation ryy , and distortions

from some ill understood properties of First-Hit.

Nevertheless, from observation of results obtained for comparison of groups G4 and

GS5 one cannot reject the null hypothesis Hg that the interaction of differences in

attribute set and specific fractional factorial design does not influence predictive
performance. In conclusion, conjoint analysis may be viewed as reliable over the

conjoint effects of different attribute and stimulus sets.
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081

TABLE XXXVI

PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS;

G4/G5

Type of Model § R2 Adj R2 R? Tyy Fisher's RMSE RMSE First-Hit First-Hit
{calib.) (calib.) (hold.)® (hold.)@ iz(rxy) (hold.) (calib.) (hold.) (mean

(hold.)? counts)

1. TCmaineffectsi 0.8548 / ¢ 0.6569 / : 0.5963 / i 0.7615/ { 1.0672/ i 20.11/ 8.54 / 74.17% / 297 /
0.8693 0.6910 0.6003 0.7468 1.0998 19.35 7.24 70.83% 2.33

2. TCiAxD 0.8778 7/ i 0.6470/ : 0.5650/ ¢ 0.7379 / : 1.0179/ 21.00 / 7.80 / 71.67% / 2.87 /
0.8871 0.6737 0.5910 0.7448 1.0809 19.69 6.75 73.33% 2.93

3. TCiBxD 0.8767 / i 0.6438 /7 i 0.5013 /7 i 0.6896 / : 0.9182 / 23.40 / 7.83 / 61.67% / 2.47 /
0.8918 0.6875 0.5211 0.6881 0.9575 22.21 6.37 69.17% 2.77

4. TCiCxD 0.8821 /i 06593/ i 05478/ i 0.7236 /i 0.9960/ i 21.59/ 7.56 / 70.00% / 2.80 7/
0.8909 0.6849 0.5900 0.7391 1.0792 19.80 6.62 70.83% 2.83

5. SE n/a n/a 0.4825 / i 0.6565/ i 0.8794 / 29.00/ n/a 67.50% / 2.70 /
0.5307 0.7104 0.9573 26.14 70.83% 2.83

(calib.)=  Calibration sct

(hold.)= Holdout sct

a=

results which is appropriate for Fisher's z, but not for ry .

b=

Averaged from the individual R 25 (calculations from group Tyy show too low coefficients).

Seemingly non-monotone transformations between ryy and z ( 1y, ) when comparing different cells in the table result from averaging individual




TABLE XXXVII

F-TESTS OF PREDICTIVE PERFORMANCES OF INDIVIDUAL-LEVEL MODELS ( G4 / G5 ; F | sg DEGREES OF FREEDOM )

F-Tests of Performance Mecasures (Averages Over Groups)
Type of Model Fisher's z (ryy ) (hold.) RMSE (hold.) First-Hit (mcan counts)
Fisg @ Conf. Int. (90%) b Fisg 2 Conf. Int. (90%) b Fisg @ Conf. Int. (90%) P
(p-Valuc) G4 /G5 (p-Value) G4 /G5 (p-Value) G4 /G5
R2 R2 R2
1. TC main effects 0.1076 [0.9731;1.1613] / 0.1852 [18.10;22.13] / 0.3760 [2.72;3.22] /
f (.7441) [0.9597;1.2399] (.6603) [17.21;21.49] (.5421) [2.56;3.10]
]i 0.19% 0.34% 0.64%
} s 2. TCiAxD 0.4226 [0.9184;1.1175] / 0.6093 [19.10;22.91] / 0.0817 [2.56;3.17} /
' — (.5182) [0.9498;1.2120] (.4382) [17.58;21.81] (.7760) [2.68;3.19]
0.72% 1.04% 0.14%
3. TCiBxD 0.1494 [0.8142;1.02221 / 0.3258 [21.13;25.68] / 1.6034 {2.21;2.721 /
(.7006) [0.8195;1.0955] (.5703) [19.49;24.93] (.2105) [2.45;3.08]
0.26% 0.56% 2.69%
4 TCiCxD 0.6601 [{0.8891;1.1028] / 0.9577 [19.37;23.81] / 0.0215 [2.54;3.06] /
(.4199) [0.9417;1.2168] (.3318) [17.63;21.98] (.8839) [2.55;3.12]
1.13% 1.62% 0.04%
5. SE 0.6988 [0.7572;1.0017] / 1.0574 [26.25;31.75] / 0.2195 [2.31;3.09] /
(.4066) [0.8568;1.0579] (.3081) [22.30;29.98] (.6412) [2.55;3.12]
1.19% 1.79% 0.38%

) (hold.) = Holdout set: 3= Setof both groups; B = Group forms its own sct (two-tailed. @ = 0.1 ; DFs 29/29)



Value Structure

Comparing value structure for different methodological variations in terms of attribute
sets and fractional factorial designs included, the conjoint model with main effects and
without interaction terms showed overall best predictive performance over measures
and measurement conditions. This model’s value structure is presented below in

Table XXXVIII on page 183.

The interaction of attribute set and fractional factorial included in the study design
shows deviations in importances between one (1) and less than three (3) percentage
points. This is even less than observed with different fractional factorial designs.
Still, Base-Price and Features are the two most important attributes in both groups
(26.6% and 16.3% in group G4, and 28.8% and 15.4% in group GS). The third most
important attribute is Battery-Life for G4 with 11.2% in importance, and Firm-
Reputation for G5 with 10.5% in importance. In both cases, these three attributes
comprise over 50% of the importances, i.e. explain over 50% of deviations (54.1% for
G4 and 54.7% for GS). Some counter-intuitive level-utility functions occur as already
discussed in prior sections. In sum, however, value structure may safely be regarded
as reliable over the interaction of variations in attribute set and fractional factorial

design.



TABLE XXX VIII

PART-WORTHS AND ATTRIBUTE IMPORTANCES G4 / G5 (TC MAIN EFFECTS)

Attribute Levels: Scaled Part-Worths Importance Importance
Coded (Actual) Rank
G4 G5 G4 G5 G4 /G5
Weight-1 (9 pounds ) -0.8149 -0.3505
Weight0 (7 pounds) 0.3424 0.2902
Weight1 (5 pounds 2) 0.4726 0.0604 8.21% 7.34% 517
ScrSiz-1 (8.4 inch diagonal 2) -0.1635  -0.0154
ScrSiz0 (9.4 inch diagonal) 0.1843 -0.2036
ScrSiz1 (104 inch diagona]ﬂ ) -0.0208 0.2190 6.91% 7.47% 7/6
Display-1  (Monochrome) -1.1564  -1.1342
Disptay1 (Color) 1.1564 1.1342 10.34% 10.22% 4/4
B_Price-1  ($ 3500 a) -3.4388 -3.4202
B_Price0 ($ 2500) 0.5952 0.2849
B_Price1 ($ 1500 a8) 2.8436 3.1353 26.58% 28.84% 1/1
Keyb_Siz-1  (Smaller than -0.4735  -0.0211
regular size)
Keyb_Siz1 (Regular size) 0.4735 0.0211 6.79% 4.37% 8/9
BatiLife-1 (3 hours? ) -1.2538  -0.0962
BattLife0 (5 hours) 0.3268  -0.2178
BatiLife1 (7 hoursd ) 0.9269 0.3140 11.24% 9.17% 3/5
Speed-1 (Comfortable for -0.4159  -0.1576
word-processing)
Speed1  (Fast for big 0.4159 0.1576 5.42% 6.71% 9/8
spreadsheet and imaging)
Features-1 (No additional -1.8277 -1.6968
features? )
FeaturesO (Expansion slots for 0.0660 0.5716
keyboard, monitor, others)
Features1 (Faxmodem, CD- 1.7617 1.1252 16.32% 15.37% 2/2
ROM, expansion slots for
keyboard, monitor, others?)
PointDev-1/ Firm_Rep-1 0.0066 -0.7544
PointDev0 / Firm_Rep0 0.2839 -0.0278
PointDev1 / Firm_Rep1 -0.2905 0.7822 8.20% 10.52% 6/3

4 Levels used for the 2-level extreme design of the holdout product profiles.
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4.2.4 Relative Performance of Individual-Level Models

Research_Question # 4.

Which individual-level model for customer value structure performs best with

respect to prediction ?

As has already been stated in section 3.3.6 on pp. 125, from the literature review, the
only indication about the direction of relative performance of individual-level models
is suggested superiority of (traditional; TC) conjoint models over self-explicated (SE)
models. However, for methodological variations and a variety of situations no general
statements about predictive accuracy of models with interactions and without them

were obtained. This leads to the following hypothesis:

Hp: Individual-level models for customer value structure do not distinguish

themselves in terms of predictive performance.

HA: Individual-level models for customer value structure do distinguish themselves

in terms of predictive performance.

This hypothesis is tested using multi-way ANOVAs for performance measures and the
five types of models. The tests are performed with all 2nd group estimates and
selected performance measures (Fisher’s z-transformed correlation coefficients,
RMSE, and First-Hit), as a Student’s t-test for each pair of model forms, and
individual comparisons only (Table XXXIX on page 187). Where higher than the
ANOVAs” accuracy is needed to determine significance of differences between
individual-level models, paired t-tests are performed for Fisher’s z and RMSE

measures, and for selected paired comparisons of model forms.
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Judgment Criteria and Measures

Determination of "best" individual-level model takes into account the criteria
- performance in absolute terms with respect to objectives, i.e.

 accuracy in prediction,

» substantiality of value structure for segmentation, and

- relative performance with respect to parsimony of models.

Measures to judge relative performance of models are not easy to determine, as this
decision depends on the objective pursued. If the objective is highest predictive
accuracy, then an absolute or incremental performance measure is appropriate, as for
instance First-Hit and R2. However, when parsimony of the model shall be taken into
account, a parsimonious performance measure, i.e. one that takes the number of model

parameters into account, is more appropriate.

Judgment of relative performance of conjoint models also concerns the issue of
increased performance with more parameters, i.e. with interaction terms, vs. worse

performance because of decreased degrees of freedom, increasing bias in estimation.

A practical consideration not to be neglected is the availability of tests when
considering choice of appropriate measures for comparisons between models. In this
study this problem arises as First-Hit is testable on the group level and over all
respondents, but does not satisfy the assumption of normal distribution of responses.
Also, RMSE shows a nonnormal (logistic) distribution over all forms of models and
respondents” measurements. Even Fisher’s z shows marginal deviation from

normality 22, nevertheless all three measures were used to test significance of

22 This is in contrast to the tests conducted for specific methodological groups where the assumption
of normal distribution of responses could not be rejected, and it illustrates the fact that just by
increasing the number of responses, significance is detected even for minor differences.
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differences between means of model forms in order to gauge consequences of
violations of test assumptions on the t-tests between pairs of models, especially in the
case of First-Hit measure. This is relevant for tests of segment-level models, when the
only measure to be tested is First-Hit. The ANOVAs with Fisher’s z and RMSE,
respectively, provide the more reliable tests. For selected Fisher’s z and RMSE

measures a paired t-test was performed.
Predictive Performance

Results of tests are presented in Tables XXXIX and XL on pages 187 and 188. Table
XXXIX consistently shows TC main effects model as the one with the best mean
performance over all respondents and methodological variations, i.e. the highest
(Fisher’s z-transformed) correlations between actual and predicted holdout evaluation,
the highest First-Hit, and the lowest RMSE. In Table XL tests show consistent results,
i.e. no significance of differences between models for the three (3) best models

(TC main effects, TC 1AxD, TC iCxD), over all three measures, and for different
model forms, but show test differences for the worst two models (TC iBxD, SE).
However, tests cannot confirm significance of differences between TC main effects
and the two second best models (TC iAxD, TC iCxD). Differences between TC iBxD
anc SE models are only significant with RMSE but not with Fisher’s z and First-Hit
measures. Therefore, and in addition to above tests, three paired t-tests between

TC main effects model and TC iAxD / TC iCxD, as well as between TC iBxD and SE
models were conducted with Fisher’s z-transformed correlations and RMSE, as paired
t-tests provide for stronger tests when the assumption of normal distribution is not
violated. Paired t-tests between these selected modelscould determine significance of

differences. Table XL1on page 189 provides for a summary of the results.

Independent from statistical significance, the researcher should determine substantial relevance of
the magnitudes of differences.
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TABLE XXXIX

RELATIVE PERFORMANCE OF INDIVIDUAL-LEVEL SELF-EXPLICATED AND CONJOINT MODEL FORMS

L81

F-Tests of Performance Mcasures (Averages Over All 117 Respondents)

Levels Fisher's z (ryy ) (hold.) RMSE (hold.) First-Hit (mean counts)
(Type of Model)  Fjysq0 2 (Power a=0.05) R%} Fy4g92 (Power e =0.05) R2: F, g0 2 (Power = 0.05) R?
(p-Value) (Powera =0.1) (p-Value) (Power @ =0.1) (p-Value) (Power a =0.1)
5.9600 (0.9851) 0.0395 16.5798 (1.0000) 0.1026 2.7437 (1.0000) 0.0186
(0.0001) (0.9935) (0.0000) (1.0000) (0.0278) (1.0000)
Mcan b Std. Deviation ® Mcan b Std. Deviation b Mecan b Std. Deviation b
I TC main cffects 1.0410 0.0354 19.6885 0.6815 2.8205 0.8671
2. TCiAxD 0.9965 0.0352 20.3820 0.6879 2.8205 0.8965
3 TCiBxD 0.8717 0.0355 23.9500 0.9000 2.4957 0.9615
4. TCiCxD 1.0015 0.0357 20.3408 0.6971 2.7692 0.8846
5. SE 0.8533 0.0308 27.5312 1.0551 2.6239 1.0316

(hold.) = Holdout set; 3= Sct of all groups (levels); b= Group forms its own sct




TABLE XL

PAIRED (STUDENT’S) T-TESTS OF INDIVIDUAL-LEVEL MODEL FORMS

Fisher’s z( rxy ) t=1.9641
Alpha=0.05
Abs(Dif)-LSD TC main TCiCxD TCiAxD TCiBxD SE
TC main -0.0961  -0.0566  -0.0516 0.0731 0.0916
TCiCxD -0.0566  -0.0961  -0.0911 0.0337  0.0521
TCiAxD -0.0516  -0.0911  -0.0961 0.0287  0.0471
TC iBxD 0.0731 0.0337  0.0287 -0.0961  -0.0777
SE 0.0916  0.0521 0.0471  -0.0777  -0.0961
RMSE t=1.9641
Alpha = 0.05
Abs(Dif)-LSD SE TCiBxD TCiAxD TCiCxD TC main
SE -2.2726 1.3086  4.8766 49178  5.5701
TCiBxD 1.3086  -2.2726 1.2955 1.3366 1.0889
TCiAxD 48766  1.2955 -2.2726  -2.2314  -1.5792
TCiCxD 4.9178 1.3366 -2.2314  -2.2726  -1.6204
TC main 5.5701 19889  -1.5792  -1.6204  -2.2726
First-Hit t=1.6475
Alpha = 0.1
Abs(Dif)-LSD TC main TCiAxD TCiCxD SE TCiBxD
TC main -0.2004  -0.2004  -0.1491  -0.0038 0.1244
TCiAxD -0.2004  -0.2004  -0.1491  -0.0038  0.1244
TCiCxD -0.1491  -0.1491  -0.2004  -0.0551 0.0731
SE .0.0038  -0.0038  -0.0551  -0.2004  -0.0722
TCiBxD 0.1244  0.1244  0.0731  -0.0722  -0.2004

Abs(Dif)-LSD = Absolute difference to the overall mean minus the least significant
difference. Thus, positive values show pairs of means that are significantly different.

Comparisons are for cach pair using Student's t.

Rows are ordered according to increasing magnitude of differences between models
with the first column.
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TaBLE XLI

SELECTED PAIRED T-TESTS OF THE THREE(3) BEST-PERFORMING, AND THE TWO (2)
WORST-PERFORMING MODEL FORMS

Paired t-tests

(one-tailed) Assumption of
Performance normal distribution

Model 1 vs. Model 2 Measure valid ? t-value p-value
TC main effects vs.  Fisher’s z Yes 3.9746 0.0001
TC iAxD RMSE Yes 4.3270 0.0000
TC main effects vs.  Fisher’s z Yes 4,0339 0.0000
TC iCxD RMSE Yes 4.6825 0.0000
TC iBxD vs. Fisher's z Yes 0.4923 0.3117
SE RMSE No (marginally) 3.3985 0.0005

With performances of different individual-level model forms in Table XXXIX on
page 187, Student’s t-tests in Table XL on page 188, and paired t-tests in Table XLI
on page 189 the comparison of models yields clear results: Best model in terms of
performance measures for accuracy in prediction, and confirmed with multi-way
ANOV As and paired t-tests, is the traditional conjoint model with main effects only
(TC main effects). Worst model over all responses for Fisher’s z and RMSE, and
second worst for First-Hit is the self-explicated model (SE). Tests of significance of
this difference, however, are inconsistent: While RMSE detects a significant
difference between mean performances of these two models, Fisher’s z does not.
Those findings confirm assumed superiority of conjoint models over self-explicated
models. As for conjoint models with interaction terms, performance is dependent on

the interaction modeled. These models can be among the best and among the worst.
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In consequence, and summarizing these findings, one can reject Hg that individual-

level models for customer value structure do not distinguish themselves in terms of

predictive performance. Therefore, HA must be believed, i.e. that individual-level

models for customer value structure do distinguish themselves in accuracy of
prediction. The traditional conjoint model with main effects only (TC main effects) is

the best overall model. The self-explicated model (SE) is (among) the worst one(s).

4.2.5 Summary of Results in Phase I

Phase I of this research study revealed four (4) major findings. First, conjoint analysis
is reliable over the attribute set chosen. However, there is a tendency of user-referent
attributes to increase predictive accuracy, though this finding could not be confirmed
unambiguously with appropriate tests. Second, conjoint analysis may safely be
regarded as reliable over the stimulus set: No effect, whatsoever, could be detected.
Third, the interaction of changes in the attribute set and stimulus set does not influence
external reliability of conjoint models. The conjecture that effects of methodological
variations do cancel out and do not add up seems to hold. Fouth, the best model in
terms of accuracy in prediction of preferences and choice behavior is the traditional
conjoint model with main effects only. Another main finding is reliability of conjoint
models over time. However, it seems that accuracy in measurement may be increased

by simply measuring twice.

As the traditional conjoint model with main effects only was found best predictive
model, it is used in Phase II of this study to explore possible improvements in
predictive accuracy with segment-level conjoint models. Phase II aims at an empirical
validation of Hagerty s claim (1986, p. 301 and p. 309) that a reversal of the best

conjoint model is probable with a change from individual to market conjoint models.
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4.3 Phase I

Rationales for respondent grouping with three methods (HIC, NHC, FUC) and
clustering in connection with conjoint analysis have been provided in section 2.5 of
this study. Here, three (3) different clustering procedures (HIC, NHC, FUC) are
applied to subjects exhibiting different benefit attributions to product profiles, i.e. part-
worth utilities. Some general remarks about pattern recognition with clustering and
provisions for comparability precede rationales for choices of clustering parameters.
Results of clustering procedures followed by conjoint results for the three grouping
methods are presented, next. Finally, segment-level results are compared to the

individual-level results in terms of prediction and value structure.

4.3.1 Supra-Level Perspective of Segmentation With Clustering
Procedures
Segmentation with clustering procedures may be viewed as part of the general
problem of pattern recognition as a "search for structure in data” (Bezdek 1981, p. 1).
A prerequisite and presumption for the search to be successful is that data carry
information about the process generating it. This is an issue of variable and feature
selection for the search procedures. The type of search performed depends not only on
the data and our models, but upon the structure we expect to find. Structure, here,
means there is a way to organize information from the data in a manner that exposes
relationships between variables in the process, i.e. product attributes and preferences
or choice behavior. As a representation of structure conveys specific types and
amounts of information, one may express the elements of pattern recognition in terms
of information as, "the data contain it, the search recognizes it, and the structure
represents it" (Bezdek 1981, p. 2).
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Notions of information, precision, and usefulness are central for understanding of
segmentation, or pattern recognition in general3. These three notions are closely
related but also exhibit a certain tension when pursued, ensemble. The motivation
behind segmentation in marketing, and specifically in conjoint analysis, and the
criticality of segmentation base and segmentation method for identification of
segments has been exposed in section 2.5 of this study. Segmentation is useful when
parts of the market show commonality in their preferences or market behavior that is
distinct from other parts of the market (substantiality?#), and this commonality may be
linked to, or may be influenced with managerial actions which emanate from business
objectives (accessibility and actionability). Different objectives, however, usually
necessitate different types of information, yielding different levels of precision when
information is measured with one specific method. The increase in precision of
information for one type of information, satisfying one objective, may decrease

precision of information for other types of information, satisfying other objectives.

This is the type of problem encountered in conjoint analysis when pursuing objectives
of prediction and segmentation. Clustering procedures have been advanced to
supposedly improve on both objectives: Increasing reliability of parameter estimates,
i.e. of value structure, by trading high variance in respondents” part-worth estimates
for increased parameter stability (i.e. less bias in part-worth estimation). This may be
useful for prediction. However, segmentation and structural identification of markets
may be better served with less variance in the respondents which comes with increased

bias in part-worth estimates, as parameters are derived individually for each

23 The ideas presented arc heavily influenced by the teachings of George Klir, and his readings as
well as those of Lotfi Zadeh, James Bezdek, and Bart Kosko. The latter expressed the conflict
between more information and precision as "information up, fuzz up” (Presentation in Portland,
OR, February 17, 1995).
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respondent. Thus. model form and other methodological choices (not only in conjoint
analysis) have a direct bearing on reaching respective objectives. as well as on the

precision with which they may be reached.

Traditionally, segmentation bases have been chosen with managerial judgment from
experience, field studies, and other sources of information about the distinct features
of market participants, linking structural information about customers, e.g. their
demographics, to their behavior in the marketplace. This approach is very imprecise
and highly subjective. Automation of the "search" promises to find opaque, or non-
intuitive patterns, as well as being more objective about the potential of features to
covary with preferences and market behavior. The search need not be performed with
cluster algorithms, but may be performed with other methods as well, as for instance
with information theory (Hosseini 1987). The general purpose of using cluster
analysis is to distill, i.e. identify, "natural" groupings of data through an automated,
objective mechanism, i.e. search procedure. It is guaranteed, at least for the
algorithmic procedures used in this study (HIC, NHC, and FUC), that the members of
each cluster found with some well-defined operation are more similar to one another
than to members of other clusters. At least, this is true in some mathematical sense,
but one hopes that the same substructure exists in the data-generating process itself,
being able to interpret cluster solutions in a useful manner. Therefore, a note of
caution about the potential to "automatically” cluster data may be replicated, here:

"In view of the ... above, it is clear that successful cluster analysis ultimately rests not
with the computer, but with the investigator, who is well advised to use some
empirical hindsight concerning the physical process generating X [the matrix of
observations; explanation added by author] to temper algorithmically suggested
solutions. Specification of a similarity measure and/or clustering criterion is not

cnough. The method used must be matched to the data ... We reiterate that different

similarity measures, clustering criteria, and axiomatic structures lead to astonishingly
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disparate structural interpretations of the same data set." (Bezdek 1981, p. 45 and
p.47)

These cautionary notes may be irrelevant when the sole purpose of clustering is
reduction of dimensionality of feature space. This, however, leaves the question of
what resulting objects the analyst is operating on, i.e. if those clusters do have any

interpretation in reality, rather than as abstract objects of mathematics.

Partitioning the data, i.e. the process of determining whether and how clusters may be
formed, involves four (4) major questions:

1. What variables or features should be used in computing similarity among objects ?

o

. How should similarity be measured ?

W

. What procedure or algorithm should be used for grouping, i.e. clustering ?

4

. How many clusters should be formed (cluster validity) ?

There is no definitive answer to these four (4) questions, and no "right" approach, no
single answer (Hair, Anderson, Tatham, and Black 1992, p. 270). One may view
cluster analysis, just as factor analysis, more as an art than a science. The essential
criterion for partitioning the data is to maximize differences among clusters relative to
the variation within clusters. The choices made in this study are detailed in the

following section.

4.3.2 Choice of Clustering Parameters

All or selected features as cluster base ?

Basis for clustering in connection with conjoint analysis are benefit attributions of
respondents to product profiles. As there is no explicit theory providing a rationale for

variable selection or choice of the number of clusters, i.e. if all part-worth utilities
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should be used or only selected ones, and if few or many clusters should be allowed,

supposition, past research, and practical considerations serve as guides in this process.

From experience and past research one may suggest different types of buyers for the

study s measurement object, a notebook or laptop computer:

One type of potential buyers may be characterized by their desire to own the best
and most recent product, putting high value on the latest features and technical
possibilities. In terms of product adoption dynamics in new markets these may be
termed the innovators or the early adopters. They are often knowledgeable about
the technical possibilities and already familiar with the concepts applied in the
product. Experience with the product class, or special needs for the product”s
benefits may also increase benefit attributions to advanced features, i.e. feature-
sensitivity. These buyers may also be termed the optimalists.

A different type of potential buyers may primarily be characterized by their price-
consciousness. They seek product benefits only after careful deliberation, and
comparison with what they have to give up to obtain these benefits. New features
have to work, and do not justify much more additional monetary sacrifice. They
may be termed the minimalists.

A third type of potential buyers in this study may be characterized as respondents
having pronounced preference structure for specific features, whereas others may
not have distinct preferences. These types of respondents may be termed
categorists and averagers, respectively. Together with respective features, this may
provide for yet another line of delineation of groups for marked differences in

benefit attributions to product features.

Further profiling, having clustered the data, may provide similar or more appropriate

lines of delineation and according labels for describing the characteristics of the
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clusters obtained. However, the main interest in this study is in the cluster algorithms”
potential to increase accuracy of measurement of benefit attributions to profile
descriptions. Therefore, in order to allow any combination of benefit attribution to
come to bear and not restrict/algorithms to find only preconceived groups, all part-
worths, i.e. attribute level utilities, except for the perturbed attributes, are used as input
search space for the cluster algorithms. Deliberations about the appropriateness to
pool respondents for clustering despite methodological variations are provided at the

end of this section on pp. 201.

Number of clusters

Deliberations about the type of potential buyers are also relevant for determining the
number of clusters, as clusters must be interpretable in terms of the research area if
they are not to be treated as algorithmic artifacts without substantive meaning.
Hierarchical clustering (HIC) and fuzzy clustering (FUC) provide some suggestions as
to the appropriate number oficlusters based on their mathematical properties. The
former allows for a scree test using subsequent increase in distance measure as basis
for deciding upon the number of clusters. The latter suggests use of allowed overlap
among the ranges of the feature space, i.e. overlap of ranges of part-worth utilities, for
potential cluster centers as basis for deciding upon the number of clusters. Details are

provided in respective sections and the literature.

Another deliberation about the number of clusters concerns outliers and noisy data:
Those respondents without distinct preferences are either randomly falling within or
near a cluster, or they lie in a distance from any cluster. Usually, cluster algorithms do
not allow the option to qualifly the latter responses as "no cluster points". Therefore,

with some cluster algorithms|, one or a few unfortunately distributed outliers can
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severely distort results in terms of the number of clusters found and their respective
centers. Possible precaufions against outliers and influential observations are
dependent on the algorithm applied. The fuzzy cluster algorithm applied here allows
to specify acceptance of a data point for a cluster based on the point’s membership
value. This is one way to specify a "range of influence" of a cluster center on its

neighboring points, and thus exclude "outliers".

Another way to identify outliers is possible with agglomerative algorithms that are
based on (hyperspherical) nearness between the actual points (not their respective
cluster centers): Outliers and influential observations are added late in the process, i.e.
they form their own clusters until late in the process while most other points have
already grouped together. These former points” distances to initial ("real") clusters is
high, identifying them as outliers and influential observations. Unfortunately, the
algorithms applied do not allow to specify a criterion to stop the search for structure

when for instance 95% of the data has been clustered.

The previous two paragraphs illustrated decisions about the number of clusters based
on the exclusion of noisy data. Additionally, while considerations about the types of
potential buyers suggests at least three (3) clusters, the sample size of 117 respondents
suggests a limit of about 5 to 6 meaningful clusters. Finally, the number of clusters
should be about equal across the clustering procedures used in this study in order to
provide for a "fair" comparison of the performance of cluster algorithms on their
potential for increased accuracy in conjoint measurement. This requirement, however,
conflicts with the desire to bring a specific method’s full potential to bear. After
exploratory trials, and after examining a scree test, this question was resolved by

generally considering three (3) and four (4) clusters for each cluster algorithm.
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Scale of the cluster base feature vector

The conjoint literature that uses clustering is very divergent when deciding upon
cluster bases and their scales: Regression coefficients (standardized or from their
original scales), scaled part-worths, and importances were all used as cluster bases.
Using the regression coefficients directly in either form, does not seem to be
appropriate, first, because they do not represent all the part-worth utilities directly but
as an, at most, m*(i-1) subspace (cp. equations E3.1.4 to E3.1.7 on pages 81 and 82),
and second, because they are not comparable across respondents due to individual

estimations and individual response patterns, i.e. unequal variances.

The most common recommendation to remedy/comparability across respondents is to
standardize or to normalize the input data. Though this remedies inter-subject
comparability on single part-worths, it introduces new bias because the relations
between different part-worth utilities within the individual are distorted. Conjoint
part-worth utilities are not independent from each other. As data transformation
introduces its own bias by putting constraints on the data (e.g. forcing values to map
between O and 1), cluster base data, i.e. part-worth utilities, should remain as close as

possible to the original data?s, | \

Furthermore, clustering must be based on the discriminatory features while allowing
for fair inter-subject comparison?%. Importances derived from the ranges of attribute
utilities seem to have the desired properties for' comparison: they are already normed,

and they are directly interpretable as the discriminating elements. However, they do

Overall (profile) utilitics arc closest to the original decision context, but they provide no
discriminatory information with respect to attribute and level influences.

The discriminating information is in the ranges (i.el importances), not in the level utilities per se.
One may also say itis in the level utilities and the intercept, i.e. part-worths may be interpreted as
deviations from the mean responser the larger the range of deviation, the larger the relative
influence of the attribute, the higher the attribute s importance.



not provide information about the utility or disutility of individual attribute levels, -
only about relative influences of all levels of an attribute on the total preference of a
profile. Thus, from the above follows, this study uses all attribute level utilities of an
individual, except for the perturbed ones, scaled with the sum of the ranges over all

levels of all attributes according to the following formula®’:

(L_l sk m) 3k aij

Scaled ojj = , for each ij (ES.1)
D Max(ey) - Min(org); ]
j=1
where (L; * m) simply indicates the total number of levels in the model, and

[Max(ci;) —Min(o;) 1 denotes the range of part-worths over all |
1 1

levels i of attribute j.

This kind of scaling of the original part-worths makes them comparable between
respondents but preserves relations among part-worths and their ranges (importances)

within subjects.

Similarity measure

There are basically two types of distance or similarity measures used in cluster
algorithms: First, measures based on Euclidean distance which uses squared \
differences, second, measures based on absolute or city-block distance which uses the
sum of the absolute differences, both with respective adjustments for different kinds of

situations. This study uses only algorithms with Euclidean distance measures.

27 Multiplying this value with the number of levels in the model (Lj*m, here 24) allows also
comparison over models with varying numbers of model parameters, e.g. with inclusion of
interaction terms,
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Admittedly, these measures are prone to find primarily hyperspherical cluster shapes

which may not represent the data adequately.

Clustering algorithm

Due to the dimensionality of the feature space in this study (21),28 and bearing in
mind the prior paragraph, there is no way to determine if graph-based or objective-
function-based algorithms are more appropriate for the data. Graph-based algorithms,
like single-linkage, are more appropriate for data with "chains” or non-convex
structures. Their disadvantage is often lack of generating a representative of each
cluster (Bezdek 1981, p. 46). Objective-function-based algorithms are most
appropriate for data which are basically hyperspherical and of roughly equal
proportions (Bezdek 1981, p. 47). In exploratory analyses of two-dimensional slices
through the data, no chain structures could be detected. Therefore, objective-function-

based algorithms with Euclidean distance metrics are used in this study.

Which_administration and which responses to cluster ?

As is revealed with Phase I of the study, though often not significant, the second
measurement seems to be more accurate in prediction over most methodological
variations, specifically it seems to explain more variance with the holdout set of data
than the first measurement. Task familiarity obviously serves to reduce error which is
administration-based. The second measurement seems to lead to more stable
preferences without lcading to a learning effect with respect to the responses for

profiles. Therefore, the second measurement is used for clustering.

The number twenty-one (21) is the number of attribute levels for the main-effects conjoint model
(24) minus the number of levels of the perturbed attributes which are no bases for clustering.
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Pooling of data

As for the methodological variations applied to this study’s conjoint measurement,
there may be a concern if it is appropriate to cluster data which has been gathered
under different methodological variations. However, Phase I of this study could not
determine significant effects of methodological variations (i.e. different types of
attribute sets and different fractional factorial designs) on prediction and value
structure, except for one increase in the importance of price when a user-referent
attribute was introduced into the set of profiles. But even this one instance seems to

be a spurious effect rather than a systematic one.

Specifically, pooling respondents that were administered different fractional factorials
FF1 and FF2 is justified, as there is no change in substance concerning the attributes.
Neither did results in Phase I for prediction detect group differences based on the
fractional factorials (and thus also none of significance), nor did results for value
structure, i.e. part-worths and importances. Moreover, pooling of respondents who
received different autribute sets Al and A2 is appropriate in this study, though in
general it is not. Results of Phase I indicated no substantial shifts in accuracy of
prediction, and for the most part none of significance. Though it may not necessarily
be assumed that respondents with attribute set A2 are falling randomly within different
clusters, there is also no indication of the opposite. Finally, it does not seem adequate
to first cluster groups delineated by their methodological variations and then merge
respective groups, as the character of clusters found usually is not preserved when the
same procedures are applied to different groups. In conclusion, it is appropriate to
pool all 117 responses and cluster them according to their value attributions to product

features.
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Cluster validity

Some additional deliberations about cluster validity apart from aforementioned
considerations about classes of buyers and the number of clusters shall be made at this

point. There are basically three (3) criteria to judge cluster validity:

1. Are the partitions obtained substantively interpretable ?
2. Do conjectured clusters exhibit distinct differences ?

3. Do different cluster methods arrive at similar partitions ?

Cf. 1: This question may be answered, mainly, with the discussion about classes of
buyers and the resulting number of clusters on page 195. It is the most important
question for judgments about cluster validity.

Cf. 2:This question may be answered by plotting scaled part-worth utilities of cluster
centers for partitions obtained with different algorithms on top of each other.
This contrasts those differences, and allows for substantive interpretation.
Figures 10 to 23 on pages 203 to 209 exhibit cluster profiles for all fourteen (14)
cluster segmentation procedures applied in this study.

Cf. 3:1If this question can be answered positively, it serves as an additional criterion to
increase belief in algorithmic cluster solutions. Tables XLII on page 210 and
XLIII on page 211 allow for checks of relative compatibility among clusters
obtained with different algorithms, on the basis of percentages, and on the basis

of actual numbers of overlap.



[

£0c

Features1
FeaturesO~
Features-1 1
Speed1 |
Speed-1 1
BattLife1 |
BattLife0 |
BattLife-1|
Keyb_Siz1 |
Keyb_Siz-1 |
B_Price1 1
B_Price0 |
B_Price-1]
Display1 |
Display-1 |
ScrSiz1 1
Sersiz0 |
ScrSiz-1
Weight1 |
Weighto |
Weight-1| . } : } L
63 42 21 0 2.1 42 6.3
Part-Worth Utilities (Scaled Values)

ciWard3d —-—-- c2Wardd ----eeee c3Ward3
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Figure 12. FUC Cluster-Profiles for 3 Clusters
with m = 1.05.
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Figure 21. FUC Cluster-Profiles for 4 Clusters with
m=1.1
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Figure 22. FUC Cluster-Profiles for 4 Clusters with
m=1.25.
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Figure 23. FUC Cluster-Profiles for 4 Clusters with
m=1.5.
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Interpretation of percentages of cluster compatibility is as foliows:

Each cluster cell which corresponds to a two-way table of clustering methods lists the
percentage of respondents in the row cluster who are members in the column cluster.
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TaBLE XLIII
COMPATIBILITY OF CLUSTERS IN ABSOLUTE NUMBERS
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Each cluster cell which corresponds to a two-way table of clustering methods lists the
absolute number of respondents in the row cluster who are members in the column

Interpretation of absolute numbers of cluster compatibility is as follows:
cluster.
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4.3.3 Hierarchical Cluster Segmentation (HIC)

General Illustration of Clustering Procedure

As for hierarchical clustering, Ward’s method is used. It is an agglomerative method,
i.e. each observation starts out as its own cluster. Subsequently, the two closest
clusters (or individuals) are combined into a new aggregate cluster. Eventually, all
individuals are grouped into one large cluster. Distance between two clusters is
computed as the minimum variance, i.e. the ANOVA sum of squares between the two
clusters added up over all variables. At each generation, the within-cluster sum of
squares is minimized over all partitions obtainable by merging two clusters from the
previous generation (for details of the computation see SAS Institute 1994a, p. 326).
The outcome is a dendrogram, i.e. a tree graph, which shows the sequence of
aggregating clusters at each step (cp. Figure 24 on page 215). Additionally, a graph of
subsequent differences (distances) between clusters merged at each step allows for a
scree test of the possibly appropriate number of clusters to retain (cp. Table XLIV on
page 216 for actual distances at each step). Sudden increases or jumps in the distance
measure (analogous to error variability) suggest the appropriate number just one step

before the jump in distance measure.

Parameter Choice and Rationale

Methods considered for hierarchical clustering were Average Linkage, Cetroid
method, Ward’s method, Single Linkage, and Complete Linkage. Ward’s method was
chosen as it seems to provide a good compromise among desirable theoretical
properties, as for instance bias to join clusters with small numbers of observations,

bias towards producing clusters with roughly the same number of observations,
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sensitivity to outliers, and the like (cp. SAS Institute 1994a, p. 326 with additional

references; Hair, Anderson, Tatham, and Black 1992, pp. 274).

Resulting Clusters

In order to decide upon the appropriate number of clusters, a scree test provides some
mathematical indication as to the adequate number which is inherent in this procedure,
and which may be used in connection with theoretical deliberations about classes of
buyers on page 195. Table XLIV on page 216 shows subsequent distance measures
between clusters merged, and the graph at the bottom of the dendrogram (scree test) in
Figure 24 on page 215 provides its graphical representation. The scree test shows a
jump in cluster distances between the second and third cluster, suggesting three (3)
clusters as the appropriate number. However, examining the pattern of joins in the
dendrogram, four (4) or even five (5) clusters seem justifiable. Subsequent analyses,

however, are confined to three (3) and four (4) clusters.

Figure 10 on page 203 and Figure 18 on page 207 show cluster profiles for three (3)
and four (4) clusters, respectively. Those clusters exhibit clear distinctions in value
attributions for certain product attributes. Using the legends on respective figures,

cluster profiles may be characterized along the following lines:

c1Ward3 shows highest preference for features concerning expansibility and
connectivity when considering likelihood of purchase of a notebook computer, with
about equal sensitivity for price. The third and fourth attribute influencing decisions
about purchase of a laptop computer may be its battery life and type of display. All
other product features show part-worth magnitudes that may not be distinguished from
random noise. clWard3 may therefore be labeled the feature-sensitives. Respondents

in cluster c2Ward3 mainly seem to base their purchase decisions on the type of display
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and the laptop”s price, with features for connectivity and expansibility, and speed,
constituting minor issues. c2Ward3 may be labeled the display-sensitives.

Respondents in c3Ward3, finally, are overwhelmingly price-sensitive.

Examining cluster profiles of the 4-cluster solution in Figure 18 on page 207 and of
cluster overlap with the 3-cluster solution in Table XLIII on page 211 reveals exact
compatibility of display-sensitive and price-sensitive segments. However, the feature-
sensitives of cIWard3 fall into two distinct groups in the 4-cluster solution: clWard4
and c2Ward4. The former group may be characterized as the clearly connectivity-
based feature-sensitives, whereas the latter put about equal emphasis on battery life
and are also somewhat influenced in their purchase decision by keyboard size. From
this discussion it may safely be concluded that Ward’s method found valid cluster

solutions.
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Figure 24, Dendrogram and Scree Test of Hierarchical Cluster Solution
(Ward's Method).
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TaBLE XLIV

CLUSTER DISTANCES OF HIERARCHICAL CLUSTER SOLUTION (WARD’S METHOD)

Beginning Intermediate Final
#of Dis- ' Lea- Joi- | #of Dis- Lea- Joi- | #of Dis- Lea- Joi-
Clus- tance . der ner |Clus- tance der ner |Clus- tance der ner
ters | ters ters
116 14713 104 110 77 3.0301 12 22 38 45869 10 107
115 1.5300 3 92 76 3.1133 8 101 37 4.6176 4 36
114 1.9440 63 79 75 3.1254 63 103 36 4.6252 7 46
113  1.9630 38 53 74 3.1284 46 68 35 47904 2 60
112 2.0711 68 95 73 3.1345 1 67 34 4.8352 25 66
111 2.1270 75 84 72 3.1518 33 62 33 48730 63 64
110 2.1293 4 57 71 31717 6 70 32 49382 8 11
109 2.1549 17 85 70 3.1768 25 105 31 5.1165 25 39
108 2.1622 27 56 69 3.1878 32 42 30 5.1839 6 14
107 2.1863 6 26 68 3.2421 12 83 29 52116 81 112
106 2.2683 14 90 67 3.2483 37 40 28 5.2926 27 76
105 2.2929 21 94 66 3.2564 36 50 27 5.3369 30 114
104 2.3136 2 108 65 3.2822 14 16 26 5.3602 3 15
103 2.3571 45 65 64 3.3797 30 58 25 5.5076 21 32
102 2.3655 4 28 63 3.3799 52 91 24 55310 2 23
101 2.4254 48 55 62 3.3999 31 43 23 5.5512 10 73
100 2.4346 86 106 61 3.4281 6 34 22 5.7233 27 29
99 2.5006 34 102 60 3.4575 64 109 21 5.8328 33 37
98 2.5010 7 35 59 3.4854 10 45 20 6.0296 10 75
97 2.5031 27 89 58 3.4894 5 18 19 6.2949 12 52
96 2.5367 32 100 57 3.5483 9 96 18 7.1031 5 6
95 2.5418 41 93 56 3.5784 76 113 17 7.1892 21 63
84 2.5766 11 98 55 3.5845 52 78 16 7.2585 7 27
93 2.6201 36 51 54 3.6528 11 82 15 7.3760 4 12
92 2.6264 38 115 53 3.6810 29 117 14 7.5863 3 9
91 2.6639 1 24 52 3.7103 1 47 13 7.8150 2 25
90 2.7284 83 111 51 3.7451 7 88 12 8.3096 8 30
89 2.7475 5 13 50 3.8026 3 41 11 8.5027 1 3
88 2.7699 49 59 49 3.8054 15 54 10 8.7125 7 33
87 2.8048 10 61 48 3.8144 9 80 9 8.7933 4 10
86 2.8340 37 99 47 3.8309 4 72 8 9.0677 2 81
85 2.8708 17 69 46 3.8443 12 17 7 9.8423 2 20
84 2.9136 15 19 45 3.9917 27 77 6 11.2453 8 21
83 2.9529 39 74 44 3.9976 6 104 5 11.8915 2 7
82 2.9880 4 48 43 4.0534 33 38 4 13.1733 5 8
81 2.9943 31 44 42 4.0564 46 49 3 14.1811 1 2
80 2.9999 23 97 41 4.0624 1 86 2 18.3086 1 5
79 3.0113 60 71 40 4.0790 21 87 1 27.7017 1 4
78 3.0291 96 116 39 4.2897 23 31

216




4.3.4 Non-Hierarchical Hard Clustering (NHC)

General Illustration of Clustering Procedure

K-means clustering is applied as the non-hierarchical clustering method. Before
clustering, the researcher has to pre-specify the number of clusters desired. Then, the
algorithm’s first step involves selection of cluster centers or seeds with the parallel
threshold procedure, i.e. a random first guess of the means of the clusters (cp. SAS
Institute 1994b, p. 14; Hair, Anderson, Tatham, and Black 1992, pp. 277). Each
observation, i.e. response data point, is assigned to the nearest seed. Together they
form a set of temporary clusters. In the next step, the seeds are replaced by the cluster
means, and once again, all observations are assigned to the nearest cluster center. This

process terminates when no further changes occur any more.

Distance is computed as a simple Euclidean distance between cluster seeds or means
and respective data'points. Runs with distance adjusted by the sample standard
deviation for a variable is not appropriate as this changes within-subject relations of
part-worth utilities (cp. section 4.3.2 of this chapter). Outcomes of this clustering
procedure are the cluster means, assignment of observations to respective clusters, the
number of data points within a cluster, and cluster standard deviations. This k-means
approach is a special case of the so-called EM algorithm, where E means Estimate (i.c.
the cluster means) and M stands for maximize or minimize (i.e. assigning points to the

closest clusters in this case).

Parameu;r Choice and Rationale

Methods considered for k-means are basically variations of finding the cluster seeds

(apart from parallel threshold there arc sequential threshold procedures, as well as
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optimizing ones; cp. Hair, Anderson, Tatham, and Black 1992, pp. 277). All k-means
procedures do have a problem with smaller data tables, i.e. the results obtained can be
highly sensitive to the order of observations in the data matrix, especially when
clusters are not clearly separate but exhibit fuzzy, overlapping boundaries. The
number of clusters to request cannot be determined by visual inspections of two-
dimensional slices through the data, as it is usually done with data exhibiting less
dimensions. Instead, results from hierarchical clustering (scree test) and fuzzy
clustering (application of subtractive clustering procedure) were used to determine the
number of clusters. In the end, three (3) or four (4) clusters were deemed appropriate
from theoretical deliberations (cp. first few paragraphs of section 4.3.2 on page 195 in

this chapter), and from those other cluster analyses.

Resulting Clusters

Figure 11 on page 203 and Figure 19 on page 207 show cluster profiles for three (3)
and four (4) clusters, respectively. These clusters, just as those found with Ward’s
method, exhibit clear distinctions in value attributions for certain product features.
However, there are also some pronounced deviations. Using the legends on respective
figures and comparing clusters with those obtained via hierarchical clustering, group

profiles may be characterized as follows:

c3Kmean3 shows highest preference for features concerning expansibility and
connectivity when considering likelihood of purchase of a laptop computer. In
contrast to ¢l Ward3, this group shows the type of diplay as the second most influential
attribute, with slightly less sensitivity for price being third. The other six attributes
show part-worth magnitudes on the noise level. It is difficult to label this group the

feature-sensitives, as all three (3) preferential attributes exhibit about equal
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magnitudes. Respondents in cluster c1Kmean3 do not exhibit clear attribute
preferences, probably with the exception of price being most influential, and type of
display and screen size remaining negligible. This is also in contrast to c2Ward3
which could clearly be labeled the display-sensitives. But for respondents in

c2Kmean3, overwhelming price-sensitivity is very similar to c3Ward3.

Examining cluster profiles of the 4-cluster solution in Figure 19 on page 207 and of
cluster overlap with the 3-cluster solution in Table XLII on page 210 reveals marked
deviations between Ward’s and Kmean’s solution. ¢1Kmean4 roughly corresponds to
c3Ward4, and may be labeled the display-sensitive segment which puts heavy
empbhasis on the type of display for determination of product preference. Also, the
clearly price-sensitive segments are c2Kmean4 and c4Ward4. c3Kmean4 and
cl'Ward4 may be characterized as the feature-sensitives who lay emphasis on features
for expansibility and connectivity. They differ markedly in the magnitude of part-
worth utilities for features, and in sensitivity for battery life. However, both groups”
classifications seem possible. c4Kmean4 is special in that this group exhibits very
high sensitivity for the keyboard size as the determinant for product preference. When
examining the number of respondents belonging to that cluster with Table XLIII on
page 211, however, reveals only two members. Therefore, it is doubtful if this group
represents a valid cluster, or if those two respondents” part-worths represent extremes
with the resulting cluster constituting an artifact of NHC. Though not as convincing
as in the HIC case, it may still be concluded that NHC Kmean method found valid

cluster solutions, as they are substantively interpretable and distinct from each other.



4.3.5 Fuzzy Clustering (FUC)

General IHustration of Clustering Procedure

Fuzzy c-means (fcm) is used as the fuzzy clustering method of choice (for a number of
different fuzzy clustering techniques cp Bezdek 1981; Kaufman and Rousseeuw 1990,
Chapter 4). It is an extension of the (hard) k-means clustering methods. In this data
clustering technique each data point belongs to a cluster to a certain degree. All
degrees of membership of one specific response in respective clusters sum up to one

(1), i.e. the response belongs 100% to the universe to be clustered.

Fuzzy c-means, as applied here, proceeds in an iteration loop that begins with an initial
random assignment of cluster centers and subsequent respective membership grades
for all observations in each of these initial clusters. Iterative updating of cluster
centers and membership grades for each data point moves the cluster centers to a
(local or global) minimum. The iteration is based on minimizing the (Euclidean)
distance (i.e. objective function) from any given data point to a cluster center weighted
by that data point’s membership grade. It terminates when either the maximum
number of iterations has been reached, or when the minimum amount of improvement
has not been reached between two iterations. Final output of the fuzzy c-means
algorithm applied is a list of cluster centers, a fuzzy partition matrix U that consists of
the membership grades of each data point in respective clusters, and the value of the

objective function, i.e. the Euclidean distance measure in this case.

Parameter Choice and Rationale

Data: The data to be clustered are all 117 part-worth utility vectors obtained via a

main-effects OLS regression procedure and subsequent adjustments.
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Dimensionality of the cluster base feature vector is twenty-one (21) part-worth
utilities from eight (8) attributes (cp. section 4.3.2 of this chapter).

Number of clusters: Three (3) and four (4) clusters are prespecified.

U: Final fuzzy partition matrix (or membership function matrix) is used to
determine cluster membership for conjoint estimates. \

m: (= exponent for the partition matgix U which controls the degree of fuzziness of
the cluster solution as well as the rate of convergence of the algorithm) is set to
five different values, from m = 1.05 (is equivalent to low fuzziness allowed) to
m = 2.0 (high allowed fuzziness).

The maximum number of iterations is set to n = 100.

The minimum amount of improvementlis set to 1x10™,

For purposes of segment-based conjoint estimates the maximum membership value in
a cluster is used for assignment of respondents to clusters, i.e, market segments. As is
obvious, a aifferent scheme for selection and assignment of data points to clusters

could be used, as for instance only data points with at least 60% membership grade in

a cluster could be considered distinct members of a segment.

Resulting Clusters

The number of clusters was tentatively determined with a new algorithm by Chiu
(1994) called 'subtractive clustering', and compared with results ofithe scree test from
HIC (Figure 24 on page 215). The algorithm is an extension of the 'mountain
clustering' method proposed by Yager (1992). Cluster centers are estimated in a set of
data assuming each data point is a potential center. A measure of the potential for
each data point to be a center is calculated based on the density of surrounding data

points. Then, the response with the highest measure of potential as a center is selected
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as the first center, and the potential of responses "near” this center is destroyed.
Thereafter, the response with the next highest potential is selected and the potential of
surrounding responses to become a center is destroyed. The process of acquiring a
new cluster center and destroying potential "near” this response is repeated until the
potential of all data points falls below a threshold. One problem with this algorithm is
its use of a unit hyperbox as the clustering space. As has been explained in section
4.3.2 on page 198, this distorts within-subject relationships of part-worth utilities and
invalidates respective results. To counter this effect, the algorithm was also applied
without normalization, for which properties of the algorithm are not known. Cluster
centers obtained with both, normalized and unnormalized, approaches did not yield
valid cluster solutions. Differences among clusters tended to blur. Therefore,
substantive deliberations and results of the scree test with HIC were also used to

determine the appropriate number of fuzzy clusters.

Figures 12 to 16 on pages 204 to 206 show profiles of FUC cluster solutions for three
(3) clusters and different allowed degrees of fuzziness with m = 1.05 tom =2.0.
Figure 17 on page 206 and Figures 20 to 23 on pages 208 to 209 illustrate profiles for
FUC cluster solutions with four (4) clusters and the same different allowed degrees of
fuzziness with m = 1.05 to m = 2.0. Both groups of solutions exhibit distinct
differences in all respective cluster profiles found, except for solutions with the
highest degree of fuzziness (m = 2.0). As for the 3-cluster solutions, substantive
interpretation of cluster profiles is according to the following lines exemplified with

the solution for m = 1.05:

c1fcm1.05¢3 shows highest value attribution to additional features of expansibility and
connectivity, followed by price and battery life, and with marginal influence of the

type of display on part-worth utility values. This type of buyer may clearly be labeled
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the feature-sensitive. Respondents in group c2fcm1.05¢3 show highest sensitivity in
their preference for the type of display that comes with the notebook computer, with
price exhibiting the second highest impact, and with weight coming third. This group
of respondents may reasonably well be labeled the display-sensitives. Finally,
segment c3fcm!.05¢3 may clearly be labeled the price-sensitive one, with marginal

influence of features of connectivity and expansibility on their preferences.

An important issue in fuzzy clustering is how the degree of fuzziness changes the
solution, and what the best degree of fuzziness should be. In theory, higher allowed
degrees of fuzziness should result in less pronounced distinctions among segment
profiles. In the solutions found in this study, and with these empirical data, this effect
is especially visible in the less distinct attributes when comparing fcm1.05 with
fem1.5, as for instance in battery life, speed, and weight. The highest contrasts seem
to be achieved with fcm1.05 and fem1.1, which is also slightly higher than the HIC
solution in Figure 10 on page 203. Comparing Figure 16 and Figure 17 on page 206
(m = 2.0) with the other fuzzy solutions it turns out that both solutions are virtually
identical and not congruent with the less fuzzy solutions. fcm?2.0 for three (3) and four
(4) clusters both found only two not very distinct clusters, both approaching the profile

of the grand mean. These two segments very likely are invalid cluster solutions.

Turning our attention to FUC 4-cluster solutions two effects are remarkable: First, as
already observed in the HIC solutions, the feature-sensitive cluster of the 3-cluster
solution splits into two distinct groups while the display-sensitive and price-sensitive
segments remain intact in the 4-cluster solution. With fcm!.05¢4 as the example (cp.
Figure 20 on page 208), c1fcm1.05¢4 represents the price-sensitive segment, and
c3fcm1.05¢4 represents the display-sensitive one. Of the feature-sensitive groups,

c2fcm1.05¢4 is more influenced by the notebook s performance/speed after features

223



and price, while c4fcm1.05¢c4 is more influenced by battery life and marginally by
keyboard size. Second, comparing 4-cluster solutions, profile contrasts now seem to
be highest with fcm1.1 and fcm1.25, i.e. solutions which already allow a considerable
degree of fuzziness. Obviously, and contrary to one’s intuition, there is no monotonic
decrease in contrast among segment profiles in accord with an increase of fuzziness
allowed. This finding allows for the conclusion that there is at least one optimal
solution for the degree of fuzziness that optimizes contrasts among segments, and this
solution need not be the one with absence of fuzziness. From this and prior
paragraphs” discussion it may safely be concluded that not-too-fuzzy FUC methods

found valid cluster solutions.

4.3.6 Summary of Cluster Validity

All different clustering procedures did yield concordant clusters, i.e. clusters which are
very similar in their substantive interpretation, with the exception of the non-price-
sensitive clusters obtained with NHC: in this 3-cluster solution feature-sensitive and
display-sensitive respondents are non-distinct; in this 4-cluster solution one cluster is
comprised of only two (2) respondents who are very dissimilar to the rest.
Nevertheless, with the other methods there is prevailing concordance of substantive
cluster interpretation. Furthermore, cluster solutions obtained with specific methods
are predominantly distinct, except for the most fuzzy solutions with m = 2.0. And
finally, for the most part, different clustering methods arrived:at similar partitions.
Examination of those three (3) criteria lead to the conclusion that cluster procedures
applied to this empirical data set resulted in valid cluster solutions. Usefulness of
cluster solutions for marketing practice which is also often denominated as cluster
validity is examined in more detail in the section answering Research Question # 8 on

pp. 234.
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4.3.7 Segment-Level Conjoint Procedures and Results

Research Question # 5.
Can cluster-based segmentation approaches improve accuracy in prediction of
value attributions to product profiles over individual-level conjoint models ?

Research Question # 6.

Which aggregate model for customer value structure performs best with respect to

prediction ?

As has already been stated, from the literature review about the nature of value, it was
concluded one may reasonably well assume highly idiosyncratic sets of relevant
attributes and model forms. This also suggests that individual-level conjoint models
should outperform segment-based conjoint models in terms of predictive accuracy.
However, more recent literature and pilot studies about aggregate conjoint models
suggest that segment-level based methods should outperform individual-level part-
worth utility models because of more stable parameter estimates, though there may be
increased individual variance. This claim has not been confirmed in one replication of
one particular model. Therefore, the hypothesis for this research question may be

stated as follows:

Hp: Segment-level part-worth utility models do not influence predictive

performance.

HA: Segment-level part-worth utility models do influence predictive performance.

This hypothesis was first tested by performing one-way ANOVA on selected pairs of
segment-level models and over selected performance measures in order to make test

results comparable to individual-level models. Unfortunately, not all desirable tests
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could be conducted due to violations of test assumptions. Therefore, in addition to the

ANOVA, paired t-tests and Chi-Square tests were conducted.
Estimation

After obtaining valid cluster solutions, these were used to estimate segment-level
conjoint models according to Figure 7 on page 88. Table XLV on page 227 lists
performance measures calculated for segment-level models. All figures are weighted
averages of respective cluster solutions. The mean count of First-Hit which was
calculated for the individual-level models is missing for the segment-level models, as

it is not used for tests, here.

When examining Table XLV on page 227 the most obvious result is that none of the
segment-level measures exceeds individual-level performance measures, neither for
the conjoint, nor for the self-explicated models. On the contrary, and except for First-
Hit, all performance measures are much lower in absolute values than their individual-
level counterparts. Another important observation is that best and worst model
performance is dependent on the measure used for the comparison. This is
unfortunate, as it limits generalizability of model performance and the usefulness of
associated tests of significance. Yet another dilemma is the absence of tests (or the
violation of test assumptions) for most performance measures to determine relative
performance of models. For this problem, a Monté Carlo study could determine levels
of confidence, significance, and power of differences in performance for different
performance measures and selected segmentation-based conjoint models. One such
attempt is the Monté Carlo study of Vriens, Wedel, and Wilms (1992) which,
regrettably, is not useful for interpretation of the present study due to missing
parameter variations. Umesh and Mishra’s (1990) Monté Carlo study for R is not

applicable for segment-level conjoint models.
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TABLE XLV

PREDICTIVE PERFORMANCES OF SEGMENT-LEVEL MODELS

Performance Measures (Averages Over Groups)

Type Method  #of |R? AdjR? iR? ey Fisher's iRMSE (RMSE | First-Hit

of Clusters i (calib) b | (calib.) (hold )P (h'old.) a z(ryy) (hold.) (calib.) (hold.)

Model (hold.) 3
I HIC: Ward 3 0.3102 i 0.3007 | 03126 : 05538 i 0.6307 | 26.02 23.20 | 0.6453
2. NHC: Kmean 3 03007 | 0.2905 ; 0.2955 | 0.5408 : 0.6088 i 2640 : 23.57 i 0.6538
3. FUC: m=105 3 03139 | 03042 | 03152 | 05573 | 0.6342 | 2599 | 2327 | 0.6560
4. FUC: m=11 3 03139 | 03042 | 03152 i 0.5573 | 0.6342 | 25.99 2327 | 0.6560
5. FUC: m=125 3 0.3108 | 03010 | 03139 | 05573 | 0.6327 | 2606 | 23.36 . 0.6538
6. FUC: m=15 3 0.3096 | 0.2996 ; 03162 i 0.5600 | 0.6359 | 2595 2338 i 0.6410
7. FUC: m=20 3 0.3017 | 0.2917 | 03052 i 0.5490 | 0.6211 | 26.19 2359 | 0.6453
8  HIC: Ward 4 0.3264 | 03137 | 03165 | 05573 | 0.6358 | 25.98 22.94 | 0.6517
9. NHC: Kmean 4 0.3286 | 0.3173 | 0.3291 | 0.5688 | 0.6549 i 25.64 2292 | 0.6645
0. FUC: m=105 4 03314 | 03185 | 03133 | 05537 | 0.6311 | 26.01 22.89 | 0.6709
1. FUC: m=11 4 0.3319 | 03189 | 03216 | 05639 | 0.6429 | 25.91 2299 | 06752
12. FUC: m=125 4 0.3325 | 03195 | 03238 ;| 0.5654 i 0.6458 | 25.81 2293 | 0.6752
|13, FUC: m=15 4 03305 | 03175 | 03202 i 0.5611 : 0.6409 | 2589 2292 i 0.6816







14.

2. NHC: Kmean 0.3007 0.2905 0.2955 0.5408 0.6088 26.40 23.57 0.6538
3. FUC: m=1.05 0.3139 0.3042 0.3152 0.5573 0.6342 25.99 23.27 0.6560
4. FUC: m=1.1 0.3139 0.3042 6.3152 0.5573 0.6342 25.99 23.27 0.6560
5. FUC: m=125 0.3108 0.3010 0.3139 0.5573 0.6327 26.06 23.36 0.6538
6. FUC: m=15 0.3096 0.2996 0.3162 0.5600 0.6359 25.95 23.38 0.6410
7. FUC: m=20 0.3017 0.2917 0.3052 0.549¢ 0.6211 26.19 23.59 0.6453
8. HIC: Ward 0.3264 0.3137 0.3165 0.5573 0.6358 25.98 22.94 0.6517
9. NHC: Kmean 0.3286 0.3173 0.3291 0.5688 0.6549 25.64 22.92 0.6645
10. FUC: m=105 0.3314 0.3185 0.3133 0.5537 0.6311 26.01 22.89 0.6709
1. FUC: m=1.1 0.3319 0.3189 0.3216 0.5639 0.6429 25.91 22.99 0.6752
122 FUC: m=1.25 0.3325 0.3195 0.3238 0.5654 0.6458 25.81 22.93 0.6752
13. FUC: m=15 0.3305 0.3175 0.3202 0.5611 0.6409 25.89 22.92 0.6816

FUC: m=20 0.3022 0.2923 0.3112 0.5537 0.6290 26.06 23.59 0.6453

(calib) = Calibration set
(hold.) = Holdout sct

Seemingly non-monotone transformations between ryy and z ( ry ) when comparing different cells in the table result from averaging individual
results which is appropriate for Fisher’s z, but not for ryy, .
Some marginally better R2 for the holdout rather than for the calibration set of profiles results from different methods for calculation: as for the
holdout set, r, was squared first, then the weighted average was computed for the respective cluster method, while R?2 for the calibration set of

a-

b=

profiles was computed directly for the clusters, then the weighted average for the method was obtained.

All figures are weighted averages of respective segment-level numbers.







R2, the variance accounted for in the calibration set of profiles is only a bit above 30%
for the worst model (R? = 0.3007 for Kmean3), and at 33.25% for the best model
(fcm1.25c4). This is markedly worse than individual-level conjoint models for
treatment groups in Phase I of this study (cp. for instance Tables XIV and XXV on
pages 141 and 162). It is also markedly worse than the average R? (model fit) for

TC main effects models over all 117 respondents (J R* = 0.8584). But it is still in the
range of many conjoint studies which also did not yield higher "goodness-of-fit". The
difference between best and worst model is over three (3) percentage points, i.e. about
10% from the worst "goodness-of-fit". Another interesting observation is the fact that
most 4-cluster solutions exhibit higher performance in prediction than 3-cluster
solutions, though the difference is below the three percentage mark. A possible reason
may be that 4-cluster solutions better reflect differences in value attributions to
product profiles than 3-cluster solutions, though both solutions are valid in terms of

substantial interpretation.

Some R?s for the holdout set of profiles are marginally better than those for the
calibration sets. This effect most likely does not reflect overfitting, but may be
explained with the difference in the way both R’s were computed: For the holdout set
of profiles, ryy was squared first, then the weighted average was computed for the
respective cluster method, while R for the calibration set of profiles was computed
directly for the clusters, then the weighted average for the method was obtained. As
the scale of ryy is not an interval scale (see page 120 and footnote 20 on page 143),
these different approaches lead to different results even with the same cluster solution
and data set. The worst R? for the holdout data is R2 = 0.2905 for Kmean3, and the
best R2=0.3291 for Kmean4. Neglecting Kmean4 due to the doubtful validity of its
cluster solution, the best holdout R? is R? = 0.3238 for fcm1.25c4. As for Adj R* for
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the calibration set, Kmean3 performed worse with Adj R = 0.2905 and fcm1.25¢c4
performed best with Adj R? =0.3195. This is also much worse than average adjusted

R? for all individual-level TC main effects conjoint models (@ Adj R? = 0.6654).

With the holdout set of profiles, rxy, Fisher’s z( rxy ), and RMSE show the same
pattern of performance: Kmean3 is worst. Kmean4 is best; when neglecting Kmean4
due to doubtful validity of its cluster solution, fcm1.25¢4 is the best segment-level

conjoint model.

RMSE for the calibration set of profiles shows both most fuzzy models being worst,
i.e. fcm2.0c3 and fcm2.0c4 with RMSE = 23.59 which, however, is only slightly
worse than Kmean3 (RMSE = 23.57). Best calibration RMSE is exhibited with 22.89
by fcm1.05c4. Predictive performance with the holdout set of profiles in terms of
First-Hit also shows quite a different pattern: fcm1.5¢3 performs worst with 64.1%
correctly predicted first hits, and fcm1.5¢c4 performs best with 68.2% correctly
predicted first hits. Only First-Hit performance measure approaches magnitudes

reached with individual-level main effects conjoint models.

In summary, observing different performance measures and the differences between
selected segmentation methods, it seems that segment-level conjoint models on the
basis of Kmean3 perform worst, and models using fcm1.25¢4 perform best. It is
remarkable that fuzzy models have the ability to perform best, but it seems to depend
on the degree of fuzziness allowed. Finally, as patterns of performance across models
and performance measures are not unambiguous, it is important to know if at least

differences between best and worst model show significance. This test is done next.

229



Possible Tests

Comparing segment-level conjoint models with each other entails problems absent
with individual-level models. First, ANOVAs with Fisher’s z( rxy ) and RMSE
measures cannot be performed any more due to insufficient numbers of data points.
Each segment provides for one number, i.e. performance measure, leading to only
three and four measures for the 3-cluster and 4-cluster solutions. Second, more direct
tests for comparisons between Pearson product moment correlations ryy as suggested
on pp. 120 are not possible because segment-based model ryys do not exhibit only
binomial distributions, and variances as well as the number of respondents in each
segment (i.e. the basis of each proportion) are very different for each segment. Third,
within the same lines of arguments, a direct test for First-Hits between segment-based
models is not feasible because distributional assumptions of the z-tests on pp. 121 for

First-Hit are not met.

Nevertheless, there is the possibility to test diffcrences in performance among
segment-based conjoint models on the basis of First-Hit counts per respondent. From
an inspection of the absolute values of performance measures, and even without
formal tests, one may easily conclude for Research Question # 5 that cluster-based
segmentation approaches cannot improve accuracy in prediction of preferences and
choice behavior vs. individual-level conjoint models. Backing this claim with formal
tests of performances between individual-level and segment-level models revealed
impossible as some prerequisites for valid tests are absent, especially the assumption
of normal distribution of the data (e.g. for counts of First-Hit for the holdout set of
profiles, and fcm1.5¢3, Shapiro-Wilk W = 0.8737; p < 0.0000), and a sufficient

number of data points to perform valid statistics with segment-level models.



In order to answer Research Question # 6, and in order to apply a test that,
theoretically, allows for comparison of individual-based and segment-level conjoint
models, an ANOVA test and a paired t-test is performed for First-Hit performance
measure with the holdout set of profiles, and between best and worst performing
segmentation methods over 3-cluster and 4-cluster solutions, as well as for 4-cluster
solutions, alone. However, as the distributional assumption of normality is not met for
this measure, a Chi-Square test as a test of independence is provided in addition to the
former two tests, though the latter statistic provides no information about the strength
or direction of the association between First-Hit measures of two segment-based

conjoint models.

Results

Table XLVI on page 232 illustrates results for all three tests performed on the (over all
segmentation methods) worst and best performing segment-level conjoint models, i.e.
fem1.5¢3 with 64.1% correctly predicted first hits, and fcm1.5¢4 with 68.2% correctly

predicted first hits.

The ANOVA performed on First-Hit could not determine significance of differences
with F =1.7373 and p < 0.1888, however the paired t-test could with a t-Ratio of
2.2957 and a p-value of less than 0.0117. The Chi-Square test also yielded clear
significance of differences between those two model forms. These results must be
interpreted with caution as they were obtained with a data set that does not satisfy the

assumption of normal distribution of responses.



TaBLE XLVI

TESTS BETWEEN SEGMENT-LEVEL MODEL FORMS

Tests for
First-Hit Assumption
of normal
Model 1 vs. distribution
Type of Test Model 2 valid ? Test Ratio  p-value
ANOVA fcml.5¢4 vs. No F=1,7373 0.1888
Fl'g_gg feml.5¢3
feml.5c4 vs. No F=1.2473 0.2652
fcm?2.0cd
Paired t-test fem1.5¢4 vs. No t=2.2957 0.0117
(one-tailed) fcml1.5¢3 No
fcml1.5¢4 vs. No t=1.9102 0.0293
fcm?2.0c4 No
Chi-Square|y 19 fcml.5c4 vs. n/a LL Ratio = 109.85 0.0000
fcm1.5¢3
fcm1.5¢4 vs. n/a LL Ratio = 157.35 0.0000
fcm?2.0c4

Tests are also ordered in terms of sensitivity for detection of differences. The
ANOVA is the least sensitive test as group variances are pooled. The t-test is a
stronger test of differences between groups as the variance for both groups is not
pooled, but calculated separately. The Chi-square test is the most sensitive concerning
the high number of responses.2? Best and worst models” performance is only five (5)
percentage points apart, or about 6.3 % measured from the worst model. Considering

the number of respondents (117), this difference may be indicative of systematic

29 Significance of Chi-Square with large numbers of respondents is problematic as the magnitude of

Chi-Square is dependent on the number of respondents. Measures that adjust Chi-Square for the
number of respondents, however, as for instance phi, the cocfficient of contingency C, or
Cramér’s V, do have problems of their own (Norusis/SPSS 1993, pp. 208).
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deviations between the two models. The F-test could not detect this difference.
Separating individual variance with a paired t-test, the difference between models!
becomes apparent. Though usually violations of the assumption of normal distribution
of responses reduces power of the test, it is not clear if this phenomenon is responsible
for the F-test’s nonsignificance. The Chi-Square test, in contrast, seems to be too|

sensitive with respect to the absolute differences between models.

Considering best and worst segment-level conjoint model for the 4-cluster solution
only, differences between models are a little less pronounced: best model remains
fcm1.5¢4 with 68.2 % correctly predicted first choice hits, while worst model \

fem?2.0c4 with 64.5 % correctly predicted first hits is only 3.7 percentage points worse.

The ANOVA performed for these models” difference was not significant with

F =1.2473 and p < 0.2652, but the paired t-test was significant, again, with a t-Ratio
of 1.9102 and a p-value of less than 0.0293. The Chi-Square test yielded clear
significance, too, but this result must be viewed with caution as it was obtained with a

sample that is relatively large for Chi-Square measure.

In sum, one may conclude that there is a significant difference between best and worst
segment-level conjoint models. Therefore, H) must be rejected and HA be believed:
Segment-level part-worth utility models do influence predictive performance. Best
and worst model are the 4-cluster and 3-cluster solution of fuzzy clustering with |

m = 1.5, respectively. The 4-cluster solution seems to be able to more accurately |
reflect different value attributions to product profiles, leading to higher performance

measures.



4.3.8 Plausibility and Practicality

Research Question # 7.

Are the purposes of prediction and segmentation, as well as potential other
purposes, better served with the suggested methods, and what practical limitations
are there for the different methods to support specific purposes ?

Research Question # 8.

Are benefit segments obtained with different clustering procedures meaningful for

target marketing, or may they only increase predictive accuracy ?

These two questions do not lend themselves to hypothesis testing. They concern the
benefit cluster solutions obtained, and possible conflicts from high predictive accuracy
but poor ways to meaningfully address segments with various business policies.
Ultimately, these two research questions concern usefulness of applied methods for

purposes of increased accuracy in prediction, and improved segmentation.

This possible conflict did not materialize: Segment-level main-effects-only conjoint
models were markedly inferior to individual-level main-effects-only conjoint models
over all performance measures considered for the comparison (Table XLV on

page 227). Increasing reliability of part-worth utility estimates, i.e. value structure, by
trading high variance in respondents” part-worth estimates did not simultaneously
increase accuracy in prediction. Therefore, segment-level conjoint models may not be
considered useful for to increase accuracy of prediction. This contradicts assumed
reversal of the best model with a change from individual-level to market conjoint
models as suggested with (Hagerty’s) theory and a (very limited) Monté Carlo study

by Hagerty (1986, pp. 301 and 309).



Turning attention to the eighth research question first, the second part of Research
Question # 8 has already been answered: Segment-level conjoint models do not
increase accuracy in prediction. As for the first part of this question, validity of cluster
solutions has also been established. However, meaningfulness of benefit segments
obtained with different clustering procedures for target marketing refers toiusefulness
of solutions which is also often termed cluster validity. Meaningfulness of segments is

judged upon criteria of substantiality, actionability, and accessibility, |

Segments obtained with clustering procedures show distinct discriminatory level-
utilities, i.e. one element of substantiality, with the exception of non-hierarchical
k-means method and the most fuzzy c-means methods with m = 2.0 (Figures 11, 16,
17, and 19 on pages 203, 206, and 207). Stability of segment profiles over: time, the
second component of substantiality, is difficult to determine as segments change with
repeated application of clustering procedures. Conceptually, it is not clear if
(repeated) within-subjects or inter-subjects segment profiles are indicative of stability
over time. However, one indication of stability of value structure over time has been
provided with comparisons of repeated measurements: The two unconfounded
comparisons of individual-level part-worth utilities after first and second measurement
(for groups G3 and GS5; cp. Tables XXXIV on page 176 and XXIII on page 157)

yielded stability of value structure over time,

A similar consideration of stability of segment profiles related to the segmentation
procedure concerns similarity of value structure for (average) individual-level part-
worth utilities and part-worths obtained with segment-level conjoint estimaites.
Figures 25 to 27 on pages 236 and 237 show average individual-leve| part-worth
utilitics before segment-level conjoint estimates for best and worst segmeni-level

models as tested in Table XLVI (i.e. models fcm1.5¢3, fcm2.0c4, and fem1.5¢4).
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Comparing a priori FUC cluster profiles for the worst-performing conjoint main
effects model with three (3) clusters and m = 1.5 in Figure 25 on page 236 with the
according segment-level cluster profiles in Figure 15 on page 205 there is, by and
large, congruence between respective cluster profiles. Only slight deviations between
individual-level and segment-level profiles in the type of display, in battery life, and in
features are noticeable. Differences are grave with the most fuzzy models and

m = 2.0: The most fuzzy segment-level models cannot differentiate among three
cluster centers any more, but recognize only two largely similar profiles. As for FUC
cluster profiles for four (4) clusters with m = 1.5, the a priori cluster profiles exhibit

larger deviations among each other than the segment-level models.
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From presence of discriminatory preferences, stability over time, and stability over
individual-level and segment-level part-worth estimates, resulting segments reveal as

substantiated and meaningful for the market researcher.

In addition, meaningfulness, and certainly usefulness of groupings of potential market
participants resulting from segment-level conjoint estimates may be judged with the
ability of a firm to act upon knowledge of benefit attributions with combinations of
product attributes and other variables of the marketing mix. As relevancy of attributes
for value judgments of respondents and relevancy of attributes for managerial actions
provide the basis for conduct of a conjoint study, consideration of this issue at this
point constitutes an a posteriori check of an a priori balanced study design. Evaluating
segment profiles, it seems possible for a firm to provide market offerings specifically

geared to market segments obtained with this study.

Finally, a criterion that may be considered part of meaningfulness, but certainly a
component of usefulness, is accessibility or reachability of individuals within a
specific segment. Considering the segments obtained and their clear distinctions
among profiles which also facilitated labeling, it is very likely that those segments are

accessible with specific product offers, and an according communication policy.

In order to maximize efficiency of access to specific segments it would be helpful to
establish covariation of benefit attributions to product profiles with demographic and /
or psychographic characteristics of respondents. However, due to the purpose of this
study and the limited ancillary measures gathered about respondents, such an
exploration could not be performed within this research study. For instance,
covariation of segments with familiarity would allow to adapt communication to

market participants” product knowledge, potentially increasing efficacy of
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communication, and efficiency of access to the market via selected media. Selected
analyses of covariation of familiarity, work experience, and other ancillary variables

about respondents with segments did not yield insightful correlations.

Nevertheless, from the clear differences in part-worth utilities exhibited by the price-
sensitive, the feature-sensitive, or the display-sensitive segments, one may conclude
that meaningful and useful leverages for access are possible with segment-level
conjoint models, but segment-level estimates do not reveal to be better than

individual-level ones.

In conclusion, considering substantiality, actionability, and accessibility, segment-
level conjoint models are not better, but just as good as individual-level conjoint
models in determining segment-level part-worth utility profiles, i.e. value structure.
Segment-level conjoint models, however, are markedly worse than individual-level
models in predicting preferences and choice behavior. Furthermore, limitations of
study design are nearly as grave as with individual-level models, with the exception
that segment-level conjoint estimates possibly necessitate less profiles to be evaluated
by any one individual. Finally, another important limitation of segment-level part-
worth estimates is a lack of valid tests for preference measures ryy, Fisher’s z, and
RMSE (at least in this study, and with these data’s distributions) which, in contrast,

are possible with individual-level estimates.



CHAPTER V

FINDINGS AND CONCLUSIONS

This chapter summarizes and expands on findings in the results section, and it
discusses and interprets Phases I and II. First, major findings are detailed. Then, the
contribution of systems science to this study is elaborated on. Next, contribution of
this study to marketing theory and practice are illustrated. Finally, remaining

limitations, and directions for future research are commented on.

5.1 Major Findings

Maybe the most general finding concerns the question if it is even worthwhile to study
conjoint methodology. Without any doubt one may be assured, conjoint analysis is a
method for measurement of customer value that is well worthwhile to be studied. This
statement may already be obvious from the prior chapter, but may become even more

so in subsequent paragraphs.



Convergent Validity and Reliability of Individual-Level Models

In order to determine convergent validity of conjoint methodology as outlined in
section 2.6 (pp.68), traditional individual-level conjoint models (TC) were compared
to self-explicated (SE) models for customer value. A summary for selected results is
provided in Table XLVII on page 242. Consistently, the best conjoint models (TC)
yielded substantial improvements in the accuracy of prediction versus the self-
explicated (SE) models. For Pearson’s product moment correlation coefficient ryy the
improvements of TC models vs. SE models are in the magnitude of about nine to ten
percentage points (9% - 10%) for three quarters of respondents in the second
measurement, and at about four percentage points (4%) for all respondents in the first
measurement. Regarding Fisher’s z ( rxy ) which is more appropriate for comparisons
due to its interval scale, average performance advantages for conjoint models are in
the range of fourteen percent (14%). For First-Hit, conjoint models are, on average,
about four (4) percentage points better than SE models. Conjoint models, on average,
can account for about seven to eight percentage points (7% - 8%) more of the variance
in the responses of potential customers than SE models. The important observation to
establish convergent validity, however, is the fact that performance measures of SE
models improved and deteriorated in accord with the conjoint models for different
methodological variations, but with one exception: repeated measurements for

selected performance measures of group G5 as detailed in the results section.

In terms of value structure, and for purposes of segmentation, individual-level conjoint
models do have better discriminating power between attributes which becomes
apparent with larger differences in attribute importances, while direct questioning for
self-explicated (SE) models yielded more average importances which are hardly to

distinguish from a random model (cp. Table XIII on page 137). Furthermore, part-
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worth utilities of conjoint models are signed which allows for an evaluation of positive
and negative contribution of specific attribute levels to overall utility which is absent
in self-explicated models, making it harder to interpret results. This finding is
consistent with the statement that derived value attributions to product descriptions are

more accurate than directly elicited ones.

TaBLE XLVII \

SUMMARY OF DIFFERENCES BETWEEN TC MAIN EFFECTS MODELS AND SE MODELS
FOR SELECTED PERFORMANCE MEASURES AND (GROUP COMPARISONS

Measurement Iyy Fisher’s z(r,y) First-Hit R? Details in
Groups
G5 0.0364 0.1425 0. 0.0696  Table XIV;p. 141
G6  0.0912 0.1693 750  0.1107  Table XIV;p. 141
G2(G5)  0.0219 0.0978 250  0.0298  Table XVI; p. 146
G2(G6)  0.0314 0.0658 750  0.0386  Table XIX;p. 150
G3  0.0915 0.2580 555  0.1388  Table XXV;p. 162
G4 0.1050 0.1878 6.67  0.1138  Table XXV;p. 162
G1(G3)  0.0239 0.0710 -1.85  0.0341  Table XXVII; p. 165
G1(G4)  0.0640 0.1285 250  0.0664  Table XXX;p. 170
Average  0.0582 0.1401 380  0.0752

All numbers refer to the holdout set of profiles.
Group differences are in chronological order.
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In addition, individual-level conjoint models seem to be more reliable over time than
SE models. For all repeated measurements over the majority of performance
measures, and for the conjoint models, accuracy is improving with the second
measurement while for SE models and for two groups (G5 and G6), the second
measurement seems to yield no better, and even worse results than the first.
Familiarity with the task should provide assurance against deterioration in the
measurement which is visible with conjoint models, and should reduce perception of
difficulty of the task. Instead, an ancillary variable collected for both repeated
measurements, perceived difficulty of the task, deteriorated slightly from an average
of 2.57 for the first mesurement to an average of 2.62 for the second measurement out
of a range from one (1) to seven (7) categories. This difference in perceived difficulty
of the task, however, is not significant in a paired t-test with both measurements’
nonnormal data sets (p < 0.3138), but is significant with a Chi-Square test

(LL Ratiosg 75 = 93.23 at p < 0.0000). It seems that conjoint analysis gains from task
familiarity while self-explicated models do not seem to be influenced by task
familiarity or perceived difficulty of the task. SE models do not seem to gain in
accuracy of prediction with repeated measurements, but conjoint models do, especially

when performance levels are low and the respondent task is difficult.

Concerning reliability over attribute set and over stimulus set, conjoint models are also
superior to SE models for both of these methodological variations. The inclusion of
user-referent attribute sets is able to improve accuracy in prediction. Group
comparisons showed a consistent improvement in predictive accuracy with the
inclusion of a user-referent attribute into the attribute set for conjoint models.

Nevertheless, this tendency was generally not statistically significant. For Fisher’s z

and RMSE, H could be rejected at the oo < 0.1 level, but not at the o < 0.05 level. SE
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models did also show this consistency of improvement in prediction, but did not reach
the magnitudes in performance of conjoint models. Quite contrary, it is hard to detect
any effect from different fractional factorials at all. Conjoint analysis is very reliable
over stimulus sets. This also alleviates concerns voiced in Reibstein, Bateson, and
Boulding (1988, pp. 280) about possible problems with fractional factorial designs.
Problems in their study may be explained with attribute interactions which they could
not model and test for, but which were included in this study. Additionally, the
current study found an exactly reversed effect from their study: here, reliability over
stimulus set is higher than reliability over attribute set which may be explained with
perturbation of only the least important attributes in their study. Finally, there is
evidence that influences from different methodological variations can cancel out when
those are combined which point in opposite directions, thus increasing overall

reliability of the method.

Apart from statistical considerations but in contrast to the positive empirical properties
of increased accuracy, user-referent attributes pose the problem of possible
ambiguities in understanding among respondents, making it more difficult, in practice,
to attach the beneficial attribute to one’s offer. For example, firm reputation may
mean different things to different potential customers. On the other hand, user-
referent attributes as firm reputation allow for a measurement of decision (i.e.
evaluative) criteria that are more comprehensive than simply the (physical) product
offer. And the important finding, here, is conjoint analysis” ability to measure such

influences on potential customers” preferences and choices.



Segment-Level Performance

Segment-level conjoint estimates performed much worse in terms of prediction than
individual-level conjoint models. They also were not perceivably better in exhibiting
value structure than individual-level models. Therefore, segment-level conjoint
estimates cannot be recommended if violation of statistical prerequisites for conjoint
analysis can be avoided with appropriate planning of the conjoint study. However,
clustering after estimation of individual-level conjoint models can be recommended as

an effective means for exhibition of value structure of possible market segments.

One conjecture why individual-level models came out better in this study than
segment-level models is that the individual-level models already leave sufficient
degrees of freedom for error (11 and 9 in this study). Therefore, bias in the parameter
estimates may not be an issue, here, as parameter estimates are already very stable.
Considering, for example, one study with similar numbers in the degrees of freedom,
and the most extensive study to date that takes Bateson, Reibstein, and Boulding’s
(1987) framework for conjoint reliability into account, i.g. distinguishes between
reliability and validity, as well as among different forms of reliability, their study
leaves between nine (9), and eighteen (18) degrees of freedom for error for varying
products and numbers of attribute levels included in the study (Reibstein, Bateson, and
Boulding 1988, p. 276), and also establishes high reliability for individual-level
conjoint models. However, each of their group comparisons is based on only 20
respondents per cell, and their measure of reliability, the alpha level resulting from a
Chow test (specific F-test) of the possibility to pool test applications, has been shown
to increase when the number of product profiles decreases which is exactly the
opposite of what one should expect in a reliability measure (Green and Srinivasan

1990, p. 12). This study avoids this measure, and also avoids reliance on only one
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performance measure. Instead, this study’s findings are based on a total of nine (9)
performance measures where (admittedly) some are related, and on up to three
different tests. These measures were computed over a holdout set of sixteen (16)
profiles. This approach should provide greater confidence in the study’s findings than

in those of earlier studies.

From this study’s results it may be concluded that individual-level models are best
when some basic statistical requirements are met, as for instance leaving sufficient
degrees of freedom for error, and basing performance measures on a sufficient number
of holdout profiles. Umesh and Mishra, based on their Monté Carlo study, also regard
"the residual degrees of freedom of the conjoint analysis design" as "the most
important factor that influences the goodness of fit" (1990, p. 43). In addition, when
statistical requirements are met, the gain of reduced bias from segment-level conjoint
procedures seem to be outweighed by the increased variance of individual

respondents, leaving the performance advantage with individual-level models.

This study’s finding of superior individual-level conjoint models is also in line with
the only two other limited empirical studies that compared individual-level and
segment-level conjoint models (Green and Helsen 1989; Green, Krieger, and Schaffer
1993a). In both these replications, however, degrees of freedom were not always
higher than in the original studies, neither were performance measures always based
on a higher number of holdout profiles: Green and Helsen (1989) used eighteen (18)
calibration profiles, and sixteen (16) validation profiles (holdout set). This left only
five (5) degrees of freedom for the calibration set. However, Hagerty’s study (1985)
claiming superiority of segment-level models, used sixteen (16) calibration profiles
and only two (2) holdouts. This also left five (5) degrees of freedom for calibration,

but performance is based on only two (2) responses which may (at least partly) be
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responsible for bad results of individual-level models. Two other possible reasons for
failure to replicate Hagerty’s findings may be his usage of ranking (i.e. ordinal) data as
rating (i.e. interval) data, and standardization of responses of individuals before
exposition to the Q-type factor analysis. Kamakura’s study (1988) used twenty-seven
(27) calibration and eight (8) holdout profiles, leaving sixteen (16) degrees of freedom
for calibration, but performance measures are also based on fewer holdout profiles,
and statistical significance is assumed at the o = 0.1 level. Green, Krieger, and
Schaffer’s study (1993a) used, respectively, three data sets with eighteen (18), sixteen
(16), and thirty-two (32) calibration profiles, leaving five (5), three (3), and seven (7)
degrees of freedom for error, and computing performance with sixteen (16), four (4),
and twelve (12) holdout profiles. For all three data sets and varying conditions, the
study failed to replicate superiority of Hagerty's segment-level conjoint method. Lack
of degrees of freedom, it seems, is not enough to explain individual-level conjoint
models” superiority. However, it seems that performance measures, and relative
performance of model forms, are influenced by the number of holdout profiles used as
the basis for comparison. No study has been performed yet that could shed light on
this speculation, as it is hard to believe that those empirical studies” findings are just "a

fluke" (Green, Krieger, and Schaffer 1993a, p. 346).

One major area for concern is a lack of tests for segment-level performance measures.
Testing procedures that may be used for individual-level estimates are mostly not
possible due to insufficient data, or they are not valid due to violation of test
assumptions. Reibstein, Bateson, and Boulding’s (1988) choice to use the alpha level
of a Chow test as a measure of reliability has already been exposed as inappropriate

(Green and Srinivasan 1990, p. 12).



The issue of conflictual effects of increased individual variance versus decreased bias
in parameter estimates, and vice versa, is surfacing at several locations in this study:
When deciding upon the appropriate conjoint model form, inclusion of interaction
terms increases the number of parameters in the model, reducing the number of error
degrees of freedom, thus increasing bias in estimation. Estimating segment-level
conjoint models increases the individual variances, but also increases the degrees of
freedom for error, thus decreasing bias in estimation, and making all parameters for
the segment-level models significant. In this study, bias of parameter estimates in the
individual-level models does not seem to be high enough to outweigh increases in
individual variances for the segment-level models. Therefore, there is no gain in

accuracy of prediction with between-subjects conjoint models.

Maybe one of the most important findings in this study concerns appropriateness of
between-subjects standardization or normalization of conjoint part-worths before
application of clustering or other segment-level aggregation methods: These
procedures change the relative impact of attribute levels, and subsequently the relative
importance of attributes on overall product utility. Whatever clusters existed before
application of such procedures, they are destroyed afterwards. Therefore, and as has
been demonstrated in section 4.3.1 on pp. 198, it is important to apply appropriate
scaling to the original regression coefficients depending on what insights one expects
from further examination of part-worth utilities, or how one intends to utilize them in
subsequent procedures. Though standardization within subjects does not change
within-subject attribute importances, differences in "intensity"” of ratings across
subjects are lost. There is nothing known about possible consequences of these data

manipulations on subsequent results of clustering procedures.



Simply applying an index of clusterability to the original regression coefficients,
mistakenly termed part-worths, with the consequence of "implying the non-
clusterability of the respondents” (Akaah and Korgaonkar 1988, p. 41) is just as
inappropriate as statements like those of Hagerty (1985, p. 170): "... these types of
clustering retain the idea that clusters exisz ... On the contrary, the plots of actual
respondents show no obvious clusters at all. Therefore, why should we not do away
with the idea of clusters completely ?" In contrast to those and similar statements in
the literature, clustering of part-worth utilities in the current study yielded valuable
information about market segments and their profiles based on benefit attributions to
product features, though these clusters were not obvious but opaque. These findings
allow development of products that appeal to specific market segments as well as

adjustment of communication targeted to selected segments.

Different clustering procedures, however, show varying ability to group respondents
into meaningful subdivisions for target marketing. Fuzzy clustering performed best
and worst for all cluster methods in terms of prediction, and in terms of substantive
interpretation of cluster profiles, depending on the degree of fuzziness allowed. While
the improvement with fuzzy clustering over hard clustering methods is encouraging
and should be explored further in future studies, it was not enough to reach predictive

accuracy of individual-level conjoint models.

5.2 Contribution of Systems Science to This Study

Systems thinking invisibly influenced this study at two levels of the inquiry process:
(1) atthe level of the topic or subject area, as this study examines measurements of

customer value systems (micro view), and
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(2) atthe level of the inquiry process itself, i.e. in the way of analyzing and
I
approaching the problem which reveals to be the more important contribution

\
(macro view).

Conceptually, this study may be regarded as an exercise in system identification, i.e.
identification of the Eustomer value system, for a notebook computer with the
methodology of con_"ioint analysis, as well as an exercise in possibilities for
improvement in the %dentification process with selected methodological variations.
This study examinec"l if a system of conjectured decision criteria (i.e. attributes as
elements of the valuc‘e system) is an accurate representation of customer value
structure, i.e. of a cu‘stomer’s value system. Specific aspects of different
measurements and répresentatidns were tested. These tests concern influences of
variations in the conjioint method on attributions of benefits to attribute levels, i.e. to
the elements of the s:ystem. At the same time, this study allows statements about the
relationship between elements of the customer value system, for instance if these
relationships can be ‘represented as a set of simple algebraic rules. Questions that
could be answered after system identification are, for instance, questions like: Is this
understanding of the‘ customer value system able to predict behavior, i.e. system
outcome, and to what degree, or, is it possible to identify the customer value system
with respective estin‘lation methods better than with direct questions about benefit

attributions to product attributes ? Believabiliy of selected research questions was

I
mainly tested with performance measures of system outcome.
\

While those questions represent an important part of systems thinking in this study, it

I
is the approach, the perspectivetaken where systems methodology came to bear most,

as, for instance, in decisions about the scope of the dissertation: The decision to

expand on the perfof'mance medsures included in the study is a result of the belief that
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judgments about the relative pérformance of customer value systems are only adequate
when they include different aspects of the systems” behaviors. Statements about the
systems” behaviors and relative performance of different representations and/or
different measurements are only valid when purpose and context are clearly defined.
If these two characteristics, or conceptual companions of a system are not clearly
defined, statements about relative performance are meaningless. As performance
measures differ in their ability to represent different purposes and contexts it seemed
appropriate to calculate several different performance measures, thus allowing for a
much more comprehensive understanding of effects of methodological variations on

system performance.

Another aspect where systems thinking comes to the fore, is in the belief that there are
no universal criteria for comparisons, i.e. compromises are inevitable: Criteria for
measurement methods, like comparability, optimality, generalizability, or objectives
and their achievement, have different repercussions on precision, certainty, and
usefulness of respective results of measurements. Therefore, as results of
measurements are dependent on measurement conditions, interpretation of results
seems only possible with clear definition of purpose and context of the system studied.
This thinking qualifies, or even diminishes belief in tests of statistical significance, and
this thinking is supported with results of Monté Carlo studies, for instance by Umesh

and Mishra (1990), which gauge dependencies of measurement conditions on results.

As a final example, systems thinking may be responsible for the detection of a
conceptual fallacy concerning segmentation with cluster algorithms in connection with
conjoint methodology: Standardization of part-worth utilities obtained with conjoint
methods before the application of cluster algorithms changes the cluster object, i.e. the

decision context, and is therefore not appropriate (cp. p. 198). A different measure for
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between-subject comparisons of part-worth utilities is necessary (scaled part-worths).
Application of systems thinking revealed a violation of dependencies that may have

gone undetected with a different conceptual aj)proach.
\

5.3 Contribution to Marketing Theoryland Practice

This study contributes to marketing theory in four areas where methodological
|
problems have been identified for conjoint analysis in the literature (cp. section 2.4 on

page 49):

Influences of the type of attribute, specifically of solely technical or product-referent
and user-referent attributes, on prediction and resulting value structure has been
examined. The type of attribute has the ability to significantly influence accuracy of
prediction. However, it did not significantly i:‘nﬂuenwce value structure, i.e. the relative
importance of different attributes. The usefuh‘less of inclusion of user-referent
attributes cannot be stated in general terms. Ir“l this study, a marketer could make use
of positive effects of firm reputation in form olf adapted product offerings and
communication policy, but for a different proc'iuct, and a different type of user-referent
attribute this need not be the case. However, t‘his study’s results should encourage
more detailed and more extensive studies of e{’fects of different types of attributes on
prediction and value structure of potential cusr‘.omers.. Conjectured problems with
different fractional factorial designs could not‘be substantiated. Quite to the contrary,
properly derived fractional factorial designs had no noticeable distorting effects on

\
customer value. Thus, this study contributed to the notion of conjoint analysis as a

|
reliable method for measurement of customer value..
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This study also confirmed superiority of individual-level conjoint models over
segment-level models, contributing to the scarce literature of empirical studies testing
suggested improvements in prediction with aggregate methods. At the same time,
possible reasons for failure of this empirical study to replicate theoretical findings
have been exposed but need further study. One of the keys to this understanding seem
to be in the performance measures used, and in the bases for their computation. Too

little is known about those measures” properties to allow for conclusions.

In addition, this research confirmed that main-effects-only models may still be
superior to models with interactions, even with the presence of non-metric and non-
monotone attribute levels. Extending methodological variations to models with
interaction terms showed no significant gains for prediction but also no problematic
distortions of value structure. Nevertheless, though the researcher may rest confident
that main-effects-only models perform very well in most cases, he should reserve the
possibility to check for the necessity to include them in the conjoint model with
appropriate precautions in the design of the stimulus sets. It is usually not possible to
estimate models with interaction terms when their inclusion has not been taken into

account in the design phase of the study.

This study also revealed that repeated measures may provide valuable information
about the relative influences of treatments and individual variation. Without repeated
measures, treatment effects are only revealed when they are much larger than
individual variation. With knowledge of individual variation, it is possible to gauge
which absolute magnitudes in the effects should be considered substantively
meaningful, and from which magnitudes of changes on. Once the magnitudes of
effects of individual methodological variations is known it is possible to combine

those variations in conjoint studies that are likely to cancel out in their effects on
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predictive performance and measurement of value structure. This allows for increased

reliability of the measurement instrument.

This study provides for the first application of Chiu’s 'subtractive clustering' algorithm
(1994) in marketing in order to determine the adequate number of clusters for fuzzy
clustering, but without success. Application of this procedure to a normalized data set
of part-worth utilities is inappropriate as it distorts within-subject part-worth utilities.
Non-normalized application of the algorithm leaves the researcher within a territory of
unknown theoretical properties, and it did not yield valid cluster solutions. Another
important contribution of this study is the exposure of selected scaling procedures as
inappropriate for clustering purposes in connection with conjoint measurement. This
finding, as well as easy availability of computer programs, emphasizes the necessity to
carefully examine the presence or absence of statistical and computational

assumptions, as validity of the findings hinges on the proper application of methods.

The current study provides some support for the scepticism against findings of early
conjoint studies in the literature, and also of commercial conjoint studies reported
today that violate some statistical assumptions (e.g. no holdout judgments in 91% of
commercial studies in Europe; Wittink, Vriens, and Burhenne 1994, p. 47). Careful
examination of this study’s data and associated test assumptions suggests that results
of conjoint studies using only one performance measure cannot be relied on, as
different measures may perform very differently in tests. Consistent results of tests
over a variety of performance measures, however, may increase the belief in general
statements about conjoint model behavior. This study was conducted with a variety of
performance measures, and under varying measurement conditions, increasing belief

in the study’s findings.



Second, some ratings-based and choice-based performance measures, especially
Fisher’s z( rxy ) and First-Hit, revealed the need for different test procedures as
specifically First-Hit often seriously violated the assumption of normal distribution of
the data that is a prerequisite for validity of most parametric tests. However, for
reasons of comparability, the same test procedures were applied to all performance
measures, sometimes with divergent results. In this study, such differences could be
resolved with examinations of respective distributional assumptions of the data
(normality) and/or other prerequisites of the tests (e.g. concerning the number of data
points in the case of Chi-Square, or the absence of an interval scale for ryy), allowing
for valid conclusions. With these procedures, this research study provides greater
confidence in its findings than is possible for some prior studies. Related to this issue
of divergent results is the question of the appropriate performance measure for
conjoint experiments: ratings-based or choice-based measures, especially rxy or First-
Hit. It seems that part of the dissension in the literature could be resolved with careful
examination of presence or absence of distributional assumptions of the data and/or

prerequisites of testing procedures.

5.4 Limitations

Main limitations of this study that could be determined in the design phase have
already been exposed in!the introduction to this research. Some further limitations

have surfaced, since, or should be mentioned for completeness.

In the narrow sense, findings of this study are only generalizable to the immediate
research conditions, for instance the product class under review, a notebook computer,

i.e. a product category that is relatively new and moderately complex. However,
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together with studies that used more familiar products, like apartments or yoghurt, and
which yielded similar results of high reliability for conjoint analysis, the current
study’s findings may be generalized to a much broader class of products that includes
relatively new product categories, i.e. products that combine attributes in a new

manner, or provide benefits not possible with current market offerings.

Furthermore, most conjoint studies employ descriptions of laboratory or experimental
products which is a necessity of fractional factorial designs. However, it is not known
in how far conjoint studies could benefit from actual products for evaluation. The
construction of Pareto-optimal sets of stimuli has already been demonstrated to limit
the number of comparisons necessary (Krieger and Green 1991), but evaluation and
choices of holdouts or other surrogate procedures for market choice cannot replace
peformance evaluation on the basis of actual purchases, which this study also fails to

be able to conduct. Greater nearness to actual choices is still highly desirable.

Finally, choice of a student population may have helped in raising the level of
accuracy in prediction. However, for the study s kind of findings, i.e. the influence of
methodological variations on performance and reliability, the absolute level of
performance reached is not of primary relevance. Instead, it is the relative effects
exposed, and conjoint measurement’s insensitivity towards them that is of primary

concern. Thus, taking a student population does not limit this study’s findings.

5.5 Directions for Future Research

Concerning this study “s empirical finding that segment-level conjoint models do not

increase accuracy in prediction of product preference and choice behavior in
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comparison to individual-level conjoint models, and taking into account the limited
evidence of other studies conducted to date, three (3) ways to increase accuracy in
\
measurement and associated prediction seem viable:
(N Increasing individualization of the preference / choice task;

(2) Repeated meétsurem\ents:

|
3 Gathering additional information about respondents.
\

Cf. (1):Boecker and Schwe;ikl’s study (1988) is still the only one to have attempted
this approach.1 One may speculate, due to the unavailability of their computer
program, and the immense effort to develop one of one’s own, this remains the
only application to date, though individualization of attributes seems a viable
way to increas‘;e accuracy of conjoint experiments. However, managerial
relevance of tllhis approach may be doubted, as appeal of a limited set of

product attributes to a great number of potential market participants is of
\

greater concern in practice.
\

Cf. (2):In all those cases of lconjoint models where time was the only variation
between two fneasuremenls, the second (i.e. repeated) measurement led to
increased acc;lracy in prediction. Though one must be cautious about a
possible learnfng effect, a repeated measurement promises to increase accuracy
more than fi]i;gree wlork with respect to intricacies of estimation method and

further methodological developments.
\

Cf. (3): Another promising but rather costly approach to value measurement has just
|
recently been demonstrated by Sukhdial, Chakraborty, and Steger (1995),
combining information about social values of respondents with value

attributions to produlct profiles, e.g. LOV-scale and conjoint measurement of
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luxury cars, thereby increasing overall accuracy in prediction of car ownership,
but also increasing usefulness for adaptation of communication policy. Such
combinations may expose greater potential for increases in prediction than

further exploration of conjoint variations.

An important gauge to judge attempts for further improvements in measurement

accuracy is the respondent itself, and two related questions:

(1) How accurately can people be measured ? Where are possible limits of accuracy
in measurement of people ?

(2) How can we improve estimation of the distinctness of preferences or choices ?

In order to answer the first question, we need many more "roadmaps” as guides for the
choice of conjoint methodological variations similar to those we can take for granted
in other areas of statistical methodology, as for instance in regression: There, we
know properties of methods and consequences from violations of assumptions much
better than for conjoint analysis. The second question is also difficult to answer, but it
seems that repeated measurements would be a viable approach to elicit stability of

preferences.

Application of fuzzy logic as a concept to address inherent uncertainty in the

measurement object also seems to be a viable approach, and it would be helpful to
know more about the method’s relative superiority vs. deterministic and statistical
models. It also seems necessary to conduct more studies with actual choices as the
basis for performance measures, realizing that in many instances this would be too

expensive.

For practical application of conjoint studies, current programs do not support the

researcher very well. SPSS” Categories program, for instance, can only address main
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effects models, and does not support controlled development of designs. The
researcher has to develop a lot of analytical tools himself. limiting the ability to apply
a great number of methods in commercial studies. Even more dangerous and
detrimental to conjoint measurement’s reputation as a good tool for customer value
measurement is application of programs with limited flexibility, tempting commercial

researchers to take unsupported shortcuts.

This study’s overviews and tests with selected performance measures for evaluation of
accuracy in prediction underscores the urgent need to better understand properties of
different performance measures under varying conditions of conjoint measurements.
Current Monté Carlo studies lack in breadth of parameters included, and in depth of
parameter ranges which limits their usefulness for interpretation of current studies. As
for Monté Carlo studies for segment-level conjoint models, it seems premature to
conduct them before important conceptual problems have been resolved, as for
instance how to adequately test differences among segment-level models.
Nevertheless, apart from theoretical studies about performance measures, Monté Carlo
studies suggest a viable way to expose properties of performance measures under

varying methodological conditions.
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APPENDIX I

A pretest was conducted to provide guidelines for the final design of the experiment in
terms of |

1. importance of attributes,

2. order effects,

3. conjectured interaction effectsiand (negative) correlations, and

4. familiarity as a possible 1covariwate.
The questionnaire used for the f)retest\is provided at the end of this appendix on

page 275.

1._Importance of Attributes

The pretest was conducted to elicit stated importance of ten candidate attributes
(questions number two to elevel‘l) with the intention to narrow down this list to about
six to eight at two or three leveljs which is considered to be a good balance between
demands for conjoint design an(‘i realism of respondent task before one may
experience simplified decision Qtrategiies. The pretest also encouraged to state criteria
a respondent would use but thatiwere not included in the importance ratings (question
number twelve). Table Al on the following page provides the responses to the five-
point category rating scales on t]‘he questionnaire. There were thirty (30) useful

|

responses with respondent number fourteen (14) having two missing cells (attributes

'referent others' and price). | 1

Responses are in the following order: |

Referent others (A); Familiarily‘(B); Weight (C); Display Type (D); Screen Size (E);
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Keyboard (F); Firm Reputation (G); Price (H); Battery Life (I); Additional Features

(I); Performance (K); Order of Questions (O); No. denotes the respondent number.

Table Al: Means, Importance Ratings, and Order Effects (Raw Responses)

Morning Class

No A B C D E F G H 1 J K O
1 4 2 3 4 3 1 5 3 3 1 4 0
4 2 2 3 4 3 4 4 5 4 5 5 0
52 4 2 4 3 3 3 2 4 5 5 0
&8 2 5 4 4 3 3 3 5 5 5 5 0
10 1 3 3 5 4 4 5 5 2 5 5 0
m -2 2 2 2 2 3 2 4 3 3 3 0
14 2 3 3 3 3 3 4 4 5 0
s 3 2 4 4 5 4 3 4 3 5 5 0
2.29 2.75 3.00 3.75 3.25 3.13 3.50 4.00 3.50 4.13 4.63
2 2 3 5 4 4 3 4 5 5 5 5 1
3 4 2 2 2 3 4 3 2 3 5 3 1
6 3 2 3 3 3 2 4 5 4 2 4 1
7 1 2 3 2 3 2 4 4 3 4 4 1
9 2 2 4 4 4 4 4 3 4 4 4 1
124 2 3 2 3 3 3 2 3 4 5 1
13 1 2 4 2 4 3 3 5 5 3 4 1
l6 2 5 3 5 4 2 2 3 5 4 4 |
7 5 2 5 4 5 4 5 4 3 5 4 1
2.67 2.44 356 3.11 3.67 3.00 3.56 3.67 3.89 4.00 4.11

Evening Class

18 1 3 5 2 4 5 2 4 4 4 2 0
2 1 4 2 4 4 5 3 4 3 2 5 0
22 4 2 2 4 3 4 4 4 4 5 5 0
25 1 2 3 3 3 2 3 4 3 4 4 0
26 3 3 1 3 4 4 1 4 3 2 5 0
29 1 2 5 4 4 5 4 5 4 4 5 0
30 2 5 4 5 4 4 5 3 5 5 5 0

271

1.86 3.00 3.14 3.57 3.71 4.14 3.14 4.00 3.71 3.71 4.43

Order Coding:
0 =regular
I = reverse code

MeanQOa

Meanla

MeanOb



NooA B C D E F G H 1 ] K O

9 3 5 2 2 4 5 5 2 5 5 5 1

20 1 3 2 4 3 3 4 4 4 5 5 1

22 3 3 4 4 4 4 5 4 4 4 5 |

24 4 3 5 3 4 5 5 5 4 5 5 |1

27 2 2 4 2 3 3 3 3 4 2 2 |

2 2 2 3 5 3 4 4 4 5 5 5 ]
2.50 3.00 3.33 3.33 3.50 4.00 4.33 3.67 4.33 4.33 4.50 Meanlb
2.07 2.88 3.07 3.66 3.48 3.63 3.32 4.00 3.6] 3.92 4.53 Mean0
2.58 2.72 344 3.22 3.58 3.50 3.94 3.67 4.11 4.17 431 Mean|
233 2.80 3.26 3.44 3.53 3.57 3.63 3.83 3.86 4.04 4.42 Overall means

Means are adjusted for missing cells; in the following statistical analysis they are
interpolated (price, referent other).

As is easily conveyed by Table Al, the least importance for a purchase decision about
a laptop computer is attributed to referent others, i.e. to what others think about a
specific laptop computer. This is somewhat surprising given the relative complexity
of the product, the relatively high price, and the proliferation of product comparisons
in trade journals which they consider an important service for their readers. Second,
all other attributes are, on average, at least important (scale value three; see
questionnaire). Therefore, none of those were dropped for the conjoint evaluation.

However, 'referent others' was dropped as an attribute from further consideration.

The only other non-technical, user-referent attribute, firm reputation, scored a mid
place in importance ratings. Thus it is included in the conjoint task and provides the
manipulation for the user-referent attribute set (A2). Additional idiosyncratic decision
criteria obtained with the last question on the pretest questionnaire resulted in no
discernible broad categories in addition to the stated ones that may have been

overlooked.
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2. Order Effects

Order effects were tested using one-way ANOVA (and with total and six Y’s
MANOVA) to see if special precautions are necessary for questionnaire layout and
stimulus set construction. There are no significant order effects (Tukey-Kramer q*),

neither with classes.

3. (Negative) Correlations

While there were several positive attribute correlations at the .5 level, only a slightly
negative correlation between 'performance’ and 'weight' was registered (-.141 with
product moment and -.107 with rank correlation). However, partialled with respect to
all other variables, this product moment correlation increased to a negative -.558. As
Johnson, Meyer, and Ghose (1989) found adverse effects at a level of -.33 (p. 268),

this interaction is tested.

4. Familiarity As Possible Covariate

Finally, a covariance analysis was conducted using familiarity with the product class
in order to elicit this ancillary variable’s potential for revealing differentiating benefit
attributions of respondents (i.e. act as a control variable for consumer differences).
Though not significant, a visual inspection suggests a potential for those controls to

serve as useful segmentation bases. See Figure Al below.



Figure Al:Familiarity as Predictor for Importance

Fam LSMeans

] 1 i 1 1 1 I 1 4
Wit ScrSze  DisTyp  Keybd Batlif Perform AddFeat FirmRep Price Other

Y Responses

Fam WtScrSzeDisTyp Keybd BatLif Perform AddFeat FirmRep Price Other
2 3,312 3,375 3,187 3,250 3,625 4,125 3,812 3,625 3,812 2,562
3 3,571 3,857 3,571 4,000 3,714 4,571 4,286 3,714 4,429 2,143
4 2,000 3,500 4,000 4,000 3,500 5,000 3,500 3,000 3,000 1,500
5§ 3,250 3,750 4,000 3,500 5,000 4,750 4,750 3,750 3,250 2,250




Pretest Questionnaire |

Below are 12 easy questions concerning "laptop” or "notebook" computers. Please |
answer them on the scales provided below the questions.:

1. How familiar do you consider yourself with laptop or notebook computers 7
(Consider what you heard, read, or saw about them, or maybe used yourself.)

not somewhat quite occasional regular
familiar familiar familiar user  user |

Imagine you considered buying a laptop or notebook computer.

Below are a list of general characteristics or product attributes that may be considered
when choosing among different laptops or notebooks. Please, indicate how important
these characteristics are for you by choosing one of the boxes that best describes the
importance of the characteristic. Please, think for a few seconds before proceeding to
the next item.

2. How important is the weight of the laptop or notebook ?

O 0 O O O
not slightly very essential
important important important important characteristic

3. How important is the screen size of the laptop or notebook ?

O O O O ]
not slightly very essential
important important important important characteristic



How important is the display type (monochrome or color) of the laptop or
notebook ?

O O O O O
not slightly very essential
important important important important characteristic

How important is the keyboard size (regular or smaller) of the laptop or
notebook ?

0 O 0 O O
not slightly very essential
important important important important characteristic

How important is the battery life of the laptop or notebook ?

O O O O O
not slightly very essential
important important important important characteristic



10.

How important is the performance or speed of the laptop or notebook ?

O O O O O
not slightly very essential
important important important important characteristic

How important is the presence of additional features (as for instance connection
ports, faxmodem, CD-ROM) ?

O O O O O
not slightly very essential
important important important important characteristic

How important is the firm’s reputation offering the laptop or notebook (well-
known or national brand, no-name) ?

O O O O O
not slightly very essential
important important important important characteristic

How important is the price of a laptop or notebook ?

O O O O O
not slightly very essential
important important important important characteristic



.

How important is what others (your family, friends, colleagues, journals) think of
a laptop or notebook ?

O O O O H
not slightly very essential
important important important important characteristic

. What other things (apart from those listed above) would you look at when

considering the purchase of a laptop or notebook computer ? List whatever you
would consider in purchasing a laptop or notebook computer.

Thank you very much for your cooperation. (RH)



APPENDIX II

Experimental design package.

(See stapled package at end.)
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APPENDIX III

Sequence of Task Administration and Procedures

The questionnaires were administered in a classroom setting. Respondents took
questionnaires home, and returned them within the next two class sessions. Instructors
of six (6) classes in Winter Term 1995, and one (1) class in Spring Term 1995 gave

their permission to administer the questionnaires within their classes.

First Replication

1) Introduction/Explanation

Right at the beginning, researcher, study purpose, and the type of information
requested were introduced. Subjects were told that there are two administrations of
the experiment. Then, those volunteering to participate were asked to raise their
hands, and questionnaires were distributed. With subjects participating in the study
proceedings were as follows (explanations were kept to the necessary minimum
because of the danger of influence through explanation):
- Introduction of study purpose and required information package.
- Subjects are told that it is important they provide the information to the best of

their knowledge ("Take your time.").
- Explanation and visualization of * (product) attributes, and

» attribute levels

(material is also in experimental package, viz. questionnaire).
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Framing with:
"Imagine you are in the process of evaluating different laptop computers for
potential purchase for yourself."
Explanation of stimulus evaluation task.
Explanation of scale ¢ 7-point category-rating for controls;
* 0 - 100 point likelihood of purchase scale for stimulus

task.

2) Phase One/Self-Explicated

3)

The first phases of tests request information concerning self-explicated ratings of

the attribute levels, and the importance of attributes. This phase makes respondents

familiar with the task and eases the evaluative phase of the conjoint task.

Ask student name and class number.

Ask control variable familiarity with task (category rating scale similar to
pretest)

Desirability rating of the levels per attribute on a 0 to 100 point rating scale.
Quantitative judgment rating of importance of attributes on a 0 to 100 point
importance scale with anchoring at the best attribute as suggested by Srinivasan

(1988, p. 296).

Phase Two/ Conjoint Task

The conjoint calibration task consists of 27 stimuli, the ordering of which was

randomized first, then this randomized order and a reverse order were used for the

calibration. Warm-up profiles as suggested by Louviere (1988) were not provided,
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as subjects became familiar with the task when they provided the self-explicated

ratings.

27 stimuli (randomized and reverse-ordered) are evaluated by rating their

\
'likelihood of purchase’ on a 0 to 100 rating scale. Subjects were advised to first
go through the profile descriptions and make themselves familiar with them,

then rate these profiles on the scale.

4) Phase Three/ Control Variables / Ancillary Variables

Some additional demographic variables were collected, next.

|
Gender (binary).

Age.

Student standing in years (undergraduate/graduate; freshman, sophomore,
junior, senior). |

Work experience in years.

Computer ownership in years.

Computer usage and experience in years.

5) Phase Four/ Holdout Choice and Rating

The collection of holdout sample data consisted of a modified conjoint task in

which ratings and choices were made for four sets of four stimuli each. This

|
resulted in sixteen (16) evaluations as the holdout sample (4 x 4 choice sets). The

, . | . . .
pofiles for this task were constructed as a 2-level-extreme design as indicated in

Appendix IV. The following data were collected per set:‘: |

N
o0
|88



* First choice hit; after evaluating the four profiles in a set, subjects were asked to
choose the one that they would most likely purchase.
* Ratings of the stimuli of a set on the same 0 to 100 'likelihood of purchase’ scale

as before.
6) Atend of task, two more control variable were asked ard recorded:
- Record time to complete the experiment.

- Ask torate (on a scale from 0 to 100) how difficult this task was.

Second Replication

Introduction; limited. Phase One, Phase Two, Phase Three, and Phase Four; as before

(1 to 2 weeks after first replication). Debriefing.



APPENDIX IV/]

Fractional factorial coding structure for the two fractional factorials used for
calibration in this study (FF1, FF1). Design 2336 according to Addelman 'Basic

Plan 6' (1962, p. 38). For FF1 and FF2, there are three factors at two (2) levels and six
factors at three (3) levels for a total of 27 stimuli. Levels of the factors are coded as

follows (3-level ; 2-level):

Level One: -1 ; -1
Level Two: 0 ; 1
Level Three: 1

Coding structure for FF1:

Stimulus 1: -1 -1 -1 -1 -1 -1 -1 -1 -1
Stimulus 2: -1 -1 -1 0 0 1 0 1 0
Stimulus 3: -1 -1 -1 1 1 0 1 0 1
Stimulus 4: -1 1 1 -1 -1 -1 0 0 0
Stimulus 5: -1 1 1 0 0 1 1 -1 1
Stimulus 6: -1 1 1 1 1 0 -1 1 -1
Stimulus 7: 1 -1 1 -1 -1 -1 1 1 1
Stimulus 8: 1 -1 1 0 0 1 -1 0 -1
Stimulus 9: 1 -1 1 1 1 0 0 -1 0
Stimulus 10: -1 1 1 -1 0 0 -1 -1 0
Stimulus 11: -1 1 1 0 1 -1 0 1 1
Stimulus 12: -1 1 1 1 -1 1 1 0 -1
Stimulus 13: 1 1 -1 -1 0 0 0 0 1
Stimulus 14: 1 1 -1 0 1 -1 1 -1 -1
Stimulus 15: 1 1 -1 1 -1 1 -1 1 0
Stimulus 16: 1 1 -1 -1 0 0 1 1 -1
Stimulus 17: 1 1 -1 0 1 -1 -1 0 0
Stimulus 18: 1 1 -1 1 -1 1 0 -1 1
Stimulus 19: 1 -1 1 -1 1 1 -1 -1 1
Stimulus 20: 1 -1 1 0 -1 0 0 1 -1
Stimulus 21: 1 -1 1 1 0 -1 1 0 0
Stimulus 22: 1 -1 1 -1 1 1 0 0 -1
Stimulus 23: 1 -1 1 0 -1 0 1 -1 0
Stimulus 24: 1 -1 1 1 0 -1 -1 1 1
Stimulus 25: -1 -1 -1 -1 1 1 1 1 0
Stimulus 26 -1 -1 -1 0 -1 0 -1 0 1
Stimulus 27 -1 -1 -1 1 0 -1 0 -1 -1



APPENDIX 1V/2

Coding structure for FF2:

Stimulus 1: 1 1 1 -1 -1
Stimulus 2: 1 1 1 0 1
Stimulus 3: 1 1 1 1 0
Stimulus 4: 1 -1 -1 0 0
Stimulus 5: 1 -1 -1 1 -1
Stimulus 6: 1 -1 -1 -1 1
Stimulus 7: -1 1 -1 1 1
Stimulus 8: -1 1 -1 -1 0
Stimulus 9: -1 1 -1 0 -1
Stimulus 10: 1 -1 -1 -1 -1
Stimulus 11: 1 -1 -1 0 1
Stimulus 12: 1 -1 -1 1 0
Stimulus 13: -1 -1 1 0 0
Stimulus 14: -1 -1 1 1 -1
Stimulus 15: -1 -1 1 -1 1
Stimulus 16: -1 -1 1 1 1
Stimulus 17: -1 -1 1 -1 0
Stimulus 18: -1 -1 1 0 -1
Stimulus 19: -1 1 -1 -1 -1
Stimulus 20: -1 1 -1 0 1
Stimulus 21: -1 1 -1 1 0
Stimulus 22: -1 1 -1 0 0
Stimulus 23: -1 1 -1 1 -1
Stimulus 24: -1 1 -1 -1 1
Stimulus 25: 1 1 1 1 1
Stimulus 26: 1 1 1 -1 0
Stimulus 27: 1 1 1 0 -1



APPENDIX IV/3

Fractional factorial coding structure for the holdout fractional factorial used in this
study (FF-Holdout). Design 29 according to SAS-Institute (1994, Ch. 26).

For FF-Holdout, there are the three factors at two (2) levels and the six factors with
three levels also at only two (2) levels| for a total of 16 stimuli. Levels of the factors
are coded as follows:

Level One: -1

Level Two: 1

Coding structure for holdout profiles (16 treatments; 2-level extreme design;

Resolution III: main effects):

Stimulus 1 -1 -1 -1 -1 1 -1 -1 1 -1
Stimulus 2 -1 -1 -1 1 -1 1 1 -1 1
Stimulus 3 -1 -1 1 -1 -1 1 \ -1 -1
Stimulus 4 -1 -1 1 1 1 -1 -1 1 1
Stimulus S -1 1 -1 -1 -1 1 Fl 1 1
Stimulus 6: -1 1 -1 1 1 -1 1 -1 -1
Stimulus 7: -1 1 1 -1 1 -1 C 1 -1 1
Stimulus 8: -1 1 1 1 -1 1 1 1 -1
Stimulus 9: 1 -1 -1 -1 -1 -1 1 1 1
Stimulus 10: 1 -1 -1 1 1 1 -1 -1 -1
Stimulus 11: 1 -1 1 -1 1 1 -1 -1 1
Stimulus 12: 1 -1 1 1 -1 -1 1 1 -1
Stimulus 13: 1 1 -1 -1 1 1 1 1 -1
Stimulus 14: 1 1 -1 1 -1 -1 1 -1 1
Stimulus 15: 1 1 1 -1 -1 -1 1 -1 -1
Stimulus 16: 1 1 1 1 1 1 1 1 1



APPENDIX 1V/4

The first two fractional factorial coding structures used in this study were obtained
from Addelman’s '‘Basic Plan 6' (1962, p. 38) which provides more orthogonal codes
than Connor and Young (1961, p. 40), and thus allows to use orthogonal polynomials
without adjustments for estimation. Also, random sampling of a complete

Resolution IV design is inferior to a constructed design where the desired interaction
may be better controlled. 'Basic Plan 6' is appropriate as two different orthogonal
fractional factorial designs are necessary, and as there are two-level and three-level
factors mixed in the design. Admittedly, this mixed-level design complicates matter,
but 'saves' three (3) degrees of freedom compared to a solely three-level design. Also,

this design allows for estimation of the interaction between one two-level and one

three-level factor, as required in the study (the one suggested important by the pretest).

The first two fractional factorials were obtained using the 4 x 3¢ design of the plan
with those two correspondence schemes provided on p. 26. FF1 uses the first corres-

pondence scheme and columns five (5) to ten (10) of 'Basic Plan 6'. FF2 uses the

second correspondence scheme and columns eight (8) to thirteen (13) of '‘Basic Plan 6'.

Both plans” profile orders were randomized, and the attribute 'Performance/Speed’ was |

assigned to column A, while attribute 'Weight' was assigned to column D, allowing for |

estimation of this interaction. Then, attributes were ordered according to Table X on

page 99. Levels were not assigned randomly to the profiles but ordered as assumed

from least to most preferred. In the reverse-coded questionnaires, profiles and features |

are in reverse order. With two attribute sets (A1, A2), two fractional factorial plans
(FF1, FF2), two orders (order, reverse-order), and timely procedure as in Figure 8 on
page 92, six different questionnaires were devised and randomly assigned to
respondents.
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APPENDIX V

Sample of Survey Instruments



Laptop / Notebook Computer Study

Data solicited with this questionnaire is used for the sole purpose of research in
consumer preference and choice behavior. Participation is completely voluntary. Your
decision not to participate will not affect your grade.

All data collected henceforth in this questionnaire, will be kept confidential. This
implies that only the researcher can identify each participant and his/ her responses but
assures that any data provided will be held private in a locked file cabinet and not be
revealed to others. As soon as the second questionnaire has been matched with your
name, any linkage of recorded data to a name or class number will be erased. All datais
then only kept as anonymous data, and questionnaires are destroyed. From thenjon,
there is no way to identify any respondent any more.

It will take about one (1) hour to answer the questionnaire. You may stop at any time
into the questionnaire.

In the following questionnaire you are asked to provide information about "laptop” or
"notebook” computers. You are asked to repeat this questionnaire in four (4) weeks in
the same classroom setting.

The questionnaire is conducted in four (4) phases.

In Phase ], you are asked to
- provide your name and class number,
- indicate, how familiar you consider yourself with laptop or notebook computers,
- rate desirabilities of attribute Jevels, and
- rate the importance of attributes.

In Phase 11, you are asked to rate twenty-seven (27) generic product profileg on a zero (0)
to one hundred (100) 'likelihood-of-purchase’ scale.

In Phase 111, you are asked to provide the following information about yourself: |
- Gender

Age,
- Undergraduate/Graduate and year in college,
- Years of work experience,
- Years of computer ownership,
- Years of computer usage and experience,

In Phase IV, you are asked to
- make choices, and
- rate another sixteen (16) product profiles on a zero (0) to one hundred (100)
‘likelihood-of-purchase’ scale.

Following are the questions concerning “laptop” or "notebook" computers. Please,
anjwer them on the scales provided below the questions, or record your rating as
indicated.

If you have concerns or guestions ubvut this study, please contact the Chair of the Human Subjedts Review Camnmittee, Office of
esearch and Sponsored Projects, 105 Neuberger Hall, Portland State Untversity, 503/725-3417. ‘
1



Phase I

Name (First, Last) Class Number

1. How familiar do you consider yourself with laptop or notebook computers ?
(Consider what you heard, read, or saw about them, or maybe used yourself.)

O a O a O
not somewhat quite occasional regular
familiar familiar familiar user user

Imagine you considered buying a laptop or notebook computer, and you are in the
process of evaluating different laptop computers for potential purchase for yourself.

Below are a list of general characteristics or product attributes, and their respectjve levels
(i.e. possible ranges this attribute can assume), that may be considered when chgosing
among different laptops or notebooks.

Please, first examine the attributes and levels on the following page. Then, for each
attribute, rate the desirabilities of the different levels within the attribute. Do not
consider other attributes when rating desirabilities of levels within an attribute. Note the
desirabilities of levels on a zero (0 = so undesirable a level that the whole product would
be rejected) to one hundred scale (100 = attribute level is the most desirable; if
considered alone, this would lead to sure buy).



Rate desirabilities of the attribute levels on a zero (0 = so undesirable a level that the |
whole product would be rejected) to one hundred scale (100 = attribute level is the most |
desirable; if considered alone, this would lead to sure buy). Please, take your time. !

A. Weight 9 pounds
7 pounds
5 pounds

B. Screen Size 8.4 inch (diagonal)
9.4 inch (diagonal)
10.4 inch (diagonal)

C. Display Type Monochrome
Color

D. Base Price $ 3500
$ 2500
$ 1500

E. Keyboard Size Smaller than regular size
Regular size

F. Battery Life 3 hours
5 hours

7 hours

G. Performance/Speed Comfortable for word-
processing
Fast for big spreadsheet
and imaging

H. Presence of Additio- No additional features
nal Features

Expansion slots for key-
board, monitor, others

Faxmodem, CD-ROM, ex-
pansion slots for key-
board, monitor, others

L. Pointing Device Mouse
Trackball
Trackpad




For each of the attributes, consider: If there were one attribute for which it would be
most important for you to get the best level, which attribute would that be ? Assign 100
points to this 'critical attribute’ (if there is more than one ‘critical attribute’ assign all of
those 100 points). Now consider each of the remaining attributes. For each attribute,
how important is it for you to get the best level of this attribute ? If it is only half as
important for this attribute as for the "critical attribute'(s), assign it 50 points ... In
general, assign zero (0) to one hundred (100) points to reflect how important it is on this
attribute (compared to the ‘critical attribute’) to have the best level instead of the worst.
Please, take your time before proceeding to the next item.

A. Weight 9 pounds
7 pounds
5 pounds

B. Screen Size 8.4 inch (diagonal)
9.4 inch (diagonal)
10.4 inch (diagonal)

C. Display Type Monochrome
Color

D. Base Price $ 3500
$ 2500
$ 1500

E. Keyboard Size Smaller than regular size
Regular size

F.  Battery Life 3 hours
5 hours
7 hours

G. Performance/Speed Comfortable for word-
processing

Fast for big spreadsheet
and imaging

H. Presence of Additio- No additional features
nal Features

Expansion slots for key-
board, monitor, others

Faxmodem, CD-ROM, ex-
pansion slots for key-
board, monitor, others

L. Pointing Device Mouse
Trackball
Trackpad




Phase I1

In this section of the questionnaire you are asked to rate twenty-seven (27) generic
product profiles on a zero (0) to one hundred (100) 'likelihood-of-purchase’ scale. You
may first take a look at the product profile before rating the first one. It is important that
you take your time for each profile description (about one (1) minute, each). Please, rate
a profile on a 'likelihood-of-purchase’ scale reaching from zero (0 = under any
circumstances definitely would not buy) to one hundred (100 = certainly would buy).
Then, proceed to the next item page.



Profile #

Weight:

Screen Size:
Display Type:
Base Price:
Keyboard Size:
Battery Life:

Performance/Speed:

Presence of Additional
Features:

Pointing Device: |

1

7 pounds

10.4 inch (diagonal)

Color
$ 1500
Regular size

3 hours

Comfortable for word

processing

Expansion slots for
keyboard, monitor, others

Trackpad

zero (0) {INote number}
= under any

circumstances Likelihood
definitely would of

not buy

Purchase

hundred (100)

certainly
would

buy



Profile # 2

Weight: 5 pounds
Screen Size: 10.4 inch (diagonal)
Display Type: Color
Base Price: $ 3500
Keyboard Size: Smaller than regular size
Battery Life: 5 hours
Performance/Speed: Fast for big spreadsheet
and imaging
Presence of Additional Expansion slots for
Features: keyboard, monitor, others
Pointing Device; Trackball
I
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase



Profile # 3

Weight: 9 pounds

Screen Size: 8.4 inch {diagonal)
Display Type: Color

Base Price: $ 1500

Keyboard Size: Smaller than regular size
Battery Life: 3 hours
Performance/Speed: Fast for big spreadsheet

and imaging

Presence of Additional

Faxmodem, CD-ROM,

Features: Expansion slots for
keyboard, monitor, others
Pointing Device: Trackpad
zero (0) ‘ [Note number] hundred (100)
=under any | certainly
circumstances Likelihood would
definitely would lof buy

not buy Purchase



Profile # 4

Weight: 9 pounds

Screen Size: 9.4 inch (diagonal)

Display Type: Color

Base Price: $ 3500

Keyboard Size: Regular size

Battery Life: 5 hours

Performance/Speed: Comfortable for word

processing

Presence of Additional No additional features

Features:

Pointing Device: Trackball
I
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase



Profile # 5

Weight: 9 pounds

Screen Size: 9.4 inch (diagonal)

Display Type: Monochrome

Base Price: $ 2500

Keyboard Size: Regular size

Battery Life: 5 hours

Performance/Speed: Fast for big spreadsheet

and imaging

Presence of Additional Expansion slots for

Features: keyboard, monitor, others

Pointing Device: Trackpad
I |
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase

10



Weight:

Screen Size:
Display Type: \
Base Price:
Keyboard Size: |

Battery Life:

Performance/Speed:

Presence of Additional

Features: |

Pointing Device:

Profile # 6

7 pounds

10.4 inch (diagonal)

Monochrome
$ 2500
Regular size

3 hours

Fast for big spreadsheet

and imaging

No additional features

Trackball
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase

1



Weight:
Screen Size:
Display Type:
Base Price:

Keyboard Size:

Profile # 7

7 pounds

9.4 inch (diagonal)
Color

$ 2500

Smaller than regular size

Battery Life: 7 hours
Performance/Speed: Fast for big spreadsheet
and imaging

Presence of Additional No additional features

Features:

Pointing Device: Mouse
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase

12



Profile # 8

Weight: 5 pounds

Screen Size: 8.4 inch (diagonal)

Display Type: Monochrome

Base Price: $ 1500

Keyboard Size: Regular size

Battery Life: 7 hours

Performance/Speed: Fast for big spreadsheet

and imaging

Presence of Additional No additional features

Features:

Pointing Device: Trackball
| |
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase

13



Profile # 9

Weight: 5 pounds
Screen Size: 8.4 inch (diagonal)
Display Type: Color
Base Price: $ 2500
Keyboard Size: Regular size
Battery Life: 7 hours
Performance/Speed: Comfortable for word
processing
Presence of Additional Faxmodem, CD-ROM,
Features: Expansion slots for
keyboard, monitor, others
Pointing Device: Mouse
l |
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase

14



Weight:
Screen Size:
Display Type:
Base Price:
Keyboard Size:
Battery Life:

Performance/Speed:

Presence of Additional
Features:

Profile 8 10

5 pounds

8.4 inch (diagonal)
Menochrome

$ 3500

Regular size

7 hours

Fast for big spreadsheet
and imaging

| Expansion slots for
keyboard, monitor, others

Pointing Device: Trackpad
zero (0) [Note number] hundreﬂ (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase
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Profile # 11

Weight: 9 pounds
Screen Size: 10.4 inch (diagonal)
Display Type: Color
Base Price: $ 3500
Keyboard Size: Smaller than regular size
Battery Life: 7 hours
Performance/Speed: Fast for big spreadsheet
and imaging
Presence of Additional No additional features
Features:
Pointing Device: Trackpad
l |
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase

16



Profile # 12

Weight: 9 pounds
Screen Size: 9.4 inch (diagonal)
Display Type: Monochrome
Base Price: $ 1500
Keyboard Size: Regular size
Battery Life: 5 hours
Performance/Speed: Fast for big spreadsheet
and imaging
Presence of Additional Faxmodem, CD-ROM,
Features: Expansion slots for
keyboard, monitor, others
Pointing Device: Mouse |
| | |
zero (0) [Nate number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of | buy

not buy Purchase

17



Weight:
Screen Size:
Display Type:
Base Price:
Keyboard Size:
Battery Life:

Performance/Speed:

Presence of Additional
Features:

Profile # 13

9 pounds

10.4 inch (diagonal)
Color

$ 2500

Smaller than regular size
7 hours

Fast for big spreadsheet
and imaging

Expansion slots for
keyboard, monitor, others

Pointing Device: Mouse
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase

18



Profile # 14

Weight: 5 pounds
Screen Size: 10.4 inch (diagonal)
Display Type: Monochrome
Base Price: $ 2500
Keyboard Size: Smaller than regular size
Battery Life: 5 hours
Performance/Speed: Comfortable for word
processing
Presence of Additional Faxmodem, CD-ROM,
Features: Expansion slots for
keyboard, monitor, others
Pointing Device: Trackpad
I |
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase

19



Profile # 15

Weight: 7 pounds

Screen Size: 9.4 inch (diagonal)

Display Type: Monochrome

Base Price: $ 1500

Keyboard Size: Smaller than regular size

Battery Life: 7 hours

Performance/Speed: Comfortable for word

processing

Presence of Additional Expansion slots for

Features: keyboard, monitor, others

Pointing Device: Trackball

I |

zero (0) [Note number) hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy
not buy Purchase



Profile # 16

Weight: 5 pounds
Screen Size: 9.4 inch (diagonal)
Display Type: Color
Base Price: $ 2500
Keyboard Size: Smaller than regular size
Battery Life: 3 hours
Performance/Speed: Fast for big spreadsheet
and imaging
Presence of Additional Faxmodem, CD-ROM,
Features: Expansion slots for
keyboard, monitor, others
Pointing Device: Trackball
l |
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase

21



Profile # 17

Weight: 5 pounds

Screen Size: 10.4 inch (diagonal)

Display Type: Color

Base Price: $ 1500

Keyboard Size: Regular size

Battery Life: 5 hours

Performance/Speed: Comfortable for word

processing

Presence of Additional No additional features

Features:

Pointing Device: Mouse
zero (0) [Note number] hundred (100)
=under any certainly
circumstances ~ Likelihood would
definitely would of buy
not buy Purchase



Profile #

Weight:
Screen Size:
Display Type:
Base Price:
Keyboard Size:
Battery Life:

Performance/Speed:

Presence of Additional Features:

Pointing Device:

18

5 pounds

9.4 inch (diagonal)
Monochrome

$ 3500

Smaller than regular size
3 hours

Comfortable for word
processing

Expansion slots for
keyboard, monitor, others

Mouse

zero (0)

= under any
circumstances

definitely would

not buy

hundred (100)
certainly

[Note number]

Likelihood would
of buy
Purchase

23



Profile # 19

Weight: 7 pounds
Screen Size: 8.4 inch {(diagonal)
Display Type: Color
Base Price: $ 3500
Keyboard Size: Smalier than regular size
Battery Life: 5 hours
Performance/Speed: Fast for big spreadsheet
and imaging
Presence of Additional Faxmodem, CD-ROM,
Features: Expansion slots for
keyboard, monitor, others
Pointing Device: Trackball
I |
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase

24



Profile # 20

Weight: 9 pounds

Screen Size: 8.4 inch (diagonal)

Display Type: Color

Base Price: $ 2500

Keyboard Size: Regular size

Battery Life: 3 hours

Performance/Speed: Comfortable for word

processing

Presence of Additional Expansion slots for

Features: keyboard, monitor, others

Pointing Device: Trackball
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy
not buy Purchase



Profile # 21

Weight: 7 pounds
Screen Size: 9.4 inch (diagenal)
Display Type: Color
Base Price: $ 3500
Keyboard Size: Regular size
Battery Life: 7 hours
Performance/Speed: Comfortable for word
processing
Presence of Additional Faxmodem, CD-ROM,
Features: Expansicn slots for
keyboard, monitor, others
Pointing Device: Trackpad
I |
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase

26



Profile # 22

Weight: 7 pounds

Screen Size: 8.4 inch (diagonal)

Display Type: Monochrome

Base Price: $ 2500

Keyboard Size: Smaller than regular size

Battery Life: 5 hours

Performance/Speed: Comfortable for word

processing

Presence of Additional No additional features

Features:

Pointing Device: Trackpad
L |
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelithood would
definitely would of buy
not buy Purchase



Profile # 23

Weight: 7 pounds
Screen Size: 10.4 inch (diagonal)
Display Type: Monochrome
Base Price: $ 3500
Keyboard Size: Regular size
Battery Life: 3 hours
Performance/Speed: Fast for big spreadsheet
and imaging
Presence of Additional Faxmodem, CD-ROM,
Features: Expansion slots for
keyboard, monitor, others
Pointing Device: Mouse
| |
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelithood would
definitely would of buy
not buy Purchase



Profile # 24

Weight: 9 pounds
Screen Size: 10.4 inch (diagonal)
Display Type: Monochrome
Base Price: $ 1500
Keyboard Size: Smaller than regular size
Battery Life: 7 hours
Performance/Speed: Comfortable for word
processing
Presence of Additional Faxmodem, CD-ROM,
Features: Expansion slots for
keyboard, moniter, others
Pointing Device: Trackball
l |
zero (0) [Note number] hundred (100)
=under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase

29



Profile # 25

Weight: 9 pounds

Screen Size: 8.4 inch (diagonal)

Display Type: Monochrome

Base Price: $ 3500

Keyboard Size: Smaller than regular size

Battery Life: 3 hours

Performance/Speed: Comfortable for word

processing

Presence of Additional No additional features

Features:

Pointing Device: Mouse
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy
not buy Purchase



Profile # 26

Weight: 5 pounds

Screen Size: 9.4 inch (diagonal)

Display Type: Color

Base Price: $ 1500

Keyboard Size: Smaller than regular size

Battery Life: 3 hours

Performance/Speed: Fast for big spreadsheet

and imaging

Presence of Additional No additional features

Features:

Pointing Device: Trackpad
I
zero (0) [Note number] hundred (100)
= under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase
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Profile # 27

Weight: 7 pounds

Screen Size: 8.4 inch (diagonal)

Display Type: Color -

Base Price: $ 1500

Keyboard Size: Smaller than regular size

Battery Life: 5 hours

Performance/Speed: Fast for big spreadsheet

and imaging

Presence of Additional Expansion slots for

Features: keyboard, monitor, others

Pointing Device: Mouse
I |
zero (0) [Note number] hundred (100)
=under any certainly
circumstances Likelihood would
definitely would of buy

not buy Purchase

32



Phase 111

For the following questions, please mark the box that applies to you.

2. Gender: O [:]

Female Male

3. Age

Years
4. Student Status: O O

Graduate Undergraduate

5. Years in College:

Years
6. Years of Work Experience:

Years
7. Years of Computer Ownership:

Years

8. Years of Computer Usage and Experience:
Years



Phase IV

On each of the following four (4) pages you will find four (4) sets of product profiles
listed side by side. For each set of four (4) product profiles, examine the four profiles
carefully and do the following:

1. Choose the best out of four (4) product profiles by marking the box below your
choice.

2. Rate each of the four (4) profiles on a page on a ‘likelihood-of-purchase’ scale

reaching from zero (0 = under any circumstances definitely would not buy) to one
hundred (100 = certainly would buy).



Weight:
Screen Size:
Display
Type:

Base Price:

Keyboard
Size:

Battery Life:

Performance

Speed:

Presucnce of
Additional
Features:

Pointing
Device:

Best:
(Mark One)

Rate:
(Likelihood)
( of )
(Purchase)

Profile # 1 Profile #2 Profile # 3
9 pounds 9 pounds 9 pounds
10.4 inch 8.4 inch 10.4 inch
(diagonal) (diagonal) (diagonal)
Color Monochrome Color
$ 3500 $1500 $ 3500
Smaller than Smaller than Regular size
regular size regular size
7 hours 3 hours 3 hours
Fast for big Fast for big Comfortable for
spreadsheetand spreadsheetand word processing
imaging imaging
No additional Faxmodem, CD- Faxmodem, CD-
features ROM, Expansion ROM, Expansion
slots for slots for
keyboard, keyboard,
monitor, others  monitor, others
Trackpad Trackpad Trackpad
O O O

Profile # 4

5 pounds

104 inch
(diagonal)

Monochrome

$ 3500

Smaller than
regular size

7 hours

Fast for big
spreadsheet and
imaging

No additional
features

Mouse

(0 = under any circumstances definitely would not buy — 100 = certainly would buy)
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Profile # 5

Weight: 9 pounds

Screen Size: 10.4 inch
(diagonal)

Display Monochrome

Type:

Base Price: $ 1500

Keyboard Regular size

Size:

Battery Life: 7 hours

Performance Fast for big

Speed: spreadsheet and
imaging

Presence of Faxmodem, CD-

Additional ROMi Et)sq;ansmn

. Slo or
Features: keyboard,
monitor, others
Pointing Mouse
Device:
Best: O
(Mark One)
Rate: —_—
(Likelihocod)
( of )
(Purchase)

Profile # 6 Profile # 7
5 pounds 9 pounds
84 inch 8.4 inch
(diagonal) (diagonal)
Color , Color
$1500 $ 3500
Regularsize | Regularsize
7 hours 3 hours
Comfortable for | Fast for big
word processing | spreadsheet and
imaging
Np additional No additional
features features
Mouse Mouse
a a

Profile #£ 8

5 pounds

8.4 inch
(diagonal)

Color

$1500

Smaller than
regular size

3 hours

Fast for big
spreadsheet and
imaging
Faxmodem, CD-
ROM, Expansion
slots for

keyboard,
monitor, others

Mouse

(0 = under any circumstances definitely would not buy — 100 = certainly would buy)
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Weight:
Screen Size:
Display
Type:

Base Price:

Keyboard
Size:

Battery Life:

Performance
Speed:

Presence of
Additional
Features:

Pointing
Device:

Best:
(Mark One)

Rate;
(Likelithood)
( of )
(Purchase)

Profile #9

5 pounds

10.4 inch
{diagonal)

Color

$ 1500
Regular size

7 hours

Fast for big

spreadsheet and

imaging

Faxmodem, CD-
ROM, Expanrsion

slots for
keyboard,

monitor, others

Trackpad

Profile # 10

9 pounds

8.4 inch
{diagonal)

Color

$ 3500

Smaller than
regular size

7 hours

Comfortable for|
word processing

Faxmodem, CD-|
ROM, Expansion
slots for
keyboard,
monitor, others |

Mouse

Profile # 11

5 pounds

8.4 inch
{(diagonal)

Monochrome

$ 3500

Smaller than
regular size

7 hours

Comfortable for
word processing

Faxmodem, CD-
ROM, Expansion
slots for
keyboard,
monitor, others

Trackpad

Profile # 12

5 pounds

10.4 inch
(diagonal)

Monochrome

$ 3500

Regular size

3 hours

Comfortable for
word processing

Faxmodem, CD-
ROM, Expansion
slots for
keyboard,
monitor, others

Mouse

(0 = under any circumstances definitely would not buy — 100 = certainly would buy)
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Profile # 13 Profile # 14
Weight: 5 pounds 9 pounds
Screen Size: 104 inch 84 inch
(diagonal) (diagonal)
Display Color Monochrome
Type:
Base Price: $1500 $1500
Keyboard Smaller than Regular size
Size: regular size
Battery Life: 3 hours 7 hours
Performance Comfortable for Comfortable for

Speed:

word processing word processing

No additional
features

No additional
features

Presence of
Additional
Features:

Pointing Trackpad Trackpad

Device:

Best:
{(Mark One)

Rate:
(Likelihood)
( of )
(Purchase)

Profile # 15

5 pounds

84 inch
(diagonal)

Monochrome

$ 3500
Regular size

3 hours

Fast for big
spieadsheet and
imaging

No additional
features

Trackpad

Profile # 16

9 pounds

104 inch
(diagonal)

Monochrome

$ 1500

Smaller than
regular size

3 hours

Comfortable for
word processing

No additional
features

Mouse

(0 = under any circumstances definitely would not buy — 100 = certainly would buy)



9, Please, record the time you returned the questionnaire. .

‘Time
(hour : minute)

10. Please indicate how difficult a task the above series of questions has been to you on
the scale provided below (mark one).

O ] a O a O a
not slightly moderately very extremely impossible
difficult difficult difficult difficult  difficult difficult task
atall

11. Please, feel free to put any comments or remarks concerning the questionnaire, the
product, the administrator, administration of the task, or yourself on the space
provided below.

Thank you very much for your cooperation. (RED)

AIFFL
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