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ABSTRACT	

	
	
Sensory cortices must flexibly adapt their operations to internal states and external requirements. Sustained modulation of 

activity levels in different inhibitory interneuron populations may provide network-level mechanisms for adjustment of 

sensory cortical processing on behaviourally relevant timescales.  However, understanding of the computational roles of 

inhibitory interneuron modulation has mostly been restricted to effects at short timescales, through the use of phasic 

optogenetic activation and transient stimuli. Here, we investigated how modulation of inhibitory interneurons affects cortical 

computation on longer timescales, by using sustained, network-wide optogenetic activation of parvalbumin-positive 

interneurons (the largest class of cortical inhibitory interneurons) to study modulation of auditory cortical responses to 

prolonged and naturalistic as well as transient stimuli. We found highly conserved spectral and temporal tuning in auditory 

cortical neurons, despite a profound reduction in overall network activity. This reduction was predominantly divisive, and 

consistent across simple, complex, and naturalistic stimuli. A recurrent network model with power-law input-output functions 

replicated our results. We conclude that modulation of parvalbumin-positive interneurons on timescales typical of sustained 

neuromodulation may provide a means for robust divisive gain control conserving stimulus representations.	
	
	
	
Significance Statement	
	
Inhibitory interneurons have been shown to provide a powerful means for neuromodulatory adjustment of cortical processing. 

Despite advances in our understanding of the roles of cortical interneurons, we lack an understanding of how sustained 

activation of inhibition changes cortical computation. Here, we show that sustained activation of the largest group of cortical 

interneurons, PV+ cells, enables divisive gain control - one of the most fundamental adjustments of sensory processing. 

While previous studies on potential roles of inhibition used transient optogenetic activation, we employed a technique 

enabling prolonged activation for up to several minutes, a timescale typical for many neuromodulatory processes. Using this 

approach, we show that robust division generalizes to complex and naturalistic sounds, verifying the potential ecological 

relevance of the mechanism. 

 

 



Introduction	

	
Sensory processing in the cortex requires flexible and reliable mechanisms for adjusting computations and information flow 

according to context. Both internal states and external requirements can reliably trigger changes of the most fundamental 

cortical computations, and these modulations can also generalise across stimulus conditions. The different subtypes of 

cortical inhibitory interneurons are candidate mediators of contextual modulation because they are in an exquisite position to 

produce such changes (Cardin 2019; Kepecs and Fishell 2014; Markram et al. 2004; Tremblay et al. 2016).	

Three major interneuron cell classes in the neocortex include parvalbumin-positive (PV+) cells, somatostatin-positive 

(SOM+) cells, and cells expressing vasoactive intestinal peptide (VIP+). Each of these cell classes is differentially targeted 

by neuromodulation (Swanson and Maffei 2019) and has a unique, class-specific expression profile of neuromodulatory 

receptors (Paul et al. 2017), which can produce class-specific modulation of interneurons depending on behavioural context, 

e.g. state of arousal, attention, learning, or locomotion (Alitto and Dan 2012; Kawaguchi and Shindou 1998; Pakan et al. 

2016; Polack et al. 2013; Poorthuis et al. 2014; Toussay et al. 2013). In order to obtain a functional understanding of 

neuromodulation, a more detailed description of network effects of activation of specific interneuron classes is desirable 

(Edeline 2012). Great progress in understanding the functional role of modulation of PV+ cells and other interneuron classes 

has recently been made with the help of optogenetic tools (Aizenberg et al. 2015; Atallah et al. 2012; Hamilton et al. 2013; 

Lee et al. 2012; Moore et al. 2018; Seybold et al. 2015; Wilson et al. 2012). These previous optogenetic experiments have 

indicated that PV+ interneurons play an important, albeit complex, role in controlling excitability in sensory cortices.	

So far, most studies of the effects of precise class-specific manipulation of inhibitory populations have focused on fast 

timescales, typically locked to sparse and transient stimuli. However, contextual modulation may act both at fast sub-second 

timescales (McGinley et al. 2015; Muñoz and Rudy 2014; Poorthuis et al. 2014) and over longer timescales of several 

seconds to minutes (Alitto and Dan 2012; Kawaguchi and Shindou 1998; Metherate et al. 1992; Petrie et al. 2005; Schneider 

et al. 2014). Moreover, there is evidence that PV+ inhibition may mediate very different network dynamics in sensory 

cortices depending on the timescale of stimulation (Haider et al. 2010; Ozeki et al. 2009). To investigate the functional role 

of modulation of PV+ activity not only at fast, but also at slower timescales, a precise but sustained manipulation of PV+ cell 

activity is needed in addition to the more commonly used fast and transient optogenetic activation or deactivation techniques 

(Aizenberg et al. 2015; Atallah et al. 2012; Hamilton et al. 2013; Lee et al. 2012; Moore et al. 2018; Seybold et al. 2015; 

Wilson et al. 2012). Here, we employed a variant of Channelrhodopsin 2 that allows for sustained, low-level activation at the 

timescale of minutes (stable-step function opsin, SSFO, Berndt et al. (2009); Yizhar et al. (2011)) to ask how sustained 

activation of PV+ cells affects cortical computation.	

We hypothesised that sustained, low-level activation of PV+ cells (Tremblay et al. 2016) provides a means for divisive 

scaling of neuronal responses in core auditory cortex. Divisive scaling describes ratio-changes in neuronal response profiles 



(e.g. tuning curves) due to specified factors. Divisive scaling has been proposed to be one of the canonical cortical 

computations (Carandini and Heeger 2011), with functional roles ranging from context-dependent modulation of sensory 

processing (Rabinowitz et al. 2013, 2011) to task-dependent top-down control (Ruff and Cohen 2017). Concretely, a 

mechanism for divisive scaling in a cortical area should (1) produce divisive changes in firing rate across single-unit 

responses, (2) leave basic neuronal response properties such as tuning and receptive-field structure intact, and (3) generalize 

across different stimulation paradigms, including complex and naturalistic stimulus sets.	

To investigate the impact of sustained PV+ cell activation on auditory cortical processing, we expressed SSFO in PV+ cells 

in the core auditory cortex (AC) of mice. We recorded responses of populations of single units in awake mice during 

presentations of three different stimulus sets: single tones (ST), dynamic random chords (DRC) and animal vocalizations 

(natural stimuli, NS). The combination of sustained PV+ cell activation and reliable long-term recording allowed us to 

quantify the effects of PV+ modulation on cortical responses to complex and naturalistic sounds, and to test for changes in 

single-unit response properties that generalized across the different stimulus sets.	

We show that sustained activation of PV+ cells in auditory cortex produces coherent divisive scaling, with minimal changes 

in spectral or temporal tuning of neuronal responses. This divisive scaling generalizes across complex and naturalistic stimuli 

on both population and single-unit levels. A network model with power-law input-output functions captures these key 

experimental findings. Overall, our findings demonstrate that sustained activation of PV+ interneurons may constitute a 

powerful neural instrument for context-dependent scaling of cortical responses.	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



Materials and Methods	
	
Subjects	
	
All data presented here were obtained from eight male B6.Cast/PVALB-Cre mice. This line is a cross between B6.CAST-

Cdh23 (Stock number 002756, Jackson Laboratory, Bar Harbor, ME, US) and PVALB-IRES-Cre mice (Stock number 

008069, Jackson Laboratory, Bar Harbor, ME, US), crossed and reared in the animal facilities of the University of 

Oldenburg. These animals are not susceptible to developing the early-onset age-related hearing loss typical of the standard 

C57BL/6 strain (Johnson et al. 1997). Cre-recombinase was expressed in inhibitory parvalbumin-positive (PV+) neurons 

(Hippenmeyer et al. 2005), enabling us to manipulate those neurons optogenetically following injection of the Cre-dependent 

viral vector. All mice were housed separately following surgical implantation with recording devices and maintained on a 

reversed 12h/12h light-dark cycle at approx. 23 °C with access to free water and food. All procedures were performed in 

accordance with the animal welfare regulations of Lower Saxony and approved by the local authorities (State Office for 

Consumer Protection and Food Safety / LAVES).	

	
Surgery	
	
Mice were equipped with a chronic implant (probe) for optogenetics and recording at the age of 8 to 12 weeks. Animals were 

injected subcutaneously with 0.1mg/kg meloxicam both pre- and post-operatively to reduce pain and inflammation. During 

surgery, the animals were anaesthetized with 1.5% isoflurane (initial: 2%). Body temperature was monitored and held at 

approx. 37°C. Eyes were covered with ophthalmic ointment. Anaesthetized mice were fixed in a stereotaxic apparatus 

(Model 900, Kopf instruments, Tujunga, CA, US) with zygomatic clamps. After skull exposure, a trepanation was drilled in 

the dorsal skull (relative to Bregma: anterior-posterior -2.6mm, medial-lateral -2.9mm, injection angle 24°, right hemisphere) 

to allow tangential access to the region designated AC in the Allen Mouse Brain Atlas (2011, www.mouse.brain-map.org).  

Then, 1000nl of adeno-associated virus (pAAV-EF1/a-DIOhChR2-(C128S/D156A)-EYFP, serotype 5, Vector Core, 

University of North Carolina, US) was injected (Nanofil 10 µl, WPI, Hertfordshire, UK) at 150nl/min at each of two depths 

within auditory cortex (z=3.7 and z=3.9-4.0mm from entry point in dorsal cortex). After virus injection, the probe was 

implanted with the electrode tips placed at the 3.7mm depth initially. This placement resulted in a path of the electrodes that 

was tangential to the cortical surface at a depth of approximately 400µm, so most of our recordings likely stem from middle 

layers of core auditory cortex. In order to fix the implant microdrive onto the skull, five to six screws were drilled into the 

skull, one of which over the contralateral pre-frontal cortex served as reference for the recordings. The implant microdrive 

was then secured to the skull and screws with dental acrylic (Vertex SC, Vertex Dental, Zeist, Netherlands). After surgery, 

mice were given a recovery period between 7 and 14 days before recordings began.	

	
	
	



Implant design	
Implants were custom-made at our laboratory. The implant consisted of eight twisted-wire tetrodes (17 µm, Platinum/10% 

Iridium California Fine Wire Company, Grover Beach, CA,US) concentrically arranged around a 105 µm optic fibre 

(FG105LCA Multimode fibre, Thorlabs, Newton, NJ, US) for optogenetic manipulations and was attached to a microdrive 

(Axona, London, UK) to move the probe within AC. The electrode tips protruded 400µm from the tip of the fibre. 

 

Optogenetic strategy	
	
In the Cre-expressing PV+ cells of the mouse line, infection by the injected Cre-activated recombinant viral vector produced 

expression of a bi-stable ChR2 variant (Stable Step-Function Opsin, SSFO). Expression was confirmed via histological 

examination of brain tissue after the experiments. Expression spread through all layers of the auditory cortex and extended at 

least with a diameter of 1.5mm radially in the medial-lateral and caudal-rostral dimensions. Efficiency of expression in PV+ 

cells was >95% (confirmed in three animals using imaging of immunostained PV+ cells and cells expressing the virally 

transmitted yellow fluorescent protein).	

SSFO was used to achieve prolonged, stable, low-level depolarization of PV+ cells (Yizhar et al. 2011), and has the 

advantage of its activation/deactivation interfering minimally with the timing of the sensory stimulus. Activation of SSFO 

was achieved with a pulse of blue light (447nm, 2.5mW for 2s). SSFO cation channels remain open and induce a 

depolarizing input current until deactivation with a pulse of orange light (594nm, duration 5 or 10s at 2.5mW). All 

experimental sessions started with a stimulus block in control condition (no SSFO activation). Activating and deactivating 

light pulses were subsequently delivered in silent periods between stimulus blocks, starting directly after the previous 

stimulus block had finished. The next stimulus block began directly after offset of the activating or deactivating light pulse. 

At the end of every experimental session, PV+ cells were deactivated to return to control condition.	

	
Electrophysiology	
	
We recorded neural data extracellularly during auditory stimulation in alternating blocks of trials either without or with PV+ 

cell activation (hereafter, control and SSFO•PV trial blocks, respectively). These trial blocks each lasted between 3 and 5 

minutes. Continuous raw voltage traces were amplified and digitized using a 32-channel headstage (RHD2132, Intan 

Technologies, Los Angeles, CA), recorded using an acquisition board (OpenEphys, www.open-ephys.org), and saved on a 

personal computer at a sample rate of 30kHz for offline spike sorting and analysis. After an experimental session was 

completed, the probe was moved approx. 65µm along the middle cortical layers using the microdrive attached to the implant 

and the tissue was allowed to settle for at least 3 hours (more typically, overnight). Data collection could last up to four 

months, recording from 2-17 positions in each animal. Data collection was stopped when no primary-like responses could be 

detected anymore; criteria for primary-like responses were latency below 20ms and reliable, clearly tuned responses to pure 

tone stimuli.	



	
Experimental setup  

All experiments took place in a customized double-walled sound-attenuating chamber (workshop of the University of 

Oldenburg). Animals were monitored throughout experiments using an infrared camera (Pi NoIR, Raspberry Pi foundation, 

Cambridge, UK). Mice were placed on a custom horizontal and acoustically transparent running wheel made out of wire 

mesh and were free to run during the experiments. In a subset of recordings from two animals, rotations of the running wheel 

were recorded using a black and white pattern at the base of the wheel and a custom-built light detector. The light-detector 

signal was recorded along with the electrophysiological signal, so that rotations could be determined on a trial-by-trial basis. 

Running data was used to confirm that the main conclusions from our analysis did not depend on the activity of the animal 

(Fig. S1).	

Sound delivery and optogenetic manipulation were both controlled using MATLAB (MathWorks, Natick, MA, US). Sound 

stimuli were generated digitally at a sample rate of 192kHz using custom MATLAB software and were D/A converted by a 

USB sound device (Fireface UC, RME, Haimhausen, Germany). Sound signals were amplified (A-S501, Yamaha, 

Hamamatsu, Japan) and then delivered via a loudspeaker (XT 300 K/4, Vifa, Viborg, Denmark) attached 45cm above the 

running wheel. For activation of PV+ cells a blue laser was used (MDL-III-447 PSU-III-FDA, Changchun New Industries, 

Changchun, China), whereas deactivation of PV+ cells was achieved with an orange laser (Cobolt Mambo 50 594nm, Cobolt 

AB, Solna, Sweden) using a shutter driver (Model SR474, Stanford Research Systems, Sunnyvale, CA, US). The optic fibres 

from both lasers were merged (TM105R3F1A, Thorlabs, Newton, NJ) and plugged onto the single optic fibre incorporated 

into the animal’s implant. After a block of auditory stimuli was presented, laser pulses activated or deactivated SSFO for the 

next stimulus block (see Fig. 1A). The number of blocks for each SSFO condition varied depending on the stimulus protocol.	

	
Auditory stimuli	
	
We used three different types of auditory stimuli: (1) single pure tone stimuli (ST), (2) natural stimuli (NS), and (3) dynamic 

random chords (DRC). We presented these stimuli sequentially within the same experimental session. ST were presented 

randomly at 70dBSPL between 4 and 70kHz using eight frequencies per octave. The tones had a duration of either 0.5 or 1s 

including 2ms ramps and were generated with an inter-stimulus interval of 1s or 2s respectively. Each tone frequency was 

repeated three times within one stimulus block. The stimulus block was repeated ten times for each SSFO condition, resulting 

in at least 30 repetitions of each tone pulse. For NS, we extracted five natural animal vocalizations from an audio disc (’Die 

Stimmen der Tiere 1 - Europa’, Cord Riechelmann, 2007; tracks: 13-tundra vole, 18-european pine vole, 40-yellowhammer, 

45-european robin, 71-long eared owl) with frequency spectrum centred between 4 and 25kHz, and up-sampled the sample 

rate to 192kHz. The vocalizations were repeated in total 30 times in 3 to 6 blocks in each SSFO condition. DRC stimuli were 

similar to those described in previous studies (deCharms et al. 1998; Linden et al. 2003). The chords consisted of short tone 

pulses 20ms in duration (including 5ms ramps) with centre frequencies varying between 4.1 and 62kHz in 1/12-octave steps 



and sound levels varying between 25 and 70dBSPL in 5dB steps. Tone frequencies and levels were chosen randomly for each 

chord, with an average tone density of 2 tone pulses per octave. The DRC protocol lasted for 60s and was repeated five times 

within a DRC stimulus block. The stimulus block was repeated four times for each SSFO condition.	

	
Data analysis	
	
All analyses were performed offline using MATLAB, unless otherwise noted.	
	
Continuous raw voltage traces were spike-detected and -sorted using a latent-variable spike-sorting algorithm (Sahani 1999)	
	
as previously described (Hildebrandt et al. 2017). For spike characterization, we set the waveform baseline at 0.23ms before 

peak (Keller et al. 2018) and normalized the unfiltered waveform with respect to the peak. We extracted the trough amplitude 

and measured spike width at 50% peak amplitude, tested for significant differences in medians between the subgroups using 

the Kruskal-Wallis test, and analysed results further using the post-hoc Tukey-Kramer test. To compare optogenetic effects 

between units grouped by spike width, we used the Mann-Whitney U-Test.	
	
Criteria for exclusion and classification of units	
	
For all of our analysis we only included units with a significant response during tone presentation. A unit with a significant 

response was defined as a unit for which the firing rate during tone presentation was significantly greater than spontaneous 

firing rate for at least three tested tone frequencies. Significance was tested using Student’s paired t-test to compare tone 

response with pre-tone firing on each of the repeated trials for each tone frequency in windows of 50ms (p<0.05 with 

Bonferroni correction for multiple tests). To classify the effect of PV+ activation on the neuronal responses, we calculated the 

mean firing rate over entire stimulus blocks, including periods of tone presentation at all tested frequencies and silent periods 

in between. Then, the distributions of the mean rate during stimulus blocks for SSFO-PV and control conditions were 

compared for each unit (Student’s paired t-test, single tail for decrease and enhancement respectively, p<0.05, with 

Bonferroni correction).	
	
Single tones (ST)	
	
To create a frequency-response profile, we computed the mean onset response over trials (40ms window starting 15ms after 

stimulus onset) for each tone frequency. The resulting iso-intensity frequency-response curves are hereafter referred to as 

(frequency) tuning curves. Tuning curves were smoothed using a Hanning window (width 3). Before extracting the tuning 

width and the best frequency (BF), we computed a frequency-response profile for spontaneous activity and subtracted it from 

the tuning curves. The tuning bandwidth (BW) was measured at 50% of the amplitude.	

To test for significant changes in BF and BW in single units, a bootstrap approach was used as follows. For each unit, all 

trials from both SSFO-PV and control conditions were pooled separately at each sound frequency; subsamples (30 trials) 

were drawn randomly from this combined pool; and BW and BF were estimated as above. This procedure was repeated 1000 



times to estimate the distribution of tuning parameters BW and BF. The values obtained from the separate analysis of control 

and test conditions were compared to these distributions at a 𝑝 < 0.05level with a Bonferroni correction for multiple tests.	

To compare the tuning curves between control and PV-activated conditions, the tuning curves were first normalized to the 

unit’s maximum firing rate in the control condition and then correlated by using major-axis regression (i.e., two-dimensional 

least-mean-squares linear fit). From the major-axis regression, we extracted slope and y-intercept. In order to avoid floor 

effects, rates within the tuning curve lower than 10% of the maximum rate were discarded from the fit. In order to analyze the 

suppression	of the tuning curves after PV+ cell activation, we calculated the value of the t-statistic𝑡%&'  with 𝑡%&' = (𝑚 −

𝑚,-.)	/	2𝜎2/𝑛, where	m is the regression parameter (either slope or y-intercept), 𝑚,-.either 1 (slope) or 0 (y-intercept), 𝜎 

the standard deviation of the regression parameter and n the number of points that went into the regression. The result was 

then compared to the t-distribution (single tail) and units categorized accordingly: divisive suppression in case of 𝑝5'67-  < 

0.05 and 𝑝89:-,;-7: > 0.05; subtractive suppression for 𝑝5'67-  > 0.05 and 𝑝89:-,;-7: < 0.05.	

	

Dynamic random chords (DRC)	

	
For each cell and SSFO condition, the average response to the DRC stimulus was used to estimate the respective spectro-

temporal receptive fields (STRFs). STRFs were estimated with Automatic Smoothness Determination (Sahani and Linden 

2003) within Python module ‘lnpy’ (https://github.com/arnefmeyer/lnpy). We set the dimensionality of the STRF to be 48 

frequency channels and 15 time steps spanning 300 ms, chose a minimum STRF smoothness of 0.5 and tolerance of	

10<5, and ran the optimisation for 100 iterations. For control trials, the spectral, temporal and overall smoothness scales were 

initialised at 4, 4 and 7 respectively. For PV-activated trials, the smoothness parameters were fixed at the optimised 

smoothness parameters obtained in the corresponding control trials, to ensure that comparisons between control and PV-

activated trials were not confounded by differences in STRF smoothing parameters.	
	
We included in the final DRC analysis all cells that were both: (1) responsive to pure tones (see above) and (2) responsive to 

the DRC stimulus (i.e., signal power of DRC response at least one standard error above zero (Sahani and Linden 2003; 

Williamson et al. 2016)).	
	
We used the same major-axis regression procedure as with ST to compute correlations in STRF-predicted activity between	
	
control and PV-activated conditions.	
	

	
	
	
	
	

Recurrent network model and simulations	



	
Network model	
 

We simulated an iso-frequency cortical column as a rate network model composed of nE excitatory neurons and nI inhibitory 

neurons with the following dynamics: 

 

(1) 

     (2)

  

where 𝜏 is the effective rate time constant, JAB the connectivity matrix onto population A from population B, eA is the tonic 

background input different for every neuron in population A, s(t) is the phasic thalamic input and is the same for every neuron, 

𝜼A(t) is the white noise background input different for every neuron in population A, 𝛄 is the optogenetic input into inhibitory 

neurons in PV-activated trials and is different for every neuron, and [·]+n is a threshold-linear input-output function raised to 

the power n and operating elementwise.	
 
Thalamic input	
	
In the model, we assume all cortical neurons receive the same thalamic input s(t), without loss of generality. The input starts 

at ton, exponentially decays with time constant 𝜏thalamic, and is active for a time window 𝛥t. The input tuning is bell-shaped 

with respect to sound frequency, with centre frequency fc and standard deviation 𝜎f, and nf sound frequencies overall: 

 

(3) 

 

 

where H(·) is the Heaviside (step) function. Note that the modelled neurons inherit their tuning from the thalamic input, in 

agreement with Li et al. (2013), that showed that cortical neurons in the auditory cortex have the same tuning as their respective 

thalamic inputs.	

	
Numerical simulations	
	
The network model was simulated in MATLAB using the forward Euler-Maruyama for each of the nf thalamic inputs, and for 

each of two conditions, control and PV-activated. The parameters used in the simulations are listed in Table 1. Our 

MATLAB code is available at https://github.com/ppjgoncalves/A1_SSFO.  

The response to a tone was computed as the average response in a 90 ms window following the tone onset. 

[Table 1. Simulation parameters for the network model.] 



Results	
	
Consistent effects of sustained activation of PV+ cells across trials and paradigms	
	
Many behavioural and brain-state dependent modulations of PV+ activity occur over timescales of several seconds to minutes 

(Alitto and Dan 2012; Castro-Alamancos and Connors 1996; Kawaguchi and Shindou 1998; Metherate et al. 1992; Petrie et 

al. 2005; Schneider et al. 2014). In order to mimic such modulations and to probe their functional significance for cortical 

computation at the network level, we decided to employ a stable step-function variant of ChR2 (stable step-function opsin, 

SSFO) expressed in PV+ interneurons. SSFO allows for constant depolarisation of the targeted cells for minutes after 

applying a single, short pulse of light (Berndt et al. 2009; Yizhar et al. 2011). This mode of action not only allowed for more 

modulatory- like activation of PV+ cells, but also enabled us to examine the effect of PV+ cell activation on the encoding of 

extended auditory stimuli of greater complexity. Thus, we could compare effects of PV+ activation during prolonged 

dynamic random chord (DRC) stimuli to effects observed with more traditional single-tone (ST) paradigms (Aizenberg et al. 

2015; Moore et al. 2018; Phillips and Hasenstaub 2016; Seybold et al. 2015).	

To determine whether sustained activation of PV+ interneurons produces consistent changes in neuronal responses across 

trials and stimulus paradigms, we first compared overall firing rates of single-unit responses to ST and DRC stimuli recorded 

in awake mice (Fig. 1A) with (SSFO•PV) and without (control) activation of PV+ cells. Using blue and orange light to 

activate/deactivate SSFO, we found a robust and reproducible effect of sustained PV+ activation in single units (Fig. 1B). 

Among the recorded units, we observed both robust decreases and increases in firing rate (Fig. 1C). These changes were 

consistent for ST and DRC stimuli when looking at overall firing rates during either stimulus paradigm (correlation 

coefficient r = 0.42, p = 2*10-63, n = 1422) with no systematic difference in single-unit modulation under DRC and ST 

stimulation (Fig. 1D, p = 0.367, Wilcoxon rank-sum test, n = 1422). At the population level, we observed on average a 

decrease in population firing rate during PV+ activation for both ST and DRC stimulation (rate change mean (SD) = -22.93 

(±67.79%) for ST, -26.98 (±36.18%) for DRC). Effects of sustained PV+ activation on firing rates in single units ranged 

continuously from complete suppression to robust elevation.	
	
	
Are the enhanced units PV+ interneurons?	
	
A small proportion of the recorded units showed an enhancement of firing rate with sustained PV+ activation rather than a 

reduction (Fig. 1). Because SSFO depolarizes directly activated cells, we hypothesized that a large proportion of the 

enhanced cells were directly-activated PV+ cells rather than pyramidal cells or non-PV+ inhibitory neurons in the cortical 

network. To test this hypothesis, we analysed extracellular spike shapes separately for significantly enhanced and reduced 

units.	



Previous work reported that most PV+ cells have narrow spike duration (fast-spiking cells, Keller et al. (2018)) and an 

increased peak-to-trough ratio (Kim et al. 2016; Moore and Wehr 2013), criteria that we used to find putative PV+ cells in 

the group of enhanced units. We extracted spike width and trough amplitude in normalized waveforms and compared these 

between reduced and enhanced units (Fig. 2A). Mean trough amplitude for the enhanced units was significantly larger (Fig. 

2B, top; mean (SD) =0.2513 (± 0.2285)) than for reduced units (mean (SD) = 0.1522 (± 0.1713), Tukey-Kramer Test, p = 

0.0021). Furthermore, enhanced units did have significantly smaller mean spike widths (Fig. 2B, bottom; mean (SD) = 

0.1804ms (± 0.0552ms)) compared to reduced units (mean (SD) = 0.2190ms (± 0.0741ms), Tukey-Kramer Test, p = 10-4). 

The distribution of spike widths for enhanced units exhibited a local minimum at approximately 0.12ms. We observed 

substantially different optogenetic modulation for neurons with spike widths falling above and below this value (Fig. 2C). 

Units with a spike width larger than 0.12ms exhibited a highly significant reduction in firing rate during sustained PV+ 

activation (mean (SD) =	-40.64% (± 38.88%ms), Mann-Whitney-U-Test, p = 3.14*10-15) compared to units with a smaller 

spike width (mean (SD) =	-5.61% (± 32.82%ms)). Thus, we found clear evidence for a relationship between spike shape and 

rate modulation during SSFO•PV trials. However, we did not find a clear bimodal distribution of any of these features or a 

combination of them in our data (Fig. 2 D). Narrow spiking units were more often enhanced than other units, but often 

reduced in their firing. Similar mixed effects on PV+ cells due to indirect network effects have been reported previously 

(Moore and Wehr 2013).	
	
Since no clear separation between putative PV+ and PV- units was possible, we decided to group units on a functional basis 

reflecting the direction of firing rate change instead (reduced units; n = 1027; enhanced units; n = 111, Fig. 1E). Based on the 

analysis of spike shapes, we expect the enhanced group to contain mostly directly activated PV+ cells, but many PV+ cells to 

be contained in the reduced group as well.	

	
Activation of PV+ cells preserves frequency tuning properties of neurons in auditory cortex	
	
We next asked whether sustained PV+ activation would conserve basic encoding properties in auditory cortex, as would be 

expected for general divisive gain control mechanisms harnessed by contextual modulation, or whether it might instead 

sharpen or shift tuning. To address this question, we recorded responses to isolated single tones of varying frequency. We 

constructed frequency response curves using the onset responses of the units for both control and SSFO•PV conditions.	

We observed a wide range of changes to the frequency response curves in the recorded units (Fig. 3). Fig. 3A depicts the 

change in tuning curves after PV+ activation, ordered by the change at best frequency (BF). In the group with overall 

enhanced units, units could show increased firing rates over all test frequencies (example in the lower left box, Fig. 3A) or 

even a reduction of firing at BF but increased rate at off-BF sound frequencies (Fig. 3A, upper left example). A similar range 

of effects could be observed in the group with overall reduced firing rates: some units showed a general reduction of firing 

rates (Fig. 3A, upper right example), others were reduced mostly at off-BF frequencies (Fig. 3A, lower right example).	



A selective reduction at off-BF frequencies could result in narrower overall tuning as measured by the bandwidth (BW). We 

found a small (albeit significant) reduction of BW in the reduced group (Fig. 3C, right panel, median change in bandwidth 

0.06 octaves, p < 10-25 , Wilcoxon sign-rank test, single-tailed). This small change was reflected in changes within a few 

individual units; BW was reduced in only 25 out of 876 units at a p = 0.05 level (bootstrap estimated with Bonferroni 

correction, see methods for details). We did not find a significant change in bandwidth for enhanced units at the population 

level (p = 0.92, sign test), and at the individual unit level only 7 out of 93 single units showed a significant increase in BW (p 

< 0.05).	

While BW was slightly affected, activation of PV+ cells did not alter the units’ best frequency tuning at the population 
 
level (Fig. 3B; median change in frequency in each group = 0 octave). Accordingly, we found only two units out of 876 with 

a significant change of BF (p < 0.05, Bonferroni-corrected).	

Thus, despite a considerable reduction in the overall firing rate during sustained PV+ activation (Fig. 1), both BF and BW 

where well conserved during SSFO•PV trials, with BW changes of less than a semitone on average and almost no change in 

BF (Fig. 3).	

	
Reduction of firing is predominantly divisive	
	
Since we observed very little change in neuronal frequency tuning, we hypothesized that sustained activation of PV+ 

interneurons may provide a means for context-dependent modulation of divisive gain control. Divisive action on tuning 

curves should result in little or no change in tuning characteristics due to the firing-rate-dependent adjustment for each 

frequency in the tuning curve. Conversely, previous studies using short-term optogenetic stimulation have reported that PV+ 

activation results in a mixture of divisive and subtractive changes (Phillips and Hasenstaub 2016; Seybold et al. 2015). Here 

we asked whether sustained activation would also result in mixed effects or provide a means for predominantly divisive 

modulation.	

To address this question, we first calculated the tuning curves for each unit for both control and SSFO•PV trials and 

normalized them to the peak of the control tuning curve. Units with tuning curves that were too poorly correlated for effective 

comparison were excluded from further analysis (exclusion criterion: tuning curve correlation coefficient < 0.5; qualitatively 

similar results obtained when criterion correlation coefficient lowered to 0.25). For the remaining units, we compared the 

normalized firing rate per frequency for tuning curves from SSFO•PV trials to those from control trials using major axis 

regression (see Fig. 3, example boxes, bottom). We then extracted the slope and the y-intercept from the regression fit. If 

there were no difference between the tuning curves in the control condition and after PV+ activation, the slope would be 1 

while the y-intercept would be 0 (Fig. 4A, red horizontal and vertical lines).	

Results of this analysis suggest that at the population level, sustained PV+ activation produced mostly divisive modulation in 

reduced units and additive modulation in enhanced units. The reduced units (Fig. 4A, right) displayed very little subtractive 



change based on the y-intercept, but a clearly reduced slope (y-intercept median (IQR) = -0.01 (0.14), slope median (IQR) = 

0.75 (0.41)), indicative of divisive gain control. In contrast, for enhanced units (Fig. 4A, left), the y-intercept values show 

that tuning curves were mostly additively shifted upwards, with slope values broadly distributed but on average close to 1 (y-

intercept median (IQR) = 0.11 (0.2), slope median (IQR) = 0.99 (0.53)).	

These findings at the population level held also at the level of individual units. We quantified whether the effect of sustained 

PV+ activation was divisive or subtractive in individual units by determining whether the regression slope and/or y-intercept 

differed significantly from 1 and 0 respectively.  We then calculated the fraction of units recorded from each animal that 

exhibited divisive, subtractive, both or neither modulation (Fig. 4B, n = 7 mice). In all animals tested, significant divisive 

suppression was clearly the dominant effect (proportion of purely divisive units: mean (SD) = 0.62 (± 0.12), SEM=0.05). In 

contrast, we observed fewer units with subtractive suppression (mean (SD) = 0.15 (± 0.084), SEM=0.03), a combination of 

both (mean (SD) = 0.14 (± 0.06), SEM=0.03), or neither (mean (SD) = 0.05 (± 0.03), SEM=0.01). Since locomotion and 

other motor activity have been shown to directly impact inhibitory circuits in ACx (Schneider et al. 2014), we repeated our 

analysis for a subset of recordings (from 12 sites in two animals) during which running activity was monitored. We split the 

data into trials when the animals were running or at rest to examine the influence of locomotion on sustained PV+ modulation 

of firing rate in individual units (Supplementary Fig. S1). Despite a considerable reduction in firing rate during trials when 

the animals were active (Supplementary Fig. S1B), the effects of sustained PV+ activation remained consistent, with no 

significant changes in the distributions of slope and y-intercept values between running and rest trials (Supplementary Fig. 

S1C&D). Thus, our conclusions from analysis of the full dataset are likely to be robust to any variations in the activity level 

of the animals across trials.	

Further analysis of individual unit responses confirmed again that divisive modulation was the dominant effect of sustained 

PV+ activation. For individual units, overall reduction in firing rate could be well explained by a reduction of slope (Fig. 4E, 

top, correlation coefficient r = 0.34, p = 1.2*10-19, n = 694). On the other hand, we did not find a correlation between rate 

changes and y-intercepts for individual units (bottom, correlation coefficient r = -0.01, p = 0.847, n = 694), although variance 

of the intercepts was reduced with stronger reduction in firing rate (correlation between reduction and residuals of the linear 

fit: r = 0.36, p < 10-22).	

It has been suggested that the relative strength of divisive and subtractive action mediated by PV+ cell activation could be 

related to the extent of activation (Lee et al. 2014; Seybold et al. 2012). As an indirect measure of PV+ cell activation, we 

compared median firing rate change within single experiments to the median slope and y-intercept by pooling data from all 

units recorded at the same site (Fig. 4F, n = 61). The results of this analysis confirmed our finding from the individual units; 

we again observed a high correlation of the slope and mean rate reduction (top, correlation coefficient r = 0.45, p = 3*10-4) 

and a mostly constant intercept (bottom, correlation coefficient r = 0.01, p = 0.93). Thus, most suppression of firing is 



mediated by divisive changes. Moreover, division scaled linearly with the amount of suppression, indicating that sustained 

activation of PV+ units results in a divisive scaling of neuronal output, and depends on the strength of inhibitory drive.	

	
Spectro-temporal receptive fields are divisively scaled and their structure conserved	
	
The prominent divisive effect of sustained PV+ activation on tuning curves, with minimal impact on tuning best frequency 

and bandwidth, led us to the question of how such effects would generalise to more complex stimuli. Therefore, we 

investigated the impact of SSFO manipulation of PV+ activity on spectro-temporal receptive fields (STRFs) estimated from 

responses of cortical cells to dynamic random chord (DRC) stimuli.	

We found that many STRFs estimated from DRC responses were divisively or multiplicatively modulated for reduced and 

enhanced cells respectively, which in turn meant that DRC responses predicted from the STRFs were divisively suppressed 

or multiplicatively enhanced (Fig. 5A). 

Linear fits to the STRF predictions for PV-activated versus control conditions show that most reduced cells were strongly	
modulated through the slope, i.e. divisively (Fig. 5B top; slope median (IQR) = 0.72 (0.33) and y-intercept median (IQR) = -

0.02 (0.09) ). In contrast, enhanced cells showed more heterogeneous effects, with some units exhibiting strong modulation	
through the intercept, i.e. additively (Fig. 5B bottom; slope median (IQR) = 1.01 (0.44) and y-intercept median (IQR) =	
0.09 (0.20)). However, as previously explained, for the majority of cells both DRC responses and single-tone responses were 

reduced, not enhanced, by sustained PV+ activation (Fig. 1D). Overall, therefore, the STRF analysis of DRC responses 

reveals predominantly divisive effects of sustained PV+ activation, in agreement with analysis of single-tone responses. We 

note that restricting the analysis to the subset of units with the highest coefficients of determination of the estimated STRFs 

confirms these results (Supplementary Fig. S2).	

We also found that for the majority of cells, sustained PV+ activation did not shift the STRF in time and frequency (Fig. 5C). 

We quantified this by computing the lag in time and frequency that maximised the cross-correlation between the STRFs in 

the PV-activated and control conditions. These time and frequency lags were tightly concentrated near 0 ms and 0 octaves 

(Fig. 5C; for both reduced and enhanced units, time lag median (IQR) = 0.0 (0.0) ms and frequency lag median (IQR) = 0.0 

(0.0) octaves). Thus, the minor impact of sustained PV+ activation on the best frequency and bandwidth of responses to pure 

tones generalised to a minimal impact of the manipulation on spectro-temporal tuning.	

	
Divisive scaling generalizes to naturalistic stimuli	
	
We found consistently divisive scaling of single-unit responses both for ST (Fig. 3, Fig. 4) and DRC stimuli (Fig. 5), 

conserving the receptive fields of the units. We next asked whether divisive scaling would transfer to more naturalistic 

stimuli. To address this question, we recorded auditory cortical responses in a subset of the animals (n = 4) to a set of animal 



vocalizations varying in temporal and spectral structure, applying the same optogenetic manipulation as for ST and DRC 

stimuli. We recorded from a total of 513 responsive units in all three paradigms.	

Many units locked their spiking activity to the envelope of the natural stimuli (Fig. 6A). During SSFO•PV trials, responses 

were similar and typically a scaled version of the responses in the control trials (Figs. 6B,C, left panels). When we compared 

spike rate modulation in all three paradigms, we observed highly conserved divisive scaling in the majority of units. Units 

that were enhanced in one paradigm, also were enhanced in the other two (Fig. 6B), and units with decreased activity during 

SSFO•PV trials scaled divisively in all three paradigms (Fig. 6C).	

This finding was confirmed when we looked at divisive and subtractive changes in SSFO•PV trials compared to control (Fig. 

6D). Neither slopes nor intercepts changed between the ST and DRC paradigms in single units (Fig. 6D). Slopes were 

slightly less reduced for the vocalizations, but still highly correlated for single units (Fig. 6D, upper panels). The medians of 

the intercepts were close to zero for all paradigms, with a much larger variance in estimates from the ST paradigm than from 

DRCs and vocalizations (Fig. 6D, lower panels).	

	

Recurrent network model with power-law input-output functions captures divisive modulation and conservation of 

tuning	

As shown above, in most auditory cortical neurons and across stimulation paradigms, sustained PV+ activation produces 

divisive modulation of auditory responses, with conservation of response properties such as tuning best frequency and STRF	
structure. These observations suggest that a unifying mechanism might be at play.	
Previous work has shown that responses of single neurons in V1 are captured by power-law input-output functions (Priebe 

and Ferster 2008), and that models of recurrent excitatory-inhibitory networks with such input-output functions can show 

divisiveness in response to the activation of the inhibitory population (Litwin Kumar et al. 2016). Here we illustrate that this 

same mechanism captures the main findings reported here.	

We assume that the recorded cortical cells are part of an excitatory-inhibitory network, where neurons have power-law input- 

output functions, and inherit their bell-shaped tuning from the thalamic input (Fig. 7A). Optogenetic activation of inhibitory 

(PV+) neurons is modelled as an additive current, heterogeneous across inhibitory cells. Such heterogeneity is introduced to 

account for the likely varied genetic expression of SSFO and diverse light exposure across PV+ cells. In the network model, 

this simulated optogenetic activation leads to divisive modulation of excitatory cell tuning (Fig. 7B-D). Furthermore, 

inhibitory cells show a mixture of effects, from divisive to additive and multiplicative, depending on the magnitude of the 

direct optogenetic current; responses of inhibitory cells with low direct activation are typically reduced overall, as their net 

recurrent input is decreased, while responses of inhibitory cells with higher direct activation are enhanced, as their net input is 

increased. Overall, across the whole network, optogenetic modulation leads mostly to divisive modulation of tuning curves, 

with a small fraction of cells being subtractively or both subtractively and divisively modulated (Fig. 7D-E). We note that 



heterogeneity in the optogenetic activation leads to reduction in activity not only in the excitatory cells but also in some 

inhibitory cells, which could explain the absence of a clear separation between the spike shapes of the enhanced and reduced 

units in our electrophysiological recordings (Fig. 2). Finally, our model shows that for the large majority of neurons, there are 

minimal or no changes in tuning best frequency and bandwidth between conditions, in agreement with our experimental data 

(Fig. 7F and Fig. 3B,C).	

Does the heterogeneity of PV+ activation contribute to the observed divisive scaling? To address this question, we simulated 

the model with different degrees of heterogeneity of PV+ activation and measured the respective errors of a purely divisive 

model (intercept constrained at zero) and of a purely subtractive model (slope constrained at one). We found that there is a 

minor decrease in error for the purely divisive model with increasing heterogeneity, but this error remains lower than for the 

purely subtractive model even when PV+ activation is homogeneous (Supplementary Fig. S3). Therefore, divisive 

modulation during sustained PV+ activation does not require heterogeneity of PV+ activation across the network.	

Thus, a recurrent excitatory-inhibitory network with power-law input-output functions captures our main experimental 

findings— particularly the observation that the dominant effect of sustained PV+ activation is divisive modulation of firing 

rate with conservation of response properties such as tuning best frequency and bandwidth. 

Why does divisive modulation predominate in the network model? As illustrated in Supplementary Fig. S4, both recurrent 

connectivity and power-law input-output functions contribute to the predominance of divisive effects of PV+ activation. In 

the model, the impact of sustained PV+ activation on feedforward inputs is subtractive by design. However, synaptic inputs 

to model units (arising from both feedforward and recurrent connections) can be either subtractively or divisively modulated, 

and firing rate outputs of model units (arising from feedforward and recurrent inputs and power-law input-output functions)	
are often more strongly divisively modulated than their inputs (Supplementary Fig. S4). Thus, both recurrent connectivity 

and	power-law input-output functions contribute to strengthening divisive modulation by sustained PV+ activation.	
Notably, the model also predicts that the stronger the activation of PV+ interneurons, the better a purely divisive model 

(intercept constrained at zero) explains the modulation of excitatory units with PV+ activation (Fig. 7G). This finding 

indicates that the lower proportion of divisive effects observed in Seybold et al. (2015) could be due to a weaker PV+ 

activation compared to the one applied in our study (Fig. 7G). More generally, the prediction suggests that PV+ interneurons 

could be used as a flexible modulator of divisiveness in the network.	
	
	
	
	
	
	
	
	

	
Discussion	



	
Here we asked whether sustained activation of PV+ cells, on timescales much longer than previously tested, could serve as a 

general mechanism for implementing divisive gain control. We used a bi-stable variant of Channelrhodopsin (SSFO) to 

activate and deactivate PV+ cells on the multi-second time scales that are typical for contextual modulation of PV+ cells 

(Alitto and Dan 2012; Kawaguchi and Shindou 1998; Metherate et al. 1992; Petrie et al. 2005; Schneider et al. 2014). This 

approach enabled us to test effects of PV+ activation not only on brief sounds such as single tones (ST), but also on 

prolonged sounds including complex natural stimuli (NS) and dynamic random chords (DRC). Our results show that 

sustained activation of PV+ interneurons produces divisive modulation of cortical responses (Fig. 3) which is consistent 

across trials (Fig. 1), single units, electrode positions (Fig. 4), and greatly differing stimulus paradigms (Fig. 6). Furthermore, 

the divisive change preserves the main response properties of cortical units in both the spectral (tuning curves Fig. 3; 

receptive fields Fig. 5) and temporal domains (Fig. 5). Finally, we were able to capture the experimental findings in a 

recurrent network model with power-law input-output neuronal functions (Fig. 7).	

	
Cell-to-cell variability in effects of sustained PV+ activation	
	
Although sustained PV+ activation produced strong suppression of neuronal responses in a large majority of neurons 

("reduced units"), a subset of recorded cells instead showed enhancement of firing rate during SSFO•PV trials ("enhanced 

units") (Fig. 1). The distribution of modulatory effects was essentially unimodal across the recorded population, with no clear 

separation between reduced and enhanced units. However, in individual units, modulatory effects were reproducible and 

consistent across different auditory stimuli, and at the population level, a similar diversity of modulatory effects was 

observed in different experimental animals. Moreover, diverse effects of sustained PV+ activation were observed even 

among neighbouring neurons at a single electrode position within individual mice.  These observations suggest that cell-to-

cell variability in effects of sustained PV+ activation might arise not only from differences in viral expression or spread of 

light at different electrode positions and in different mice, but also from locally heterogeneous synaptic strength of (PV+) 

inhibitory connections or locally heterogeneous activation of PV+ cells. Units with strong PV+ inputs might be more strongly 

affected by the activation of PV+ cells than neighbouring units with weak PV+ inputs. Such local heterogeneity in effects of 

sustained PV+ activation was implemented in our model, and reproduced the overall variability of effects observed in the 

data. However, inter-animal, inter-position and intra-position sources of variation could not be differentiated from our data.	

For cells with reduced activity during sustained PV+ activation, the extent of reduction was associated solely with the 

strength of divisive modulation (Fig. 4). In contrast, cells with enhanced firing rates predominantly showed an additive 

change in their responses (Fig. 4A). It is conceivable that these units were primarily PV+ cells that had been directly 

activated. This interpretation is consistent with the observation that spike waveforms for enhanced units had narrower peaks 

and deeper troughs than for reduced units (Fig. 2). If PV+ units were enhanced and non-PV+ units reduced in firing rate, why 



did we not observe a clear bimodal distribution of firing rate changes? It has been shown that activation of PV+ cells in some 

layers can functionally disinhibit PV+ cells in other layers (Moore et al. 2018). These indirect disinhibitory effects, along 

with variable activation of PV+ cells and variability in PV+ to non-PV+ cell connections, could produce high variation in 

effective firing rate changes in PV+ units. This hypothesis is supported by results from the network model, where we 

implemented heterogeneous activation of PV+ cells and also observed a continuous distribution of effects of sustained PV+ 

activation on the tuning curves for inhibitory neurons. Alternatively, some of the enhanced units could be non-PV+ units, e.g. 

driven by the cortical network mostly through the SSFO-suppressed PV+ cells or through other disinhibitory neurons such as 

VIP+ cells (not incorporated into our network model).	

	
Comparison to previous findings on optogenetic PV+ manipulation in AC	
	
In comparison to previous studies on the computational roles of cortical inhibitory interneurons in the auditory cortex (e.g., 

Phillips and Hasenstaub (2016); Seybold et al. (2015)), we found a more divisive and less broadly mixed effect of PV+ 

activation.	

Our optogenetic approach differed most significantly from previous work in the timing of the optogenetic manipulation. 

While other studies have combined standard ChR2 and stimulus-synchronized light activation, the SSFO variant used here 

allows for decoupling of light activation and sensory stimuli. It has already been shown for visual cortex that the effect of 

PV+ activation depends on the relative timing of the circuit manipulation and the sensory stimulus (Atallah et al. 2012; Lee et 

al. 2014, 2012; Wilson et al. 2012). Similar factors may explain some of the differences between our results and previous 

findings (Phillips and Hasenstaub 2016; Seybold et al. 2015). Both transient, stimulus-locked activation and slowly varying, 

sustained activation may be important for contextual processing and top-down control. While modulatory effects on PV+ cell 

activity related to locomotion (Pakan et al. 2016; Polack et al. 2013; Schneider et al. 2014) and vigilance (Kawaguchi and 

Shindou 1998; Kuchibhotla et al. 2016) typically last for several seconds to minutes, some forms of neuromodulation may 

also include fast, transient components at the timescale of tens of milliseconds (McGinley et al. 2015; Muñoz and Rudy 

2014; Poorthuis et al. 2014). An exact description of timescales for contextual modulation of sensory computation may be 

crucial for a detailed understanding of these processes (Edeline 2012).	

A second technical aspect that differed between our study and previous related work was the location of the optogenetic 

stimulation site within the auditory cortex. A study using local stimulation of PV+ cells in different layers showed that 

activation in one layer may have deactivating effects on PV+ cells in other layers and vice-versa (Moore et al. 2018). Other 

studies stimulated at the surface of the cortex using low light levels (< 0.5mW/mm2 (Aizenberg et al. 2015; Phillips and 

Hasenstaub 2016; Seybold et al. 2015). Since light transmission drops in brain tissue by 50% every 200 µm (Yizhar et al. 

2011), surface illumination may have activated mainly PV+ cells in superficial cortical layers, potentially mostly Chandelier 

cells with large arborizations in layer 1 (Inan and Anderson 2014). In contrast, our fibre tip was typically placed in middle 



layers (IV and adjacent) and oriented tangentially to the cortical surface, probably mostly activating PV+ cells throughout 

middle layers. These layers contain more PV+ cells than layer I and predominantly Basket rather than Chandelier cells 

(Miyamae et al. 2017). Chandelier and Basket cells synapse onto different segmental areas of their target cells, and may thus 

differ in their impact on synaptic integration in the post-synaptic cell (Markram et al. 2004). Activating different proportions 

of these distinct PV+ cell types could well result in different proportions of subtractive (Chandelier cells, axonal targeting) 

and divisive (Basket cells, pre-axonal targeting) firing rate changes, further explaining some differences between our results 

and previous findings. Additionally, our network modelling suggests another explanation for the higher fraction of divisive 

effects on our dataset: independently of the targeted PV+ cell type, higher light levels reaching PV+ cells and the resulting 

higher magnitude of PV+ activation is sufficient to explain a larger proportion of divisive effects, a direct consequence of the 

power-law nature of the input-output functions (Fig. 7G).	

	
Use of bi-stable optogenetic tools for probing cortical inhibition	
	
Standard optogenetic tools allow for manipulation of cell activity during laser illumination only, and the duration of 

illumination is limited to a few hundred milliseconds by the potential for photodamage and temperature increase (Yizhar et 

al. 2011). This limitation means that most optogenetic manipulations of sensory processing are performed using short and 

low-complexity stimuli. The SSFO variant we used here allowed us to manipulate PV+ cells during complex and naturalistic 

stimuli and to explore how effects of PV+ activation generalize across stimulus sets and over time.	

In addition, bi-stable optogenetic tools as we used here may be an important means of understanding the effects of 

neuromodulation of cortical circuitry (Edeline 2012) mediated by differential activation of distinct groups of interneurons at 

slower timescales (Paul et al. 2017). Several neuromodulators have been shown to specifically affect cortical PV+ cells (e.g. 

serotonin (Puig et al. 2010), acetylcholine (Alitto and Dan 2012; Metherate et al. 1992), norepinephrine (Toussay et al. 

2013)) on timescales of seconds to minutes. Thus, using SSFO enabled us not only to implement complex and prolonged 

auditory stimuli and to avoid laser onset and offset artefacts, but also to attain an activation of PV+ cells at new and 

physiologically relevant time scales.	

	
Relation to previous modelling work on inhibition in auditory cortex	
	
As discussed above, recent optogenetic studies in the auditory cortex have provided new clues about the role of inhibition in 

shaping the dynamics of cortical networks. Several theoretical models have been put forward to account for diverse datasets, 

from models with synaptic depression (Aizenberg et al. 2015; Loebel et al. 2007), to inhibition-stabilised networks (Moore et 

al. 2018) and feedforward models (Seybold et al. 2015). Here, we provided a minimal model – a recurrent network model 

with power-law input-output functions and heterogeneous optogenetic activation – that can account for three main features of 

the experimental data: the prominence of divisive effects of PV+ activation, the minimal impact of PV+ activation on tuning 



best frequency and bandwidth, and the absence of a clear separation of spike shapes between reduced and enhanced units. 

Furthermore, the model reconciles our results with the previous conflicting conclusion that PV+ activation leads to a lower 

fraction of divisive effects (Seybold et al. 2015); in our model, this decreased fraction can be explained by a decrease of the 

magnitude of PV+ activation (Fig. 7G). We note that in contrast with Moore et al. (2018), our model is not tuned to be in the 

inhibition-stabilised regime (Murphy and Miller 2009), as the excitatory sub-population is stable even when disconnected 

from the inhibitory sub-population. Tuning the model to be inhibition-stabilised does not necessarily affect the predominance 

of divisive modulation by PV+ activation (Supplementary Fig. S5).	

The effects reported by Seybold et al. (2015) and Phillips and Hasenstaub (2016) were well-replicated by an abstract 

feedforward model (Seybold et al. 2015), perhaps in part because effects of transient optogenetic activation time-locked to 

short tonal stimuli are dominated by feedforward connectivity. In contrast, network modulation in general (and sustained 

PV+ activation in particular) may engage network dynamics more fully and thus might be better explained by models with 

recurrent dynamics. Indeed, given its recurrent nature, our model could be a building block for improving understanding of 

the full complexity of neuromodulatory effects, which are known to engage recurrent network dynamics (Edeline 2012) as 

well as other interneuron classes (e.g. SOM+ and VIP+ cells).	

In our model, the divisive modulation by PV+ activation is a consequence of both power-law neuronal input-output functions 

and recurrent dynamics. This is demonstrated by the following observations: in some network units, the synaptic inputs 

(arising from feedforward and recurrent connections) are subtractively modulated by sustained PV+ activation while output 

firing rates (shaped by feedforward and recurrent inputs and power-law input-output functions) are strongly divisively 

modulated; in contrast, in other model units, both the synaptic inputs and the firing rate outputs are divisively modulated, 

even though the feedforward inputs alone would be subtractively modulated (Supplementary Fig. S4). Therefore, both 

recurrent connectivity and power-law input-output functions must be contributing to the predominance of divisive 

modulation in the model outputs.	

How can the inputs be predominantly subtractively modulated by PV+ activation, whereas output firing rates are divisively 

modulated? This effect could arise from multiple sources, two of which are particularly likely to be important. First, the total 

synaptic input into each unit is predominantly subtractively modulated as a direct consequence of the fact that it arises from 

attenuation of the excitatory input by the inhibitory input. Excitatory units are mostly divisively suppressed, whereas 

inhibitory units are either divisively suppressed or additively and/or multiplicatively enhanced (Fig. 7D). Thus, the sum of 

these excitatory and inhibitory inputs is likely to be less strongly divisively suppressed than the input firing rate units, and 

more strongly subtractively suppressed. Second, as a direct consequence of the power-law non-linearity, the output of the 

non-linearity (the firing rate) is more strongly divisively modulated than the input of the non-linearity (the synaptic input). 

Combined, these two basic features of the model mean that the output firing rates of a unit may be significantly divisively 

modulated by sustained PV+ activation even when the synaptic inputs to the unit are not.	



	
Functional implications for cortical computation	
	
Divisive gain control has been proposed to be one of the canonical neural computations performed by cortical circuits 

(Carandini and Heeger 2011; Salinas and Thier 2000). A range of computationally important functions in sensory processing 

are attributed to divisive gain control, including adaptation to stimulus statistics (Rabinowitz et al. 2011), invariant stimulus 

encoding (Rabinowitz et al. 2013), optimised sensory discrimination (Guo et al. 2017), foreground-background separation 

(Busse et al. 2009), and selective attention (Ruff and Cohen 2017). Most of these functions depend on behavioural and 

sensory context and therefore need to be under control of modulatory mechanisms. We show here that prolonged, low-level 

activation of PV+ interneurons provides a means for flexibly modulating such gain control in auditory cortex. PV+ neurons 

are the target of neuromodulators such as serotonin (Puig et al. 2010) and acetylcholine (Alitto and Dan 2012; Metherate et 

al. 1992), and are differentially activated in specific behavioural states such as task engagement (Kuchibhotla et al. 2016) and 

locomotion (Schneider et al. 2014; Zhou et al. 2014), putting them in an optimal position to mediate necessary changes in 

sensory processing at the timescale of seconds to minutes. Our results demonstrate that sustained activation of PV+ 

interneurons in auditory cortex on this timescale produces robust divisive gain control, not only for brief tones but also for 

continuous, complex and natural stimuli.	

	
Author contributions	
	
Conceptualization: J.F.L, M.S. and K.J.H. Methodology: T.G. and P.J.G. Software: T.G., P.J.G. and K.J.H. Formal Analysis: 

T.G. and P.J.G. Investigation: T.G. and K.J.H. Writing – Original Draft: T.G., P.J.G. and K.J.H. Writing – Review & Editing: 

T.G., P.J.G., J.F.L., M.S. and K.J.H. Supervision: J.F.L, M.S. and K.J.H. Funding Acquisition: J.F.L, M.S. and K.J.H.	

	
Funding 
Funding for this work was provided by the DFG Cluster of Excellence EXC 644 1077/1 “Hearing4all” (K.J.H.), the 

Biological Sciences and Biotechnology Research Council (BB/P7201/1, J.F.L.), the Gatsby Charitable Foundation 

(GAT3528; M.S.), and the Simons Foundation (SCGB323228 and SCGB543039; M.S.). 

 

Acknowledgements 
We thank H. Hosseini and D. Gonschorek for help with data collection; K. Deissoroth for advice on opsin selection and 

providing the constructs; C. Thiel for comments on an earlier version of the manuscript; and S. Meiser and M. Rogalla for 

general support and helpful discussions.	

 

Conflict of interest statement 
The authors declare that no competing interests exist. 



 

Corresponding author 
K. Jannis Hildebrandt: jannis.hildebrandt@uol.de 
 
 
 
	  



References	
	

Aizenberg M, Mwilambwe-Tshilobo L, Briguglio JJ, Natan RG, Geffen MN. 2015. Bidirectional regulation of innate and 

learned behaviors that rely on frequency discrimination by cortical inhibitory neurons. PLoS Biology. 13. 

doi:10.1371/journal. pbio.1002308.	

	

Alitto HJ, Dan Y. 2012. Cell-type-specific modulation of neocortical activity by basal forebrain input. Front Syst Neurosci.	
6:79. doi:10.3389/fnsys.2012.00079.	

	

Atallah BV, Bruns W, Carandini M, Scanziani M. 2012.  Parvalbumin-expressing interneurons linearly transform cortical	
responses to visual stimuli. Neuron. 73:159–70. doi:10.1016/j.neuron.2011.12.013.	

	

Berndt A, Yizhar O, Gunaydin LA, Hegemann P, Deisseroth K. 2009. Bi-stable neural state switches. Nat Neurosci. 12:229–

34.	doi:10.1038/nn.2247.	

	

Busse L, Wade AR, Carandini M. 2009. Representation of concurrent stimuli by population activity in visual cortex. Neuron.	
64:931–42. doi:10.1016/j.neuron.2009.11.004.	

	

Carandini M, Heeger DJ. 2011.  Normalization as a canonical neural computation.  Nat Rev Neurosci. 13:51–62.  doi:	
10.1038/nrn3136.	

	

Cardin JA. 2019. ScienceDirect Functional flexibility in cortical circuits. Current Opinion In Neurobiology. 58:175–180.	

	

Castro-Alamancos MA, Connors BW. 1996. Short-Term Plasticity of a Thalamocortical Pathway Dynamically Modulated by	
Behavioral State. Science. 272:274–277.	

	

deCharms RC, Blake DT, Merzenich MM. 1998.  Optimizing sound features for cortical neurons.  Science. 280:1439–43.	
doi:10.1126/science.280.5368.1439.	

	

Edeline JM. 2012. Beyond traditional approaches to understanding the functional role of neuromodulators in sensory cortices.	
Frontiers in behavioural neuroscience. 6:45.	



	

Guo W, Clause AR, Barth-Maron A, Polley DB. 2017. A Corticothalamic Circuit for Dynamic Switching between Feature	
Detection and Discrimination. Neuron. 95:180–194.e5.	

	

Haider B, Krause MR, Duque A, Yu Y, Touryan J, Mazer JA, McCormick DA. 2010. Synaptic and Network Mechanisms of	
Sparse and Reliable Visual Cortical Activity during Nonclassical Receptive Field Stimulation. Neuron. 65:107–121.	

	

Hamilton LS, Sohl-Dickstein J, Huth AG, Carels VM, Deisseroth K, Bao S. 2013. Optogenetic activation of an inhibitory 

network enhances feedforward functional connectivity in auditory cortex. Neuron. 80:1066–76. doi:10.1016/j.neuron.2013. 

08.017.	

	

Hildebrandt KJ, Sahani M, Linden JF. 2017. The impact of anesthetic state on spike-sorting success in the cortex: A 

comparison	of ketamine and urethane anesthesia. Front Neural Circuits. 11:95. doi:10.3389/fncir.2017.00095.	

	

Hippenmeyer S, Vrieseling E, Sigrist M, Portmann T, Laengle C, Ladle DR, Arber S. 2005. A developmental switch in the	
response of drg neurons to ets transcription factor signaling. PLoS Biol. 3:e159. doi:10.1371/journal.pbio.0030159.	

	

Inan M, Anderson SA. 2014. The chandelier cell, form and function. Curr Opin Neurobiol. 26:142–8. 

doi:10.1016/j.conb.2014.	01.009.	

	

Johnson KR, Erway LC, Cook SA, Willott JF, Zheng QY. 1997. A major gene affecting age-related hearing loss in c57bl/6j	
mice. Hear Res. 114:83–92.	

	

Kawaguchi Y, Shindou T. 1998. Noradrenergic Excitation and Inhibition of GABAergic Cell Types in Rat Frontal Cortex.	
Journal of Neuroscience. 18:6963–6976.	

	

Keller CH, Kaylegian K, Wehr M. 2018.  Gap encoding by parvalbumin-expressing interneurons in auditory cortex.  J	
Neurophysiol. 120:105–114. doi:10.1152/jn.00911.2017.	

	

Kepecs A, Fishell G. 2014. Interneuron cell types are fit to function. Nature. 505:318–26. doi:10.1038/nature12983.	



	

Kim H, Ahrlund-Richter S, Wang XM, Deisseroth K, Carlen M. 2016. Prefrontal parvalbumin neurons in control of attention.	
Cell. 164:208–218. doi:10.1016/j.cell.2015.11.038.	

	

Kuchibhotla KV, Gill JV, Lindsay GW, Papadoyannis ES, Field RE, Sten TA, Miller KD, Froemke RC. 2016. Parallel 

processing	by cortical inhibition enables context-dependent behavior. Nat Neurosci. 20:62–71. doi:10.1038/nn.4436.	

	

Lee SH, Kwan AC, Dan Y. 2014. Interneuron subtypes and orientation tuning. Nature. 508:E1–2. doi:10.1038/nature13128.	

	

Lee SH, Kwan AC, Zhang S, Phoumthipphavong V, Flannery JG, Masmanidis SC, Taniguchi H, Huang ZJ, Zhang F, 

Boyden ES, Deisseroth K, Dan Y. 2012. Activation of specific interneurons improves v1 feature selectivity and visual 

perception. Nature. 488:379–83. doi:10.1038/nature11312.	

	

Li Ly, Li Yt, Zhou M, Tao HW, Zhang LI. 2013. Intracortical multiplication of thalamocortical signals in mouse auditory	
cortex. Nature neuroscience. 16:1179–1181.	

	

Linden JF, Liu RC, Sahani M, Schreiner CE, Merzenich MM. 2003. Spectrotemporal structure of receptive fields in areas ai	
and aaf of mouse auditory cortex. J Neurophysiol. 90:2660–75. doi:10.1152/jn.00751.2002.	

	

Litwin Kumar A, Rosenbaum R, Doiron B. 2016. Inhibitory stabilization and visual coding in cortical circuits with multiple	
interneuron subtypes. J Neurophysiol. 115:1399–409. doi:10.1152/jn.00732.2015.	

	

Loebel A, Nelken I, Tsodyks M. 2007.  Processing of sounds by population spikes in a model of primary auditory cortex. 

Frontiers in neuroscience. 1:15. 

 

Markram H, Toledo-Rodriguez M, Wang Y, Gupta A, Silberberg G, Wu C. 2004. Interneurons of the neocortical inhibitory	
system. Nat Rev Neurosci. 5:793–807. doi:10.1038/nrn1519.	

	

McGinley MJ, David SV, McCormick DA. 2015. Cortical Membrane Potential Signature of Optimal States for Sensory 

Signal	Detection. Neuron. 87:179–192.	



	

Metherate R, Cox CL, Ashe JH. 1992. Cellular bases of neocortical activation: modulation of neural oscillations by the 

nucleus	basalis and endogenous acetylcholine. J Neurosci. 12:4701–11.	

	

Miyamae T, Chen K, Lewis DA, Gonzalez-Burgos G. 2017. Distinct physiological maturation of parvalbumin-positive 

neuron	subtypes in mouse prefrontal cortex. J Neurosci. 37:4883–4902. doi:10.1523/JNEUROSCI.3325-16.2017.	

	

Moore AK, Wehr M. 2013. Parvalbumin-expressing inhibitory interneurons in auditory cortex are well-tuned for frequency. J	
Neurosci. 33:13713–23. doi:10.1523/JNEUROSCI.0663-13.2013.	

	

Moore AK, Weible AP, Balmer TS, Trussell LO, Wehr M. 2018. Rapid rebalancing of excitation and inhibition by cortical	
circuitry. Neuron. 97:1341–1355 e6. doi:10.1016/j.neuron.2018.01.045.	

	

Muñoz W, Rudy B. 2014.  Spatiotemporal specificity in cholinergic control of neocortical function.  Current Opinion In	
Neurobiology. 26:149–160.	

	

Murphy BK, Miller KD. 2009. Balanced amplification: a new mechanism of selective amplification of neural activity 

patterns.	Neuron. 61:635–648.	

	

Ozeki H, Finn IM, Schaffer ES, Miller KD, Ferster D. 2009. Inhibitory Stabilization of the Cortical Network Underlies 

Visual	Surround Suppression. Neuron. 62:578–592.	

	

Pakan JM, Lowe SC, Dylda E, Keemink SW, Currie SP, Coutts CA, Rochefort NL. 2016. Behavioral-state modulation of	
inhibition is context-dependent and cell type specific in mouse visual cortex. eLife. 5:79.	

	

Paul A, Crow M, Raudales R, He M, Gillis J, Huang ZJ. 2017.  Transcriptional Architecture of Synaptic Communication	
Delineates GABAergic Neuron Identity. Cell. 171:522–539.e20.	

	

Petrie KA, Schmidt D, Bubser M, Fadel J, Carraway RE, Deutch AY. 2005. Neurotensin Activates GABAergic Interneurons 

in	the Prefrontal Cortex. Journal of Neuroscience. 25:1629–1636.	



	

Phillips EAK, Hasenstaub AR. 2016.  Asymmetric effects of activating and inactivating cortical interneurons.  eLife. 5.	
doi:10.7554/eLife.18383.	

	

Polack PO, Friedman J, Golshani P. 2013. Cellular mechanisms of brain state–dependent gain modulation in visual cortex.	
Nature Neuroscience. 16:1331–1339.	

	

Poorthuis RB, Enke L, Letzkus JJ. 2014.  Cholinergic circuit modulation through differential recruitment of neocortical	
interneuron types during behaviour. J Physiol. 592:4155–64. doi:10.1113/jphysiol.2014.273862.	

	

Priebe NJ, Ferster D. 2008. Inhibition, spike threshold, and stimulus selectivity in primary visual cortex. Neuron. 57:482–97.	
doi:10.1016/j.neuron.2008.02.005.	

	

Puig MV, Watakabe A, Ushimaru M, Yamamori T, Kawaguchi Y. 2010. Serotonin modulates fast-spiking interneuron and 

synchronous activity in the rat prefrontal cortex through 5-ht1a and 5-ht2a receptors.  J Neurosci. 30:2211–22.  doi: 

10.1523/JNEUROSCI.3335-09.2010.	

	

Rabinowitz NC, Willmore BD, King AJ, Schnupp JW. 2013. Constructing noise-invariant representations of sound in the	
auditory pathway. PLoS Biol. 11:e1001710. doi:10.1371/journal.pbio.1001710.	

	

Rabinowitz NC, Willmore BD, Schnupp JW, King AJ. 2011. Contrast gain control in auditory cortex. Neuron. 70:1178–91.	
doi:10.1016/j.neuron.2011.04.030.	

	

Ruff DA, Cohen MR. 2017. A normalization model suggests that attention changes the weighting of inputs between visual	
areas. Proc Natl Acad Sci U S A. 114:E4085–E4094. doi:10.1073/pnas.1619857114.	

	

Sahani M. 1999. Latent variable models for neural data analysis. [[Doctoral thesis]]: California Institute of Technology. 

Sahani M, Linden JF. 2003. Evidence optimization techniques for estimating stimulus-response functions:317–324.	
Salinas E, Thier P. 2000.  Gain Modulation: A Major Computational Principle of the Central Nervous System.  Neuron.	
27:15–21.	



	

Schneider DM, Nelson A, Mooney R. 2014. A synaptic and circuit basis for corollary discharge in the auditory cortex. 

Nature.	513:189–94. doi:10.1038/nature13724.	

	

Seybold BA, Phillips EAK, Schreiner CE, Hasenstaub AR. 2015. Inhibitory actions unified by network integration. Neuron.	
87:1181–1192. doi:10.1016/j.neuron.2015.09.013.	

	

Seybold BA, Stanco A, Cho KK, Potter GB, Kim C, Sohal VS, Rubenstein JL, Schreiner CE. 2012.  Chronic reduction in 

inhibition reduces receptive field size in mouse auditory cortex.  Proc Natl Acad Sci U S A. 109:13829–34.  doi: 

10.1073/pnas.1205909109.	

	

Swanson OK, Maffei A. 2019. From Hiring to Firing: Activation of Inhibitory Neurons and Their Recruitment in Behavior.	
Frontiers in Molecular Neuroscience. 12:79.	

	

Toussay X, Basu K, Lacoste B, Hamel E. 2013. Locus Coeruleus Stimulation Recruits a Broad Cortical Neuronal Network 

and	Increases Cortical Perfusion. Journal of Neuroscience. 33:3390–3401.	

	

Tremblay R, Lee S, Rudy B. 2016. Gabaergic interneurons in the neocortex: From cellular properties to circuits. Neuron.	
91:260–292. doi:10.1016/j.neuron.2016.06.033.	

	

Williamson RS, Ahrens MB, Linden JF, Sahani M. 2016. Input-Specific Gain Modulation by Local Sensory Context Shapes	
Cortical and Thalamic Responses to Complex Sounds. Neuron. 0.	

	

Wilson NR, Runyan CA, Wang FL, Sur M. 2012. Division and subtraction by distinct cortical inhibitory networks in vivo.	
Nature. 488:343–8. doi:10.1038/nature11347.	

	

Yizhar O, Fenno LE, Davidson TJ, Mogri M, Deisseroth K. 2011.  Optogenetics in neural systems.  Neuron. 71:9–34.	
doi:10.1016/j.neuron.2011.06.004.	

	



Zhou M, Liang F, Xiong XR, Li L, Li H, Xiao Z, Tao HW, Zhang LI. 2014. Scaling down of balanced excitation and 

inhibition	by active behavioural states in auditory cortex. Nat Neurosci. 17:841–50. doi:10.1038/nn.3701.	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
  



Tables 
 

Table 1. Simulation parameters for the network model. 

Parameter Description (unit) Value 

nE number of excitatory neurons 400 

nI number of inhibitory neurons 100 

n input-output power law 2 

JAB nA x nB connectivity matrix from B to A U(0,jABI) 

jEE maximum strength from excitatory to excitatory neurons 0.2
𝑛A

 

jIE maximum strength from excitatory to inhibitory neurons 0.6
𝑛A

 

jEI maximum strength from inhibitory to excitatory neurons −
0.3
𝑛B

 

jII maximum strength from inhibitory to inhibitory neurons −
1.7
𝑛B

 

e tonic background input (Hz) U(0,2) 

𝜏 effective rate time constant (ms) 10 

𝛄 magnitude of PV-activation (Hz) U(0.1,3.7) 

𝜼(t) white noise background input (Hz) N(0,𝜎
2

C:
I) 

𝜎 magnitude of white noise input (s-0.5) 0.03 

T trial duration (ms) 400 

dt simulation stepsize (ms) 1 



smax maximum integral of thalamic input (Hz) 10 

𝜏thalamic thalamic input decay time constant (ms) 50 

ton thalamic input onset time (ms) 100 

fc centre sound frequency (a.u.) 0 

𝜎f standard deviation sound frequency (a.u.) 3 

nf number of frequency inputs 15 

𝛥t thalamic input duration 100 
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Figure 1. Sustained activation of PV+ cells results in consistent changes of firing rates across trials and paradigms. 
(A):Recording setup. Mice were implanted with a combined opto-electrode implant and were able to freely move on a 
horizontal running wheel while sound was presented from above. (B):Responses of an example unit to sound (yellow bar) in 
control (blue) and SSFO•PV trials (red). Spiking activity changes immediately after activation of PV+ cells (flash) and lasts 
until deactivation (strikeout flash). (C):Example PSTHs of two units (top, bottom) during single tone stimuli (ST, left) and 
dynamic random chords (DRC, right). PV+ activation resulted both in decreased (top) and increased (bottom) firing rates in 
individual units. (D):Comparison of the percentage firing rate change in individual units after PV+ activation during ST and 
DRC (n=1422units).The red diagonal line indicates equal firing rate changes with PV+ activation in both stimulus paradigms. 
(E):Distribution of percentage firing rate change after PV+ activation during ST stimulation. Classification of units into two 
groups for further analysis: units with a significantly reduced firing rate (reduced units, purple, n=1027) and units with a 
significantly enhanced firing rate (enhanced units, green, n=111) during sustained PV+ activation.	
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Figure 2. Reduced and enhanced units display different spike shapes. (A):Mean normalized waveforms grouped into reduced 
(purple line, n=45) and enhanced (green line, n=61) units. Shaded area depicts SEM. (B):Histograms of trough amplitude 
(top, normalized to peak) and spike width (bottom, at 50% of peak amplitude) within the subgroups. (C):Distribution of firing 
rate changes after PV+ activation for units with a spike width smaller (light grey, n=61) and larger (dark grey, n=545) than 
0.12ms. (D):Relationship of width and trough for reduced (purple circles, n=545) and for enhanced units (green dots, n=61).	
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Figure 3. Sustained activation of PV+ cells has minimal effects on tuning best frequency and bandwidth. Tuning curves were 
generated for each unit from the mean firing in a short window after stimulus onset (15-55ms relative to sound onset). 
(A):Overview of tuning curve changes during SSFO•PV trials, grouped by the mean effect the manipulation had on the unit 
(left: enhanced units, n=111units; right: reduced, n=1027units). Within each group, units are sorted by the amount of change 
in SSFO•PV trials at their best frequency (BF): units with a large decrease in the response (light blue) at BF are located at the 
top, units with a large increase (purple) at BF are located at the bottom (examples boxes). Boxes at the side: tuning curves of 
example units for control condition (blue) and during SSFO•PV trials (red); relative change in the tuning curves (centre); and 
difference in firing rate between the two conditions (bottom). The black dashed line marks the result of a major axis 
regression between control and SSFO•PV trials. To avoid threshold effects, only frequencies with a firing rate greater than 
10% of the maximum rate in both conditions were used for the major axis regression (filled circles). Black circle and line 
indicates which unit in A is shown in the box. (B):Best frequency during SSFO•PV vs. control trials (left: enhanced units, 
n=111units; right: reduced units, n=1027units). (C):Bandwidth (measured at 50% of peak amplitude) for SSFO•PV trials 
plotted against the bandwidth for control trials (left, n=93units; right, n=876units). Because of the large number of enhanced 
units (right panels in B and C), data from these was plotted as histograms, while data for reduced units is presented in scatter 
plots.	



	

	
 
 
Figure 4. Sustained activation of PV+ cells results in a predominantly divisive change in firing rates. (A): Distribution of 
 parameters of the linear fits between tuning curves in control and SSFO•PV trials (Fig. 3 example boxes) for enhanced units 
(left, n=111) and reduced units (right, n=1027). Units with tuning curve correlation coefficient r<0.5 were excluded from 
further analysis of the fit. The red lines indicate no change in the slope (top) or shift of the y-intercept (sides). (B): Proportion	
of units with significant divisive and/or subtractive effects in SSFO•PV trials compared to control (mean ± SEM (light 
shading) and ± standard deviation (dark shading). Circles represent the proportion in each individual animal (n=7). (C): 
Summed errors of the tuning curve fits using only divisive or subtractive terms. Each circle represents a single unit, colours 
correspond to classification in B. Dotted lines are plotted as a reference for the axis in D.  (D): Histograms of divisiveness of 
single units quantified as the log-error difference between purely divisive and subtractive fits, dotted lines and colour of 
circles correspond to C . (E): Relationship between firing rate change in each individual unit and the slope (top) and intercept 
(bottom) parameters of the linear fits. Dashed lines represent linear regressions, separately fit for reduced (n=694) and 
enhanced (n=110) units. For illustrative purposes, units with a change >100% are not displayed (grey arrows), but were 
included in the fit. (F): Same as in (E) for the median rate change and median fitted parameters of all units recorded in each 
recording position (n=61).	
	
	
	
	



	

	
 
Figure 5. Spectro-temporal receptive fields are divisively scaled by sustained PV+ activation, but their structure is preserved. 
(A): STRF for a reduced unit (upper) and an enhanced unit (lower) in control and PV-activated conditions. The STRF 
predicted activity for the reduced unit is divisively modulated in PV-activated compared to control conditions. The STRF-
predicted activity for the enhanced unit shows a multiplicative enhancement. (B): For reduced (top) and enhanced (bottom) 
units, slopes (left) and intercepts (right) of linear fits to STRF predicted activities in PV-activated versus control conditions. 
Only units with a correlation coefficient r > 0.5 are included (enhanced units n = 44 and reduced units n = 419). We note that 
a small fraction of units (1 to 2% of reduced units, and 5 to 9% of enhanced units) lie outside the plotted bounds and are 
excluded from the histograms to enable better visualisation of the bulk of the data. (C): For most units, sustained PV-
activation does not shift the STRF in time and frequency. 1% of reduced units and 2 to 5% of enhanced units lie outside the 
plotted bounds and are excluded for better visualisation of the rest.	
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Figure 6. Divisive action generalizes to naturalistic stimuli and is consistent across stimulus paradigms (A): Example 
responses to three different animal vocalizations. On the top, the time course of the respective vocalization is depicted 
(vocalizations 1-3 in panels B and C). Blue line: control, red line: SSFO•PV. (B): Effect of sustained PV+ activation on the 
responses of one enhanced unit to all three different paradigms (from a population of 513 cells with recordings in all three 
paradigms). Top left: Animal vocalizations – 500ms snippets from all five vocalizations used. Top centre: DRC – 2 second 
snippets taken from continuous DRC stimulation. Top right: Tones – tuning curves obtained from tone onsets (see Fig. 3). 
Lower panels show comparison of firing rate in control and SSFO•PV trials in the respective paradigm, including the full 
recording. Dashed line depicts the linear fit. (C): Same as B, but for one unit with decreased firing rates in the SSFO•PV 
condition. (D): Relationship between linear fit parameters observed in different stimulus paradigms. Scatter plots depict slope 
and intercept fits for single units, comparing tones and DRC stimulation (left) or tones and vocalization stimuli (centre). 
Grey, open markers are units for which the respective linear fit parameter was not significantly different from what would be 
expected if PV-activation had no effect (slope=1, intercept=0); filled, black markers are those with parameter value 
significantly different from the null condition (one sided, p < 0.05). Right, histograms of fit parameter values for all three 
stimulus paradigms.	
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Figure 7. Network model with power-law input-output functions captures divisive modulation of responses and preservation 
of tuning. (A): Schematic of network model. Recorded cortical cells are modelled as an excitatory-inhibitory network with 
power-law input-output neural functions. Optogenetic activation of inhibitory (PV+) neurons is modelled as an additive 
current, heterogeneous across inhibitory cells. Bell-shaped frequency tuning in cortical units is inherited from the thalamic 
input. (B): Model tuning curves of excitatory (upper) and inhibitory (lower) cells in control and PV-activated conditions. 
Excitatory neural activity is typically divisively modulated in PV-activated compared to control conditions. Inhibitory cell 
activity shows a broad range of effects, i.e. divisive, additive and multiplicative effects, depending on the magnitude of direct 
PV-activation. (C): Three representative tuning curves in control and PV-activated conditions: excitatory (left) and inhibitory 
(middle) cells divisively reduced during PV-activation, and inhibitory cell (right) enhanced during PV-activation. (D): (Left 
and middle) Slopes and intercepts of linear fits to tuning activities in PV-activated versus control conditions. We note that 
15% to 20% of the units lie outside the plotted bounds and are excluded to enable better visualisation of the bulk of the data. 
(Right) Most cells are divisively modulated during sustained PV-activation. (E): (Left) Slope is positively correlated with 
change in firing rate (r = 0.72 and p = 1.40e-71, in the domain of negative rate changes; r = 0.52 and p = 2.43e-05, in the 
domain of positive rate changes). In contrast, (right) intercept is negatively correlated with negative rate changes (r = -0.35, p 
= 2.19e-14) and positively correlated with positive rate changes (r = 0.50, p = 5.11e-05). (F): Differences between PV-
activated and control conditions of tuning best frequencies (left, DBF) and tuning bandwidths (right, DBW) are typically 
close to zero. (G): Prediction. Mean error, and respective SEM, of purely divisive model (intercept at zero) for the activity of 
excitatory units modulated by sustained PV+ activation, as a function of PV-activation magnitude (including zero), for 
multiple noise instances.	
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Figure S1. Effect of locomotion on divisive/subtractive scaling elicited by SSFO. (A): Distribution of mean running
speeds per trial measured from rotation of the horizontal treadmill (inset). Running data was collected during neuronal
recordings from 12 AC sites in two animals (23054 trials in total). Since there was no clear bimodal distribution in wheel
rotation speed, three different thresholds for distinguishing "rest" from "running" activity were applied (triangles at 0.21, 0.42,
and 1.33 rotations/s) to test for an effect of locomotion on SSFO modulation of neuronal activity. Filled marker shows threshold
used for illustrations of analysis in panels B-D. (B): Effect of locomotion on peak onset firing rate at best frequency under
control conditions (red lines: medians, box: 25% and 75% quartiles, error bars: full range), showing a strong reduction in firing
rate during trials with more running (11.1 vs 27.7 spikes/s, p < 10�12, Wilcoxon rank-sum test). (C): Histograms of results
from major axis regression of the frequency response curves for SSFO•PV versus control trials (analysis as in Fig. 4), split into
running and rest trials (upper and lower panels, respectively). Plots show data from all reduced units that could be tested at all
frequencies in the respective activity condition only. (D): Relationship between regression fit parameters for rest versus running
trials, for all units with complete data in both conditions. Solid lines represent equal values in both conditions. Slope values for
rest and running trials were significantly correlated across units, not only for the 0.42 rotations/s running threshold used here
(r = 0.56, p = 0.0028) but also for the other thresholds tested (0.21 rotations/s: r = 0.36, p = 0.045; 1.33 rotations/s: r = 0.53,
p < 0.0001). For the intercept, correlations were weaker (r < 0.3 and p > 0.1 for all three threshold choices).



Figure S2. Units with coefficient of determination r
2 > 0.15 in STRF estimation have STRFs which are divisively

scaled by PV-activation, while preserving their structure. (A): Coefficients of determination of STRF estimation in
PV-activated versus control conditions (left). Coefficients of determination are highly correlated (r ⇡ 0.976) and have similar
range in PV-activated versus control conditions. Note that 1% of the reduced units and 5% of the enhanced units have r

2 < 0 in
PV-activated condition and are excluded for better visualisation of the bulk of the data. (B): For reduced (top) and enhanced
(bottom) units, slopes (left) and intercepts (right) of linear fits to STRF predicted activities in PV-activated versus control
conditions. Only units with r

2 > 0.15 are included (enhanced units n = 16 (out of a total 44) and reduced units n = 135 (out of a
total 419)). Results are robust to the choice of r

2 threshold (results not shown). (C): For most units, sustained PV-activation
does not shift the STRF in time or frequency.
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Figure S3. Mean error, and respective SEM, of purely divisive model (intercept at zero) or purely subtractive model (slope at
one) for the activity of excitatory units modulated by sustained PV+ activation, as a function of heterogeneity of PV-activation
(standard deviation) (including zero), for multiple noise instances.



rate control [Hz]

0

5

10

15

ra
te

SS
FO

-P
V 

[H
z]

Div
Sub Both

Non
e

0

0.2

0.4

fra
ct

io
n

-0.5 0 0.5 1 1.5 2
input control [Hz]

-2

0

2

4

in
pu

t
 S

SF
O

-P
V 

[H
z]

Div
Sub Both

Non
e

0

0.2

0.4

fra
ct

io
n

-5
frequency [a.u.]

2

3

4

5

ra
te

 [H
z]

exc reduced

frequency [a.u.]

0.5

1

1.5

ra
te

 [H
z]

inh reduced

frequency [a.u.]

1
1.5

2
2.5

ra
te

 [H
z]

inh enhanced

frequency [a.u.]

1
1.5

2
2.5

in
pu

t [
H

z]

frequency [a.u.]

0

1

2

3

in
pu

t [
H

z]

frequency [a.u.]

1
2
3
4

in
pu

t [
H

z]

0 5 -5 0 5 -5 0 5

-5 0 5-5 0 5-5 0 5

0 1 2 3 4 5

control
SSFO-PV

exc input control
inh input control
total input control

exc input SSFO-PV
inh input SSFO-PV
total input SSFO-PV

C

D

rate control [Hz]

0
2
4
6
8

ra
te

 S
SF

O
-P

V 
[H

z]

input control [Hz]

0

1

2

3

in
pu

t
 S

SF
O

-P
V 

[H
z]

0 1 2 3

0 2 4 6 8

A

B

a highlow

exc
inh
all

Figure S4. Network model: divisive modulation of firing rates and more subtractive modulation of respective inputs.

(A): Model tuning curves of excitatory (left) and inhibitory (center) cells in control and PV-activated conditions. Excitatory
neural activity is typically divisively modulated in PV-activated compared to control conditions (right). Inhibitory cell activity
shows a broad range of effects, i.e. divisive, additive and multiplicative effects, depending on the magnitude of direct
PV-activation. (B): Tuning of the inputs to the excitatory (left) and inhibitory (center) cells in control and PV-activated
conditions. Inputs to excitatory neurons are more subtractively modulated compared to excitatory firing rates (right). (C):
Three representative tuning curves in control and PV-activated conditions: excitatory (left) and inhibitory (middle) cells
divisively reduced during PV-activation, and inhibitory cell (right) enhanced during PV-activation. (D) Tuning of the inputs for
the same cells as in (C).
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Figure S5. Network model in the inhibition-stabilised regime: divisive modulation of firing rates and more

subtractive modulation of respective inputs. (A): Model tuning curves of excitatory (left) and inhibitory (center) cells in
control and PV-activated conditions. Excitatory neural activity is typically divisively modulated in PV-activated compared to
control conditions (right). Inhibitory cell activity shows a broad range of effects, i.e. divisive, additive and multiplicative
effects, depending on the magnitude of direct PV-activation. (B): Tuning of the inputs to the excitatory (left) and inhibitory
(center) cells in control and PV-activated conditions. Inputs to excitatory neurons are more subtractively modulated compared
to excitatory firing rates (right). (C): Three representative tuning curves in control and PV-activated conditions: excitatory (left)
and inhibitory (middle) cells divisively reduced during PV-activation, and inhibitory cell (right) enhanced during PV-activation.
(D) Tuning of the inputs for the same cells as in (C). All parameters are the same as in the original model (see methods), except
jEE = 0.7

nE
and jIE = 4.6

nE
.


