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Abstract

The Arctic environment is a microbe-driven biome where microorganisms actively shape the

environment and mediate biogeochemical cycles. Due to the life-challenging conditions that this

environment poses (e.g. subzero temperatures, water and nutrient depletion), microorganisms

have developed coping metabolic pathways and enzyme adaptations, constituting a reservoir for

the bioprospecting of new molecules and cold-adapted enzymes. The advent of cheap and diffused

sequencing technologies has boosted the study of environmental biodiversity and genome recon-

struction. In this thesis I use different sequencing technologies (i.e. Illumina and Nanopore),

bioinformatics approaches (i.e. amplicon and whole shotgun metagenomics, and metatranscrip-

tomics) and pipelines for the characterization of Arctic microorganisms. In particular, this thesis

presents i) PhyloPrimer, a new online user-friendly software for the semi-automated design of

taxon-specific primers to perform taxonomic and functional driven studies, ii) the characteriza-

tion of microbial community distribution in unexplored englacial channels using the universal

16S ribosomal RNA gene. I then present iii) the LongMeta pipeline used to screen whole shot-

gun metagenomic sequencing data and used to explore microbial communities and their role

in rock weathering and nitrogen fixation processes in proglacial systems. Finally, iv) I explore

cold-adapted microbial communities in the active layer of proglacial permafrost to create the

cold-adapted predicted protein (CAPP) database to provide sequence data to cold-adapted pro-

tein bioengineering studies.

Overall, this thesis presents the application and development of several sequencing technologies

and computational pipelines available for microbial characterization and bioprospecting, explor-

ing the microbial communities of rapidly changing environments in the Arctic: the glacier, its

proglacial system and soil permafrost.
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Chapter 1

General introduction

1.1 Glacial and proglacial systems

1.1.1 Glaciers, ice caps and ice sheets

At a first glance, glaciers may look like enormous inactive blocks of ice, but in reality, are complex

dynamic systems which, thanks to their movement, play a key role in shaping the environment.

Glacier expansion or retreat is a complex phenomenon where the glacier mass balance relies on

the relation between the accumulation zone, where the glacier gains mass by snow deposition

and subsequent compaction into firn and ice, and the ablation zone, where the glacier loses mass

through snow and ice melts, avalanches, calving and wind. These two zones are divided by

the equilibrium line and their balance changes in relation to the amount of snow and ice that

melts during the melting season: if more than the usual amount of ice melts during a season,

the equilibrium line moves up, leading to an increase in the ablation area and to a decrease in

the accumulation area, and vice-versa (Cogley, 2011). Whereas it is possible to have a clear

ice stratigraphy in the accumulation zone, as all the ice was formed by snow deposition and

compacting, the ice in the ablation zone presents mixed layers because this ice was formed in

the accumulation zone and brought to the ablation zone by a non-linear ice uplifting and sliding

(Hudleston, 2015) (Figure 1.1). Glaciers slide under their own weight thanks to the formation

of a water layer between the ice and the bedrock due to the high pressure and the friction

exercised by the ice mass. This water also comes from the glacier surface where the snow and

the ice are seasonally melted and form supraglacial rivers, streams and lakes that percolate

under the glaciers through englacial channels, crevasses and moulins (Brown, 2002; Fountain

and Walder, 1998; Hotaling et al., 2017) (Figure 1.1). It is not uncommon for these formations

to originate from cryoconite holes which are water-filled holes caused by the deposit of particles

on the glacier surface which causes the progressive melting of the surrounding ice (Fountain

et al., 2004; MacDonell and Fitzsimons, 2008).

Ice caps and ice sheets (e.g. Greenland Ice Sheet) undergo the same processes and dynamics

of glaciers. Contrary to glaciers, they are dome-shaped and therefore the ice movement is in

different radial directions. The difference between ice caps and ice sheets is their extension:

the first is smaller than 50,000 km2, whereas the other is bigger (Laybourn-Parry et al., 2012).
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Figure 1.1: Scheme of the glacial and proglacial environment.

Together with the glaciers they occupy the 9.6% of the Earth’s surface (Marshall, 2005).

1.1.2 Proglacial systems

The supraglacial, englacial and subglacial compartments of glaciers and ice sheets are intercon-

nected by a complex system of englacial channels. These channels also connect the ice realm with

the proglacial systems where the glacial melted water is finally discharged (Carrivick and Heck-

mann, 2017). Proglacial environments are sited in front of an ice front (i.e. glacier, ice cap and

ice sheet) and represent transition zones between glacial and non-glacial habitats (Slaymaker,

2011). A forefield is a type of proglacial system defined as the area between the glacier edge

and the terminal moraine which is the accumulation of debris and rocks pushed along by the

ice movement. This environment is constituted of bare bedrocks which are transformed into soil

thanks to chemical, physical and biological weathering phenomena. Soil complexity increases

going further from the ice front with a consequent increase in the soil depth, organic matter

content and a decrease of the dimension of soil particles, leading to the growth of an increasingly

complex vegetation along the proglacial systems (Bradley et al., 2014; Fernández-Mart́ınez et al.,

2016; Carrivick and Heckmann, 2017) (Figure 1.1).

2



Chapter 1

1.1.3 Permafrost

Proglacial systems present permafrost in their soil and sediments (Heckmann et al., 2016;

Hodgkins et al., 2004). Permafrost is defined as any type of ground (e.g. soil and sediment) that

has been frozen for more than two years. Its upper layer undergoes seasonal cycles of thawing

and freezing and is called active layer. Permafrost is widely spread in polar regions and at high

altitude where the mean annual air temperature is below -1 oC. Permafrost is estimated to occur

in the 24% of the North hemisphere lands and in the entire Antarctic region (Dobinski, 2011).

The Arctic permafrost alone is estimated to sequester between 1330 and 1580 Pg of carbon which

corresponds to twice the carbon present in the atmosphere, most of which has been trapped in

the soil for thousands of years (Schuur et al., 2015).

Permafrost-affected environments also present thermokarst bogs and lakes which are specific for-

mations where the permafrost ice melts forming bogs and lakes (in ’t Zandt et al., 2020).

1.2 Environmental microorganisms

Microorganisms are extremely diversified and ubiquitous. The number of microbial species is

estimated to be up to 1012 (Locey and Lennon, 2016; Lennon and Locey, 2020; Louca et al.,

2019) but only 105 have publicly available sequences. From hot springs to hypersaline cold ice

veins, microorganisms have been observed in all of Earth’s habitats (Whitman et al., 1998).

Microbial ubiquity is due to their high dispersion and growth rate, and to the ability to adapt to

challenging and changing environmental conditions (Smith et al., 2011). The latter is due to a

wide metabolic differentiation which allows microorganisms to survive challenging conditions and

use different molecules as source of electrons and metabolic energy, and to a high mutation rate

which allows them to adapt and quickly occupy new biological niches (Kivisaar, 2003; Ram and

Hadany, 2014). The capability to occupy many different ecological niches enables microorganisms

to thrive in otherwise inhospitable habitats, taking advantage of the harsh settings, and to have

a leading role in environmental shaping and biogeochemical cycles.

1.2.1 Microbial metabolism

Organisms can be classified in relation to their metabolism. The classification is based on

three main aspects: the energy source used for cell energy production, the electron donor

used for metabolic redox reactions and the carbon source. Organisms are called phototrophs

or chemotrophs if they use a light or chemical source for energy production, they are called

organotrophs or lithotrophs if they use organic or inorganic compounds as electron donors, and

heterotrophs or autotrophs if they are able to obtain carbon from organic or inorganic com-
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pounds (i.e. CO2). Bacteria and Archaea comprise organism representatives of all metabolic

classes.

Photosynthetic eukaryotic organisms (e.g. plants and algae) and prokaryotic organisms (e.g.

Cyanobacteria) have a photolithoautotrophic metabolism and are called primary producers.

They obtain energy for biosynthetic reactions from light and inorganic electric donors (e.g. H2O)

and obtain carbon source by fixing inorganic carbon (i.e. CO2). These organisms are essential

to the environment: they sequester carbon from the atmosphere and convert it into organic

compounds that can be used by other organisms (e.g. heterotrophs). Oxygenic photosynthesis

also produces oxygen which is at the base of all the aerobic organism metabolisms (Singh et al.,

2010).

The other class of primary producers are the chemolithotrophs and their metabolism has been

observed only in prokaryotic organisms. They are the only organisms able to use inorganic

compounds both as energy source and electron donors. Chemolithoautotrophs use inorganic

compounds (e.g. CO2) as carbon source and therefore take part into the organic carbon stock

construction of the environment, whereas chemolithoheterotrophs use organic carbon sources

instead. The latter are mixotrophs and are not strictly primary producers but they have been

observed to switch between autotrophy and heterotrophy, or also chemotrophy and phototrophy,

depending on the available environmental resources and conditions (Ward, 2019; Eiler, 2006).

The centrality of lithotrophs in the ecosystem functioning is due to their ability to oxidate a wide

variety of different inorganic compounds, converting reduced chemical species to oxidized and

more bioavailable compounds (Barton et al., 2010). Common litotrophic metabolisms involve,

for example, the oxidation of hydrogen into water, ammonia into nitrite, nitrite into nitrate and

iron(II) into iron(III) (Lesniewski et al., 2012; Bryce et al., 2018).

All the animals, the majority of fungi and some prokaryotic organisms are chemoorganoheterotrophs.

These organisms obtain energy from chemical reactions, electrons from organic chemicals and

carbon from organic carbon. These organisms are limited to the presence of organic resources

for their survival and they are extremely important to the environmental functioning where they

are responsible for the organic matter mineralization where complex organic compounds are

decomposed and oxidized into more bioavailable molecules (Bridgham and Ye, 2015). During

heterotrophic respiration the organic carbon is respired with consequent CO2 emission. This pro-

cess is contrasted with environmental carbon sequestration where less labile carbon molecules,

such as lignin and cellulose, can lead to environmental carbon sequestration with the formation,

in millions of years, of petroleum and coat deposits (Davidson and Janssens, 2006; Thakur et al.,

2018).
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The variety, complexity and plasticity of microbial metabolisms give them a pivotal role in the

biogeochemical cycles of the major elements necessary to the construction and functioning of

living cells (i.e. carbon, nitrogen, hydrogen, oxygen, nitrogen and sulfur) and enzyme cofactors

(e.g. iron and manganese), where biological redox reactions create biological fluxes of these ele-

ments into the Earth’s geochemical cycles (Falkowski et al., 2008; Raiswell and Canfield, 2012;

Zhang et al., 2020).

Prokaryotic and eukaryotic organisms take part to the carbon cycle driving the conversion be-

tween inorganic and organic carbon, as reported in the previous paragraphs.

Nitrogen cycle is also driven by microorganisms where some of its biogeochemical steps are

uniquely mediated by these organisms, such as the nitrogen fixation and the nitrification pro-

cesses. Nitrogen fixation is performed by diazotrophs which fix atmospheric nitrogen to am-

monia. Ammonia can then be oxidized to other nitrogen forms with the nitrification process

where ammonia is oxidized to nitrite (nitritation), nitrite is oxidized to nitrate (nitratation), or

ammonia is directly oxidized to nitrate (comammox). The nitrogen cycle closes with the denitri-

fication and annamox processes where nitrite, ammonia and other nitrogen species are respired

and reconverted to atmospheric nitrogen (Jetten, 2008; Stein and Klotz, 2016).

Ammonium and nitrate are the principal nitrogen sources for plants. Plant nitrogen uptake can

be facilitated by plant association with nitrogen fixing bacteria and archaea where they acquire

the ability to obtain ammonium as nitrogen source from atmospheric nitrogen (Wernegreen,

2012).

Microbial symbiosis with macroorganisms are not unusual in nature where the extreme microbial

metabolic diversity can advantage other organisms. For example, gut microbial communities

form deep microbe-host interactions in a wide range of macroorganisms, from insects (Engel and

Moran, 2013; Pernice et al., 2014) to humans (Nicholson et al., 2012). They regulate the health

status of the host, providing nutrients and helping to maintain the full functionality of the gut

mucosal barrier (Thursby and Juge, 2017; Feng et al., 2018; Federico et al., 2017).

Further to the associations between microorganisms and pluricellular organisms (e.g. animals

and plants), microbial associations shape and condition local microbial community structures.

Within a microbial community, microorganisms create mutualistic and complex networks to

survive and uptake the needed resources from the environment. Cross-feeding of molecules is

common between environmental organisms as it is convenient from a metabolic and energetic

point of view (D’Souza et al., 2018; Cavaliere et al., 2017), especially in environments, as the

Arctic, that impose harsh life conditions.

Microorganisms can be found in different metabolic stages depending on environmental condi-
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tions. Dormancy is the ability to enter a reversible state of low metabolism activity to avoid

adverse conditions and to resume the usual metabolic levels once the environmental conditions

are back to normal (Lennon and Jones, 2011). Microorganisms, mainly belonging to the phyla

Firmicutes, Actinomyces, Cyanobacteria and Gammaproteobacteria, can also enter a dormant

state by the formation of resisting structures (e.g. spores and cysts) (Paul et al., 2019).

1.2.2 Microbial dispersion and biogeography

Their highly plastic and diversified metabolisms give microorganisms the ability to occupy all

the environmental niches. Additionally, their ubiquity is due to their small size which give

them the advantage to be easily transported globally, being diffused by air, water currents and

meteoric phenomena as both free-living and host-associated cells (Wilkinson et al., 2012; Müller

et al., 2014). For this reason, for years it has been assumed that all the microorganisms were

spread everywhere and that the high connectivity could not allow endemisms, following the

idea ‘Everything is everywhere, but the environment selects’ (Baas-Becking, 1934; De Wit and

Bouvier, 2006). However, thanks to the advent of extensive use of sequencing technologies,

nowadays microbial distributions can be explored more in details and that paradigm is shifting

towards a more accurate study and comprehension of microbial biogeography (Fontaneto and

Hortal, 2012; O’Malley, 2007). Microbial biogeographic studies aim to reconstruct microbial

diversity patterns across different spatial and time scales.

It has been shown how microbial dispersion and environmental connectivity influence microbial

distribution where communities in closed and small spaces (e.g. gut microbiome) are more likely

to present similar species across different samples compared to wide and spread environmental

communities (Livermore and Jones, 2015). Further, several studies have observed how microbial

dispersion is different from macroorganism dispersion concluding that, however, that does not

mean that there is no development of microbial patterns and different communities (e.g. Karimi

et al., 2018; Fierer and Jackson, 2006) and that even with high dispersion rates, there can be

the creation of endemisms due to microbial microdiversification (i.e. organism diversification in

closely related organisms) into different ecological niches (Larkin and Martiny, 2017). Organism

speciation aims to occupy new ecological niches and has been shown to be more frequent in

generalistic (i.e. able to adapt to a wide range of habitats) rather than specialistic (i.e. able to

adapt to only specific habitats) organisms (Sriswasdi et al., 2017).

Notoriously unified environments such as oceans and atmosphere have shown microbial patterns

(e.g. Salazar et al., 2016 and Els et al., 2019b). Hellweger et al. also highlights how microorgan-

isms evolve faster than how fast they are dispersed in the environment (2014). Soil studies have
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shown biogeographic patterns (Karimi et al., 2018; Fierer and Jackson, 2006). The majority of

studies show a core community shared across different areas but also the presence of endemic

and site-specific organisms (Delgado-Baquerizo et al., 2018). The patterns that drive diversifica-

tion are not always clear, being also conditioned by taxon-specific characteristics. However, pH

and vegetation content are the ones that have been mainly identified as differentiation drivers

(Malard and Pearce, 2018).

The Arctic region shows microbial biogeography patterns across several environments. Malard

et al., for example, reported how soil microbial communities are constituted by common mi-

croorganisms across the Arctic but also showed locally-driven microbial differentiation (2019).

Similarly, these kind of trends were found across biogeographically distributed microbial com-

munities sampled from cryoconite holes (Segawa et al., 2017), red snow (Lutz et al., 2015) and

permafrost active layer (Ren et al., 2018).

1.2.3 Glacial and proglacial microbial communities

The Arctic environment was recognized as a biome in 2012 (Anesio and Laybourn-Parry, 2012).

This biome is dominated by psychrophilic microorganisms that actively influence and shape this

environment. Psychrophiles are cold-adapted organisms and need to overcome many challenges

set by the subzero temperatures (Cavicchioli, 2016). Additionally to low temperatures, the Arctic

environment also poses other challenging life conditions, such as high salinity, water deprivation

and nutrient scarcity (Boetius et al., 2015).

The ice surface of glaciers, ice sheets and ice caps are dominated by prokaryotic (e.g Cyanobac-

teria) and eukaryotic (e.g. ice algae) autotrophs which are the undisputed primary producers

of this nutrient-depleted system (Musilova et al., 2015; Lutz et al., 2017; Yallop et al., 2012).

These organisms are well adapted to this habitat as they can use the sun light as energy source

and the CO2 as carbon source. Important for the microbial life on the ice surface are also the

cryoconite holes which can occupy up to the 10% of glacier ice surface (Anesio et al., 2009).

Cryoconites have have been widely studied because they constitute life hotspots on the glacier

surface as these water-filled formations are enriched with nutrients and therefore present high

microbial activity (e.g. Bagshaw et al., 2007; Cook et al., 2016; Edwards et al., 2011). However,

microbial communities are developed also on the bare ice (Anesio and Laybourn-Parry, 2012).

In particular, ice and snow algae have been shown to dominate and shape this environment

where they are also visibly present and form darker ice formations (Hoham and Remias, 2020;

Williamson et al., 2019).

Below the glacial surface, the englacial system represents the biggest area of the glacier, extend-

ing to the glacial bottom. However, this glacial portion is not very well characterized due to the
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technical sampling difficulties and to the assumption that its life conditions are too challenging

to life. However, several studies have now shown how this realm can sustain life both in ice veins

and englacial channels (e.g. Dani et al., 2012; Miteva, 2008; Martinez-Alonso et al., 2019; Zeng

et al., 2013).

Water flows from the surface to the subsurface of the glacier where the water maintains a liquid

form thanks to the high pressure exercised by the glacier mass. The pressure and the water

flowing allow the typical glacier movement, and the bedrock grinding with the consequent re-

lease of H+ and inorganic compounds into the system. This realm is therefore dominated by

chemolitotrophs able to use these reduced compounds (Boyd et al., 2014; Dieser et al., 2014;

Kayani et al., 2018).

These ice systems are a net sink of carbon where both photoautotrophs in the surface and

chemoautotrophs in the subglacial system organicate atmospheric carbon (i.e. CO2) creating

carbon stocks that the heterotrophic organisms, not so active in this system, only partially use

(Stibal et al., 2012a).

Glaciers, ice caps and ice sheets release between 1017 and 1021 microorganisms each year into

proglacial systems (Castello and Rogers, 2005). Microorganisms that are dominant in the glacial

environment (i.e. autotrophs and chemolitotrophs) constitute a first inoculum into the young-

exposed ground (i.e. bedrocks) in proximity of the ice edge. Autotrophs and litotrophs have an

advantage compared to the other organisms in this soil- and nutrient- depleted environment as

they can uptake reduced molecules or use the sun light as energy source.

In particular, lithotrophs drive biotic rock dissolution and promote the soil formation, releasing

important metabolic nutrients and enzyme cofactors such as iron and sulfur into the environment

(Napieralski et al., 2019; Olsson-Francis et al., 2015; Frey et al., 2010). Progressing from the ice

edge, this phenomenon, along with the progressive fixation of atmospheric nitrogen into the soil

creates geochemical gradients in the system with an enrichment of carbon, nitrogen and metals

in the soil and establishes more complex communities where heterotrophs are more advantaged

of autotrophs (Bradley et al., 2016). The development of a rhizosphere and of a progressively

complex vegetation further promote, in turn, soil formation (Knelman et al., 2012; Rime et

al., 2015). Proglacial systems are model systems to understand microbial successions and how

microbial communities progress along different geochemical variables.

Associated with soil formation, permafrost can occur in the proglacial systems. Permafrost rep-

resents a dark and water-depleted environment to life where aerobic and anaerobic heterotrophs

such as methanogens, nitrogen fixers and sulfate reducers, are mainly found (Steven et al., 2006;

Jansson and Taş, 2014). This environment is enriched in organic carbon content but the latter
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is not always bioavailable as it is trapped in the ice crystals (Schuur et al., 2015; Ward et al.,

2017). Organic carbon, however, becomes more available with the permafrost thawing (e.g. in

the active layer) where microbial communities have showed quick responses in incubation studies

(e.g. MacKelprang et al., 2011; Wei et al., 2018), in situ temporal studies (e.g. Vigneron et al.,

2019) and along progressive soil depths (e.g. Deng et al., 2015; Müller et al., 2018).

1.2.4 Microbial shifts in a warming Arctic

The past several decades registered a significant increase in the Earth’s temperature. Polar

environments have been severely affected by it, registering ice mass losses worldwide (ACIA,

2005; Hanna et al., 2013; Meier et al., 2007; King et al., 2019; Braun et al., 2019). Due to

the increased glacial water discharge, the sea level rise has been of 3 mm per years since 1993

but it is due to increase (Nerem et al., 2018; Dangendorf et al., 2017). An accurate prediction

of the environmental changes is made difficult by the environmental abiotic and biotic positive

feedback responses to the global warming, such as an albedo increase and the greenhouse gas

release from the permafrost.

Ice melting causes an increase in the Earth’s ground exposure. Dark surfaces (i.e. rocks and

bedrocks) have a lower albedo than the white surfaces (i.e. ice). The direct consequence is a

higher amount of absorbed heat in the Earth’s surface and a further increase in the ice melting.

Furthermore, ice melting leads to a higher water amount on the glacier surface which leads to

an increase in the ice algae population which is less limited by water scarcity (Williamson et al.,

2019). An increase in the algal ice coverage brings to a darker ice surface and, again, to a lower

albedo leading to a further ice melting (Tedstone et al., 2019).

The permafrost thawing releases nutrients and carbon that have been trapped in the soil-ice

matrix for the past ages, giving a positive feedback to the global warming and potentially

increasing the greenhouse gas emissions (e.g. CO2 and CH4) in the atmosphere by 22-40% in the

next century (Loranty et al., 2018; Yang et al., 2019; Whiteman et al., 2013). Further to direct

release of greenhouse gases, many models predict a microbial response where microbes could

exit their dormant state and respire the newly-released and biologically available organic carbon,

further increasing the CO2 emissions and the permafrost positive feedback to the environmental

warming (Makhalanyane et al., 2015; Ganzert et al., 2007; MacKelprang et al., 2011).

A similar effect is estimated to happen due to the melting of the cryosphere where the glacier

mountains alone have been estimated to trap 130 Tg of organic carbon; the warming of these

systems would bring to a release of the stored carbon to the atmosphere both directly and through

microbial mediated respiration (Wang et al., 2020). Further, the increase of the discharged water
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also directly impacts the proglacial systems increasing the water and nutrient input into the

system and also soil complexity (Dubnick et al., 2017).

Shifts in the microbial communities have also potential implications for food webs, microbial in-

teractions and biogeochemical cycles in the Arctic and worldwide (Deslippe et al., 2012; Vincent,

2010; Yergeau et al., 2012; Bell et al., 2013).

1.3 Cold environment exploration

Water and nutrient depletion, cold temperatures, high salinity and UV exposure are only some of

the environmental challenging conditions that Arctic microbial communities must adapt to. The

cell and genomic adaptations that these organisms have evolved to cope with these conditions

are extremely varied constituting a valuable bioprospecting reservoir. Further, high presence of

antibiotic producing genes has been reported in glacier environment where the competition is

elevated due to the harsh environment (Segawa et al., 2013; Bell et al., 2013). Exploring the

environment is essential to discover new species and novel compounds (Jansson and Prosser,

2013).

The adaptation to subzero temperatures implies an increase of cell membrane fluidity (i.e. in-

crease in the membrane polyunsaturated fatty acids) and of protein flexibility (Åqvist et al.,

2017; Margesin and Collins, 2019). The latter has been ascribed to the presence of less amino

acid bonds in the protein structure (e.g. hydrogen bonds and salt bridges) given by the reduced

presence of amino acids with hydrophobic side chains in the external protein regions and the

presence of more amino acids with small and neutral side chains in protein loop regions (De

Maayer et al., 2014; Loladze et al., 2002; Zhou and Zhou, 2004). Protein flexibility/stability

is balanced in a delicate trade-off with the protein activity where it has been observed that a

higher protein flexibility (e.g. cold-adapted proteins) corresponds to a higher activity but also to

a consequent lower substrate specificity; whereas to a higher protein stability (e.g. heat-adapted

proteins) corresponds a lower activity and a higher substrate specificity (Siddiqui, 2015; Siddiqui

and Cavicchioli, 2006; Perl et al., 2000). Furthermore, protein active site and folding are essen-

tial to the correct protein functioning and specificity (Weng et al., 2011; Englander and Mayne,

2014). For all these reasons, even if some amino acids (e.g serine, threonine, asparagine, glu-

tamine, histidine, tyrosine, tryptophan, aspartate, glutamate, arginine, proline and lysine) have

been observed to form less amino acid bonds in secondary protein structures, amino acid com-

position is specific to protein sequence and function (Chao et al., 2020; D’Amico et al., 2006).

Indeed many studies have compared homologous proteins between psychrophylic, mesophylic

and thermophylic organisms and studied amino acid composition differences (e.g. Khrapunov
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et al., 2017; Bae and Phillips, 2004; Khan et al., 2016; Du et al., 2017).

Cold-adapted enzymes, which have a low optimum temperature for enzymatic reactions, are rel-

evant in several industry settings. Food, pharmaceutical and chemical are some of the industries

that benefit from the use of cold-adapted enzymes which, performing enzymatic reactions at

lower temperatures compared to their mesophilic homologous, are more energy sustainable and

give less non-specific secondary chemical reactions and products (Mangiagalli et al., 2020; Kaur

and Gill, 2019).

Another microbial adaptation to subzero temperatures and, in particular, to water thawing/freez-

ing cycles is the production of cryoprotectants which are molecules that help the cell to avoid

osmotic stress and membrane damage due to ice formation. Molecules such as ice-binding pro-

teins (IPSs) and extracellular polymeric substances (EPSs) are widely exploited in industrial

setting. Antifreeze proteins (AFPs) and ice-nucleating proteins (INPs) are IPSs used in the food

industry as additives to improve food preservation during the food production and transport

and to regulate food crystallization. EPSs are biopolymers that create a gel-like secretion used

by the cells to facilitate, for example, the attachment to particles and other cells in order to

stick to the scarce nutrient sources and to create cross-feeding associations with other organisms

(Mangiagalli et al., 2020).

Microorganisms can produce a wide range of secondary metabolites (i.e. molecules not strictly

necessary to the organism survival). Secondary metabolites are represented by molecules with

different chemical structures and functions, such as terpenoids, alkaloids, peptides and polyke-

tides. They are synthesized through different biosynthetic pathways and enzymes which are

encoded by genes found in biosynthetic gene clusters (BGCs) (Weber et al., 2015; Castro et al.,

2014). Since the development of the technology for the exploration of extreme habitats, indus-

tries have showed a growing interest in the discovery of new natural products (Razavi et al., 2017;

Siddiqui and Cavicchioli, 2006). It is estimated that about 70% of compounds, used nowadays in

pharmaceutical and biotechnology settings, are biologically derived or mimic natural products

(Newman and Cragg, 2016).

Secondary metabolite peptides can be directly transcribed from a coding gene (i.e. ribosomal

peptides) or synthesized by modular enzymes (i.e. nonribosomal peptides). Nonribosomal pep-

tides are synthesize by non-ribosomal peptide synthetases (NRPSs) which are modular enzymes

where different catalytic domains integrate different amino acid substrates to the growing amino

acid chains till obtaining the final peptide (Miller and Gulick, 2016). Similarly, polyketide syn-

thases (PKSs) are modular enzymes that synthesize polyketides. Nonribosomal peptides and

polyketides have been widely used, for example, as antimicrobial and anticancer compounds and
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their modular enzymes have been subject to many bioengineering studies were single domain

modules have been modified (Williams et al., 2013).

Cold-adapted organisms and purified enzymes can also be used in the bioremediation field.

Bioremediation aims to remove xenobiotic compounds (e.g. insecticides and plastics) from the

environment (i.e. soil and groundwater) in both in situ and ex situ settings (Sharma et al.,

2018; Kumar et al., 2019). Psychrophilic proteins have the advantage to allow bioremediation

strategies in cold settings (Miri et al., 2019) or, if performed in reactors, it consents lower energy

usage for chemical reactions (Tomei and Daugulis, 2013).

Finally, microbial compounds have been used for the creation and discovery of renewable prod-

ucts, such as bioplastics (Balaji et al., 2013; Karan et al., 2019) and ecosostenible alternative to

chemical polymers (Xiao and Zheng, 2016).

1.4 Environmental sequencing

In the last sections I gave an overview of the extraordinary taxonomic and metabolic diversity

observed in microbial environmental communities and how they can distribute following geo-

chemical gradients and biogeographic patterns forming tight interaction with the environment

and its functioning. It has been estimated than only the 0.1-1% of microorganisms are culturable

due mainly to the impossibility to recreate the exact environmental conditions and microbial

cross-feeding associations found in nature (Torsvik et al., 1996).

Since the commercialization of the Next-Generation Sequencing (NGS) technologies, the scien-

tific community has stopped relying exclusively on culturing techniques for the study of microbial

organisms. Even though the culturing approach is still essential for several biological applica-

tions (e.g. physiological studies and database annotation improvement), NGS technologies have

revolutionized microbial environmental studies allowing the characterization and exploration of

extremely complex and diverse environmental communities (Gutleben et al., 2018; Shokralla

et al., 2012; Escobar-Zepeda et al., 2015). These technologies also provide a new tool to bio-

prospecting studies as they allow the systemic screening of new genes and proteins from unknown

organisms (Roumpeka et al., 2017; Madhavan et al., 2017).

Launched in 2006, the most widely used sequencing platform today is Illumina which is a second-

generation sequencing technology (Bleidorn, 2017). The input for this technology are sheared

DNA fragments 500/1000 bp long. Its output consists of short DNA sequences between 30 and

300 base long (i.e. reads). Reads are usually paired-end which means that DNA fragments are

sequenced at both ends (forward and reverse reads).

Third-generation sequencing technologies, whose main characteristic is to output longer se-
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quences, have been increasingly used during the past few years. Among these, Nanopore se-

quencing was first commercialized in 2014 from the Oxford Nanopore Technologies (ONT) and

its sequence lengths have no theoretical limits (Deamer et al., 2016); the longest sequence pro-

duced up to date is more than 2 Mb long (Payne et al., 2019). The MinION device can be run

simply attaching it to the USB port of a portable computer giving this technology a great rele-

vance for in situ sequencing of environmental samples (Brown et al., 2017). The main drawback

of the ONT technology is the high sequence error rate. However, this aspect has been improved

by new sequencing chemistry solutions and better bioiformatics software for the data analyses

(Rang et al., 2018; Amarasinghe et al., 2020).

Sequence information from the DNA (i.e. metagenomics) and RNA (i.e. metatrascriptomics)

of environmental communities has become relatively cheap, and easy to obtain. Billions of se-

quences can be found in online repositories and the numbers are due to increase (Marx, 2013;

Selzer et al., 2018). Entrez, for example, is a search engine organized by the National Center

for Biotechnology Information (NCBI) that gives freely access to 35 different databases and to

2.7 billion of records (September 2019) (Sayers et al., 2020). Whereas the easy and free accessi-

bility to sequencing resources is an indisputable advantage, it also sets a challenge. Sure enough,

the bioinformatics analyses of this data is computational and time demanding and often con-

stitute the real bottleneck of scientific environmental studies and the analysis of environmental

data.

1.4.1 Metagenomics

Metagenomics is the study of DNA directly extracted from an environmental sample (environ-

mental DNA or eDNA). Metagenomic studies allow us to unravel the environmental complexity

by directly sequencing the sample nucleotide content and gaining an insight into taxonomy and

gene function of the entire community (Franzosa et al., 2015; Goodwin et al., 2016; Sharpton,

2014; Quince et al., 2017). Metagenomics can be applied with different approaches such as

amplicon metagenomics and whole shotgun metagenomics in relation to the study aims and

hypotheses (Figure 1.2) (Liu et al., 2020; Brumfield et al., 2020).

For environmental studies using high-throughput sequencing technologies, data analysis is now

the limiting step in furthering our understanding of structure and function of microbial commu-

nities. The raw sequence data have to undergo a lot of intermediate steps before any biological

meaning can be attributed to the DNA sequences. Each step of the pipeline requires the choice

of which software/algorithm to use and which parameters to set. Each of these choices can po-

tentially change the outcome of the research and so they have to be carefully optimized.
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Figure 1.2: Metagenomic analysis common pipelines for amplicon metagenomic (A) and whole shotgun
metagenomic (B) studies assuming paired-end Illumina reads are used.

1.4.1.1 Amplicon metagenomics

Amplicon metagenomics is the study of a microbial community through the amplification of a

specific DNA fragment within the population. Specific DNA fragments can be amplified with a

polymerase chain reaction (PCR) using the enzyme polymerase and specific targeting primers.

The specificity of the primers to the gene of interest is essential as PCR amplification will

start from where primers anneal to the DNA template. Potentially any gene and taxon can be

amplified provided that its sequence is sufficiently divergent from the others in the community

to allow primer specificity. Studying only a specific gene or taxon of a microbial community

has the advantage of being cheaper and to give a clearer picture of that specific DNA fragment
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compared to the whole shotgun metagenomic approach where the information related to a specific

gene may be lost, especially if not highly represented in the microbial community. The biggest

disadvantage of this approach, though, is that the results can be skewed towards gene variances

that are better amplified by the PCR reactions, bias that is not present in the case of the whole

shotgun metagenome approach (Chen and Pachter, 2005; Ruijter et al., 2009). However this

effect, can be mitigated when primers are correctly chosen or designed to target the genes and

taxa of interest.

Genes have been used for targeting specific microbial groups, for examples, to identify nitrogen

fixing bacteria (e.g. Garcias-Bonet et al., 2016), sulphur oxidizing producer bacteria (e.g. Zhao

et al., 2017) or methanogenic archaea (e.g. Lever and Teske, 2015). Or even to target specific

taxon inside a community for detection purposes (e.g. Yu et al., 2005; You and Kim, 2020).

However, most of the amplicon metagenomic studies amplify universal genes and regions (e.g.

16S rRNA gene, 18S rRNA gene and ITS region) for the characterization of microbial diversity

and structure in a wide range of microbial communities (Banerji et al., 2018; Hibbett, 2016; Ju

and Zhang, 2015; Triadó-Margarit and Casamayor, 2015). The ubiquity of these DNA regions in

microbial genomes and the presence of regions with a high sequence variation between different

species permit to obtain a picture of the microbial diversity in a specific environment.

The analysis of the amplicon data is not heavily computational demanding and most of the data

analysis can be performed on portable devices. The input data are usually paired-end Illumina

reads 250/300 bp long. These reads are usually merged (forward and reverse reads are merged

together), quality checked, checked for chimeric sequences and contaminants. Until a few years

ago the most common approach was then to use operational taxonomic units (OTUs) where the

obtained sequences were merged if closely related (i.e. if they had a higher similarity than a set

threshold, 97% usually). However, the OTU concept is being replaced by the amplicon sequence

variants (ASVs) approach where only identical sequence are merged, giving therefore a higher

taxonomic resolution (Callahan et al., 2017) (Figure 1.2A). ASVs (or OTUs) are then taxo-

nomically assigned by alignment to specific and curated sequence databases, such as Greengenes

(DeSantis et al., 2006) and SILVA (Yilmaz et al., 2014), which contain exclusively universal gene

sequences (Figure 1.2A).

The data analysis can be performed with one of the many pipelines that have been developed,

such as DADA2 (Callahan et al., 2016), Deblur (Amir et al., 2017), QIIME (Caporaso et al.,

2010) and mothur (Schloss et al., 2009).
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1.4.1.2 Whole shotgun metagenomics

Whole shotgun metagenomics is the study of a microbial community through the sequencing

of the entire DNA content extracted from a sample. Whole shotgun metagenomic output are

highly fragmented DNA sequences (usually paired-end 100/150 bp reads) that represent the

whole microbial community, meaning that the fragmented microbial genomes from different

organisms are all mixed together. Depending on data quality and study aims (e.g. taxonomic

and functional profiling and genome reconstruction), sequencing data need to go thought several

bioinformatics steps to obtain information (Figure 1.2B).

Taxonomic and functional characterization of the sequenced community can be obtained working

on the short reads directly. However, taxonomic and functional assignment is more accurate on

longer reads (Tamames et al., 2019) and therefore the usual approach is to assemble the reads

into genomes, or due to the complex nature of microbial communities, into contigs (i.e. consen-

sus DNA sequence created by overlapping DNA reads) and scaffolds (i.e. contigs connected by

gaps of known base length). There are many tools that perform genome reconstruction but only

few are optimized to work with metagenomic sequences, such as MEGAHIT (Li et al., 2015) and

metaSPADES (Nurk et al., 2017). Metagenomic datasets set, in fact, many challenges for the

assembly algorithms such as genome differential coverages and strain diversity (Sangwan et al.,

2016; Vollmers et al., 2017).

In the last years, with the advent of third-generation sequencing technologies, the scenario has

changed. Nanopore sequencing technology, thanks to its long reads, has highly improved assem-

bly performances both for genome and metagenome reconstructions where the long Nanopore

reads can be used either to scaffold fragmented Illumina assemblies, to perform an hybrid assem-

bly along with Illumina reads, or to directly perform an assembly uniquely with Nanopore reads

(Sohn and Nam, 2018; Ayling et al., 2020; Nicholls et al., 2019). The latter option, in particular,

is usually followed by several rounds of read polishing where the sequence errors introduced by

the error-prone Nanopore reads are corrected (Kono and Arakawa, 2019).

Once the assembly is obtained, taxonomy and genes can be assigned to the sequence with su-

pervised and/or unsupervised approaches.

Taxonomy and gene assignment can be done with a supervised, similarity-based approach. This

implies using alignment algorithms, such as BLAST (Altschul et al., 1990), for querying the DNA

sequences (i.e. reads and contigs) with known proteins and genes and then assigning taxonomy

and functional ontology depending on the attributes of the raw sequences. Known sequences

can be found, for example, in publicly available databases such as GenBank (Sayers et al., 2019)

and UniProt (Bateman, 2019). This approach is, for instance, used from MEGAN (Huson et al.,
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2007) and MG-RAST (Glass and Meyer, 2011) where all the sequences that aligned to a DNA

sequence are screened and assigned with Lowest Common Ancestor (LCA) algorithm where tax-

onomy is assigned to the lowest common ancestor shared among the aligned sequences (Huson

et al., 2007).

Other tools perform taxonomy and gene assignment with an unsupervised approach, screening

DNA sequences for specific base pair patterns. For example, binning software, such as CON-

COCT (Alneberg et al., 2014) and MetaBAT (Kang et al., 2019), can bin and separate the

sequences into different taxonomic clusters (i.e. genomes) by looking at sequence tri- and tetra-

nucleotide composition and the differential read coverage. Ab initio gene prediction is obtained

by looking for Open Reading Frames (ORFs) with software such as Prokka (Seemann, 2014) and

Glimmer (Kelley et al., 2012).

The unsupervised approach is successfully used when the assembly is high quality and ORFs

and taxonomic bins, which rely on sequence accuracy, can be successfully be predicted. On the

contrary, supervised approaches are more tolerant towards sequence errors but functional and

taxonomic assignment will only rely on known homologous proteins and genes.

In order to quantify the gene and taxon proportions and relative abundances usually the initial

reads for each samples are mapped back to the annotated assembly with mapping software such

as bowtie2 (Langmead and Salzberg, 2012) and bwa (Li and Durbin, 2010).

Further, with deep-coverage whole shotgun metagenomic dataset, it is possible to obtain com-

plete or partially complete metagenome assembled genomes (MAGs). Not relying exclusively

on the sequencing of microbial cultures and isolates to obtain genome sequences has been giv-

ing a boost to the understanding of diversity and to the biodiscovery and bioprospecting field

(Roumpeka et al., 2017). Sure enough, the construction of MAGs does not rely on known

databases and therefore allows the finding of new organisms, and the new genes and biosyn-

thetic gene clusters associated to those.

The first almost complete genomes obtained from environmental samples were in 2004 (Tyson

GW et al., 2004). Since then, thanks to the advent of long sequence technologies, the recov-

ery of complete metagenome assembled genomes (cMAGs), circularized (in case of prokaryotes)

and ungapped complete genome, has become increasingly easier. Especially powerful are the ap-

proaches that combine both short and high-quality Illumina reads and long error-prone Nanopore

reads (Giguere et al., 2020; De Maio et al., 2019). Thanks to the use of both these technologies,

for example, Somerville et al. were able to retrieve strain-level MAGs (2019).

Whereas cMAGs represent complete and ungapped genomes, non-complete MAGs are defined

from the taxonomic bins where contigs belonging to one organism are grouped together. These
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MAGs represent draft genomes and they need bioinformatics validation in order to assess whether

they are representative of an organism (Olson et al., 2018; Chen et al., 2020; Shaiber and Eren,

2019). This can be obtained with bioinformatics software such as CheckM (Parks et al., 2015)

and BUSCO (Simão et al., 2015), which can assess the MAG quality by looking for single-copy

genes, which are genes that are expected to be found in single copy in all genomes, in the MAG

contigs. Looking at the number of single-copy genes in a MAG, these software can estimate the

MAG completeness, contamination and strain heterogeneity.

1.4.2 Metatranscriptomics

Metatranscriptomics is the study of RNA extracted from an environmental sample (environmen-

tal RNA or eRNA). Whereas metagenomic data represent all the organisms (e.g. dead, dormant

and alive), metatranscriptomic data give information only on alive organisms that were actively

transcribing RNA (e.g. rRNA and mRNA) when the environmental sample was collected. As

described in the previous sections, microorganisms can enter and exit different metabolic states

of dormancy in relation to the environmental conditions, where also a variable portion of mi-

croorganisms are dead (Lennon and Jones, 2011).

The direct characterization of the transcribed rRNA can, for example, unravel which organ-

isms were effectively active at the sample collection, whereas, the study of mRNA can unravel in

which environmental processes the organisms are actively involved (Blazewicz et al., 2013). RNA

data can also help, for example, to understand organism responses to environmental conditions

(Moran et al., 2013; Carvalhais et al., 2012).

Metatranscriptomic data is obtained through the direct sequencing of RNA, or the more stable

complementary DNA (cDNA) which is reversed transcribed from the RNA molecules. The use of

RNA in molecular analysis is quite difficult and therefore less used because of the higher degrad-

ability of the RNA and its difficult preservation (Cristescu, 2019). Furthermore, its sampling is

difficult in environmental settings because it is hard to preserve the transcriptional picture of

the time when the sample was collected (McCarthy et al., 2015).

Using both metagenomic and metatranscriptomic data can be extremely useful in order to explore

both potentially active (i.e. DNA) and active (i.e. RNA) organisms, to explore the microbial

potential and effective functionality, and also to assign coding regions to reconstructed genomes

(Pochon et al., 2017).

1.5 Thesis aims and outline

The overall aims of this thesis are i) to present different sequencing technologies and bioinformat-

ics approaches for the analyses of environmental microbial communities, ii) to explore several
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complex and original Arctic environmental sequencing datasets from glaciers, proglacial fore-

fields and permafrost, and iii) to publicly provide new tools and software for ease bioinformatics

analyses.

In Chapter 2, I present PhyloPrimer, an online user-friendly and semi-automated platform to

design PCR primers and probes for specific taxonomic and functional targets in environmental

samples. The tool is suitable to perform detection of specific taxa from environmental samples,

testing also for oligo microbial specificity, secondary structure formation and other oligo specifics.

In this chapter I show how I implemented this tool and how it can be applied for detection

studies.

In Chapter 3, I used an amplicon (16S rRNA gene) metagenomic approach to unravel the tax-

onomic diversity and structure of englacial channel microbial communities through comparison

with those living in meteoric ice. The main aim is to assess the role of the glacial water channels

in the microbial dispersion within the glacial realm.

Chapter 4 presents a complex sequencing dataset where the proglacial systems of the Midtre

Lovénbreen (Svalbard), Storglaciären (Sweden) and the Greenland ice sheet in proximity of

point 601 were sequenced with a whole genome shotgun metagenomic approach. This dataset

was analyzed with a new pipeline, LongMeta, that allows to answer questions such as ‘Which

genes a specific taxonomic group could potentially express?’, giving gene*taxon resolution to

the metagenomic data. Thanks to this pipeline, I explored several taxonomic trends across

these forefield microbial successions. Further, I explored rock weathering and nitrogen fixation

genes and how they are distributed between and within several organisms and in a microbial

succession. This approach also allowed to assign these functions to organisms never associated

with these functions before.

In Chapter 5, I characterized microbial successions in the frozen soil of the Greenland ice sheet

proglacial system. Thanks to a hybrid approach where I used both Illumina (i.e. DNA) and

Nanopore (i.e. DNA and cDNA) sequences to construct a high reliable deep coverage assembly, I

was also able to reconstruct several microbial MAGs and to construct the cold-adapted predicted

protein (CAPP) database reporting cold-adapted proteins that could be potentially used for an

informed bioengineering approach for enzyme modification.

In Chapter 6 I wrap up the thesis and bring all the different approaches and findings to-

gether.
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PhyloPrimer: a taxon-specific oligonucleotide design plat-

form

Abstract

Many environmental and biomedical biomonitoring and detection studies aim to explore the pres-

ence of specific organisms or gene functionalities in microbiome samples. In such cases, when the

study hypotheses can be answered with the exploration of a small number of genes, a targeted

PCR-approach is appropriate. However, due to the complexity of environmental microbial com-

munities, the design of specific primers is challenging and can lead to non-specific results. I de-

signed PhyloPrimer, the first user-friendly platform to semi-automate the design of taxon-specific

oligos (i.e. PCR primers and probes) for a gene of interest. The main strength of PhyloPrimer

is the ability to retrieve and align GenBank gene sequences matching the user’s input, and to

explore their relationships through an online dynamic tree. PhyloPrimer then designs oligos

specific to the gene sequences selected from the tree and uses the tree non-selected sequences to

look for and maximize oligo differences between targeted and non-targeted sequences. Designed

oligos are then checked for the presence of secondary structure with the nearest-neighbor (NN)

calculation and the presence of off-target matches with in silico PCR tests, also processing oligos

with degenerate bases. Whilst the main function of PhyloPrimer is the design of taxon-specific

oligos, the software can also be used for designing oligos to target a gene without any taxo-

nomic specificity, for designing oligos from preselected sequences and for checking predesigned

oligos. I have validated the pipeline on four commercially available microbial mock communities

using PhyloPrimer to design genus- and species- specific primers for the detection of Strepto-

coccus species in the mock communities. The software performed well on these mock microbial

communities and can be found at www.cerealsdb.uk.net/cerealgenomics/phyloprimer.
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2.1 Introduction

The Polymerase Chain Reaction (PCR) is a pivotal technique to many molecular protocols and is

widely used to exponentially amplify a specific portion of DNA (e.g. gene) using DNA template

(e.g. the entire DNA content of an environmental sample), primers, deoxynucleotides (dNTPs),

DNA polymerase and reaction buffers (Garibyan and Avashia, 2013). Before starting with any

PCR-based procedure, primers and probes (if performing a probe-based qPCR) need to be se-

lected to target the specific DNA region and organisms object of the study. The amplification

starts where the primers anneal to the DNA template, for this reason the specificity of the PCR

reaction is highly impacted by the specificity of the primers to the DNA template.

The design of new oligonucleotides (i.e. primers or probes), hereafter abbreviated as oligos, is a

relatively easy task when working with known axenic cultures or known low complexity commu-

nities but can be challenging when dealing with unknown organisms and complex environment

communities. Different studies can require different level of oligo-specificity: oligos could be de-

signed to target the same DNA portion in all the community organisms (e.g. universal primers),

in a specific group of organisms or in a specific species or strain. The latter two tasks become

challenging when the target DNA fragment is present in non-target organisms that are part of

the community (Fierer et al., 2005).

Many different primer and probe sequences have been published. These oligos can target a

broad variety of different DNA sequences and can present a wide range of target organism’s

specificity. Universal oligos, such as primers targeting conserved regions of the 16S rRNA gene

(e.g. Takahashi et al., 2014), are widely used for the study of microbial diversity. It is also

possible to target non-universal genes, such as the nifH gene (e.g. Gaby and Buckley, 2012)

and the pmoA gene (e.g. Wang et al., 2017), in order to target only organisms with a specific

metabolism and that occupy specific environmental niches. Oligos can also have a more specific

target: they can amplify only genes present in organisms of interest even when the gene is present

in a wider selection of organisms (e.g. Yu et al., 2005; You and Kim, 2020).

When no predesigned oligos are available, however, it is necessary to develop new ones. Oligo

sensitivity is a trade-off between the specificity of the oligo to the DNA template and allowing

some oligo-template mismatch if targeting different organisms in order to get an even coverage

of all the representative organisms (Parada et al., 2016). Depending on the user needs, there

are many web-tools and software freely available for the oligo design. The most widely used

tools for primer design are Primer3 and its web interface Primer3Plus (Untergasser et al., 2007;

Untergasser et al., 2012), Oligo7 (Rychlik, 2007) and Primeclade (Gadberry et al., 2005). To

target unknown genes where only the protein or related gene sequences are known, it is necessary
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to design degenerate oligos. The latter take advantage of the codon degeneracy property of the

amino acid sequences and, having degenerate bases in their sequences, represent a pool of unique

primers that target the same amino acid coding sequence. Primer designing tools for degenerate

primers can require the input of proteins, such as CODEHOP (Boyce et al., 2009; Rose et al.,

2003) or Primer Premier (Singh et al., 1998); or the input of DNA sequences or alignments, such

as DegePrimer (Hugerth et al., 2014), HYDEN (Linhart and Shamir, 2005) or FAS-DPD (Iserte

et al., 2013).

Environmental communities pose many challenges for the oligo specificity as we often do not

know which are the community organisms and therefore it is difficult to foresee the possible

nonspecific products (Deiner et al., 2017; Morales and Holben, 2009). In silico PCR is an

essential step towards the design of specific oligos (Yu and Zhang, 2011). Some of the commonly

used tools are UCSC In-Silico PCR (Kent et al., 2002), FastPCR (Kalendar et al., 2009) and

Primer-BLAST (Untergasser et al., 2012). The latter allows to check the oligo specificity against

the comprehensive NCBI databases (Sayers et al., 2020). Further to their taxonomic specificity,

oligos need to be tested for different parameters, such as the absence of homopolymer regions

or di-nucleotide repetitions and the presence of a GC clamp (Elbrecht et al., 2018). Primers

must also be scanned for the presence of secondary structures such as self-dimers, cross-dimers

and hairpins (Chuang et al., 2013) in addition to characteristics of the targeted organisms. For

instance, prokaryotic genomes rarely have introns as gene splicing is rare in these organisms

(Sorek and Cossart, 2010), whereas introns and multiple splicing sites are widely present in

eukaryotic genomes and must be taken in consideration when designing primers (Goel et al.,

2013; Shafee and Lowe, 2018).

In case the PCR target is a gene possessed only by a specific organism, the primers can be

designed directly on that gene sequence. If more than one gene variant needs to be amplified (e.g.

multiple species are targeted), a consensus sequence can be calculated and the oligos can then be

designed on it (consensus primers). A consensus sequence is created from a sequence alignment

and is defined as a sequence that reports the most frequent base present in the alignment in each

position. The construction of this sequence, and consequently the designed oligos, are greatly

influenced by the selection of the initial sequences. This pivotal step is usually not implemented

in the oligo design software as these require the upload of preselected sequences. To date, only

ARB implemented a toolkit that allows the creation of new primers and probes on sequences

selected by the ARB phylogenetic tree of ribosomal sequences (Essinger et al., 2015; Ludwig

et al., 2004). However, in order to work on other DNA portions, the user needs to create a

sequence database to import inside the software.
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Therefore, prior to the oligo design, the user has to retrieve the sequences of interest from a

database (e.g. NCBI database), making sure that the sequences represent the DNA portion of

interest and that they cover the same sequence fragment. This process can be complex and

time-consuming especially when working with environmental microbial communities or working

with a ubiquitous and divergent gene.

In this chapter, I present PhyloPrimer, a user-friendly and comprehensive online platform to i)

select the DNA sequences to use for oligo design, ii) construct a consensus sequence, iii) design

microbial oligos (i.e. primers and probes), iv) test for oligo specificity through in silico tests

and v) test the oligos for the presence of secondary structures with the nearest-neighbour (NN)

model for nucleic acids. In addition to provide a unique platform to check oligos (i.e. primer

pairs, primer and probe assays, and single oligos) for both secondary structure and non-specific

targets, also processing oligos with degenerate bases, the real strength of PhyloPrimer is the

DNA sequence selection where the user can explore the diversity of the sequence of interest

through a dynamic phylogenetic tree.

PhyloPrimer was born from a collaboration between myself and Dr. Cédric Malandain, work-

ing at HYDREKA ENOVEO (a bioremediation company in Lyon, France). This company is

involved in several projects that aim to study the microbial communities of polluted sites, to

detect specific-pollutant degrading microorganisms that could conduct a biological-driven re-

mediation of the sites, and to understand if other approaches (e.g. chemical oxidation) are

necessary (http://enoveo.com/en/services/polluted-sites-and-soils/). The detection of microor-

ganisms able to degrade site-specific pollutants is conducted by targeted qPCRs and, because

of the broad variety and diversity of the polluted sites and microorganisms, the design of highly

specific oligos is required for different projects. For this reason, we collaborated with Dr. Cédric

Malandain to develop a new user-friendly and comprehensive platform that could provide a fast

and reproducible pipeline for the design of new oligos.

This chapter presents the tool implementation and how it was used to design primers for mock

microbial communities.

2.2 Implementation

PhyloPrimer runs on a remote server provided from the University of Bristol. The current

server has 48 CPUs (64-bit Intel(R) Xeon(R) CPU E5-2680 v3 at 2.50GHz). Only 6 Phylo-

Primer processes at one time are allowed on the server, the excess processes enter a queue. On

average, the oligo design requires 30/40 minutes whereas the oligo check requires 5/10 minutes.

The web interface was implemented in HTML and JavaScript. PhyloPrimer is coded in Perl,
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JavaScript, HTML, CSS and mySQL. Two javascript packages were used: a modified version of

PhyloCanvas v 1.7.3 (phylocanvas.org) and canvasJS v 2.3.2 (canvasjs.com). The user can ac-

cess PhyloPrimer through a web platform at www.cerealsdb.uk.net/cerealgenomics/phyloprimer.

PhyloPrimer was tested and implemented using the Safari, Firefox and Chrome browsers. The

website uses general data protection regulation (GDPR) cookie acceptance box on the first

use.

2.2.1 The web platform

The PhyloPrimer web platform is structured with sequential web pages that can be categorized

into four different groups: i) the home page, ii) the input pages, iii) the oligo pages and iv)

the result page. From the home page, the user can select one of the three different input pages

available for uploading the data (e.g. DNA sequences, DNA alignments and newick tree) where

each page corresponds to a different modality to use PhyloPrimer. Once the data are uploaded,

the user is redirected to the oligo pages where there are different parameter settings to design

either primer assays, primer and probe assays or single oligos. Once the user submits these

parameters, the oligo design and the oligo check are performed on the web server. As soon as

PhyloPrimer has finished the analyses, the user receives an email with a link to the result page

where the user can explore the designed oligos and choose the ones will be used for future work

(Figure 2.1).

This software can be used in three different modalities. It can be used to design oligos from DNA

sequences interactively selected from a dynamic phylogenetic tree (Dynamic Selection; Figure

2.2A), to design oligos from preselected DNA sequences (Premade Selection; Figure 2.2B) and

to check predesigned oligos (Oligo Check; Figure 2.2C).

2.2.1.1 Dynamic Selection

This mode is the strength of PhyloPrimer and was developed to facilitate the selection and

retrieval of NCBI sequences to be then used for the oligo design. Therefore this modality should

be chosen when the user wants to select DNA sequences, similar to a gene or a DNA fragment

of interest, that will be aligned by PhyloPrimer to calculate the consensus sequence from which

the oligos will be then designed. In this page, the user can upload either up to ten genes/DNA

regions of interest, up to 500 DNA sequences or a newick tree (with a maximum of 500 tree

leaves) (Figure 2.2A):

• Up to 10 DNA sequences. It is essential that the uploaded sequences represent the same

DNA portion (e.g. same gene or gene fragment belonging to different organisms) for a
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smooth phylogenetic tree construction and visualization. For this reason, PhyloPrimer

also performs a multiple sequence alignment with MAFFT v 7.31 (Katoh and Standley,

2013), with parameters --localpair --maxiterate 1000, on the user sequences to

check how many gaps are in the alignments, using it as a proxy for checking if the same

gene fragment was uploaded, if more than the 50% of any of the sequence alignment was

constituted by gaps, the software will produce a warning.

• Up to 500 DNA sequences. In addition to the fasta file, the user can upload two optional

files to allow gene and taxonomy visualization in the dynamic tree: a first file reporting the

sequence names present in the fasta file and the associated taxid; the second file reporting

the sequence names and the correspondent gene information.

• A phylogenetic tree in newick format with a maximum of 500 tree leaves. PhyloPrimer

constructed trees are not accurate for phylogenetic visualization purposes but provide a
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good sequence clustering to explore the sequence similarity. If the user wishes to look at

more accurate trees, it is possible to directly upload a newick tree (including of bootstrap

values). In addition to the newick file, the user must upload the alignment file that was

used for the phylogenetic tree construction and can upload the two optional files described

above.

Once the input data are uploaded, PhyloPrimer checks if they are in the correct format and

respect all the prerequisites. If everything is correct, PhyloPrimer will indicate the number of

uploaded DNA sequences or tree leaves and will start different processes depending on which

kind of input was uploaded.

If the DNA sequences were uploaded in the first input area (up to 10 DNA sequences), the user is

given the option to modify three BLAST parameters: i) identity percentage (i.e. the percentage

of bases shared between the query and the subject sequence), coverage percentage (i.e. the per-

centage of bases of the query sequence that are covered by the subject sequence) and E-value (i.e.

the probability of finding an alignment by chance). Once these parameters are customized (if

needed), PhyloPrimer launches a MegaBLAST search with BLAST v 2.6.0+ (Baxevanis, 2020;

Morgulis et al., 2008). The BLAST search is performed against a modified GenBank database

(Sayers et al., 2019) comprehensive of gene sequences representing the entire prokaryotic domain

(more details in Section 2.2.5). The BLAST command line is: blastn -db GenBank -query

input -task megablast -max target seqs 2500 -perc identity identity -q

cov hsp perc coverage -evalue evalue -outfmt 5 -num threads 35, where eva

lue, identity and coverage can be modified by the user. The modification of these pa-

rameters directly influences how many sequences are retrieved from the PhyloPrimer database.

Therefore, setting the correct identity and coverage is very important for the sequence retrieval

and a clear tree visualization. For examples, a low identity score may retrieve genes that do not

belong to the gene family of interest, whereas a low coverage may retrieve only gene fragments,

excluding the gene region to amplify. The BLAST search retrieves up to 2500 matches per user

sequence. Once the BLAST search has terminated, PhyloPrimer groups together the sequences,

both the user and BLAST retrieved sequences, that are represented by more than four entries.

Once these clusters have been formed, PhyloPrimer will select only the best 500 matches for the

alignment and tree construction. In case more than one gene was uploaded, per each gene the

software will retrieve a maximum of unique BLAST matches corresponding to 500 divided by

the number of genes. For example, if the user uploaded 5 genes, maximum 100 unique sequences

per gene will be visualized on the phylogenetic tree. The limit of 500 tree nodes is arbitrary and

is to allow a smooth dynamic tree visualization.
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If there are at least four unique sequences (4 sequences is the minimum threshold usually set by

aligner tools), the software performs a MAFFT alignment on all the sequences. MAFFT is run

with the parameter --maxiterate 1000 and, in case less than 200 sequences were retrieved,

the flag --localpair which performs a more accurate alignment. The multiple alignment is

then the input for FastTreeMP v 2.1 which infers approximately-maximum-likelihood phyloge-

netic trees with a GTR+CAT model, where the command is run with the parameters -nt -gtr

-boot 1000 (Price et al., 2009).

The whole process (i.e. BLAST search, MAFFT alignment and tree construction) usually takes

between 1 and 5 minutes.

In case the second input option was used (up to 500 DNA sequences), PhyloPrimer will directly

run a MAFFT alignment on the uploaded sequences and then construct a tree with FastTree

with the same command parameters showed above. Whereas if the newick tree was uploaded,

PhyloPrimer directly plots the tree.

The dynamic tree can be used for the dynamic exploration of the user and the GenBank se-

quences (in case the user uploaded the data in the first input area). Any node can be clicked to

select/deselect the terminal leaves which report the sequence header and, where available, the

sequence taxonomy. The selected sequences will appear blue-highlighted. Taxonomy rank infor-

mation can be changed by the the apposite buttons (e.g. Genus, Family, Order, etc). Details

on the sequence of the BLAST search can be visualized by hovering on the terminal nodes. The

user sequences are reported in the tree in bold red characters (Figure 2.3). The phylogenetic tree

is followed by a table reporting the correspondences between the PhyloPrimer name (reported

in the tree) and the user original name. If PhyloPrimer found clusters composed by more than

four identical sequences, it will group their entries together and will include the cluster details

in a table reporting the cluster name, the number of sequences clustered together, the sequence

headers and taxonomy information at the species level.

Once the sequences of interest have been selected from the tree, the button Create Consensus will

trigger the consensus sequence calculation. If all the sequences were selected from the tree, only

one consensus (i.e. positive consensus) is calculated. On the contrary, if only certain sequences

were selected, two consensus sequences are calculated. The positive consensus is calculated by

only the sequences that were selected by the dynamic tree and the negative consensus by the

sequences that were not selected. All the oligos will be designed uniquely on the positive con-

sensus. The negative will be only used to look for and maximize primer differences between the

two consensus sequences. (Figure 2.4).

Once constructed, PhyloPrimer reports the consensus sequence and calculates how many degen-
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Figure 2.3: Screenshot of the dynamic tree that can be visualized in the Dynamic Selection page.
The represented tree was constructed uploading 5 sequences coding for the gene methyl coenzyme M
reductase (bold red). The selected entries (highlighted in light blue) in the dynamic tree correspond
all to sequences assigned to the genus Methanocorpusculum. PhyloPrimer will construct the consensus
sequence for the oligo design considering only the four sequences highlighted in the dynamic tree. The
different elements are a) taxonomy buttons, b) zoom bar, c) information box related to the hovered
terminal node, d) scale bar and e) node select/deselect buttons.

erate bases were included in the positive consensus and will suggest the maximum number of

degenerate bases to include in the oligo sequence (this is an oligo design parameter that can be

set in the oligo pages): it will suggest to allow 3 degenerate bases in the oligo sequence if more

than the 20% of the consensus is constituted by degenerate bases, 2 bases if the degenerate bases

are more than 10%, otherwise PhyloPrimer will suggest 1. If more than the 20% of the bases

in the positive consensus were degenerate bases, PhyloPrimer will report a warning saying that

the user may have to design several oligo assays in order to target all the selected sequences

(selecting fewer sequences from the different tree clusters). This may happen when the selected

sequences do not have a conserved region (more details in Section 2.2.2).

2.2.1.2 Premade Selection

The Premade Selection page is used when the user has already selected the sequences Phy-

loPrimer must use for the consensus sequence calculation and the oligo design. Therefore no
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A
user 

selection
PhyloPrimer will design 
specific oligos for the 
sequences lacZ_1, 
lacZ_2 and lacz_3 all 
belonging to the genus 
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lacZ_1 E. coli
lacZ_2 E. faecalis
lacZ_3 E. albertii

lacZ_4 K. pneumoniae
lacZ_5 K. pasteurii
lacZ_6 K. planticola
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Target sequences: lacZ_1, lacZ_2 and lacZ_3

NEGATIVE 
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Target sequences: all excluded lacZ_1, lacZ_2 and lacZ_3
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3
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5
5

OLIGOS

DIFFERING 
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1. Multiple alignment and consensus calculation 
2. Consensus comparison
3. Oligo design
4. Differing base identification
5. Specific oligo selection

lacZ_1

lacZ_2

lacZ_3

lacZ_4

lacZ_5

lacZ_6

ARGCWGGAAVYCCATGTAAAAAATGTGGARRWGARCTWAAAAAAATAGAA
ATGMRGGARRAMMMTGY---VWVTGYGGWGRRRHWYTHRMRBCMRWWSAH

GTDGATTTTTGGAAT---GAYAAAAAATACAC------CTAYAA
RYHGAYTTYKKRDMKSYRGRWAKAWWMGADVMKSTSARRSSHRM

ARGCWGGAAVYCCATGTAAAAAATGTGGARRWGARCTWAAAAAAATAGAA
GTDGATTTTTGGAATGAYAAAAAATACACCTAYAA

MARKED POSITIVE 
CONSENSUS

C
POSITIVE CONSENSUS

NEGATIVE CONSENSUS

POSITIVE CONSENSUS
NEGATIVE CONSENSUS

Figure 2.4: PhyloPrimer positive and negative consensus workflow. In the Dynamic Selection mode, the
consensus design starts with the selection of DNA sequences on the phylogenetic tree (A). Successively,
the selected sequences (i.e. lacZ 1, lacZ 2 and lacZ 3) are used to construct the positive consensus and the
others are used to calculate the negative consensus (i.e. lacZ 4, lacZ 5 and lacZ 6). The two consensus
sequences are compared, positive consensus areas with differing bases are identified and oligos specific
to that area are selected (B). In any consensus visualization of the consensus sequence PhyloPrimer is
then going to report only the positive consensus with marked letters where differing with the negative
sequence (C). The base color code is as follows: red letters indicate positions where the two sequences
presented differing bases, blue letters indicate positions where there are bases on the positive consensus
but gaps in the negative and bold letters flank regions where there were gaps on the positive consensus
but bases on the negative consensus. A degenerate base is marked as differing only if that base does not
contain the correspondent base of the negative consensus.
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dynamic tree visualization is available through this page as there is no need to explore closely

related sequences. The three possible inputs are either up to 1500 DNA sequences, up to 1500

DNA alignments or a consensus sequence (Figure 2.2B).

As in the Dynamic Selection page, all the inputs will be first checked to have the correct format.

In case more than one DNA sequence was uploaded, PhyloPrimer will first align all the DNA

sequences with MAFFT (using the same commands reported in the previous section). Consec-

utively it will calculate a consensus sequence that will then be used for the oligo design. In case

alignment sequences were uploaded, PhyloPrimer will construct a consensus sequence from them

(Figure 2.2B). In case a consensus sequence was uploaded, it will directly be used for the oligo

design.

In the case on the Premade Selection workflow PhyloPrimer will have only one consensus se-

quence (i.e. positive consensus) as no negative reference sequences are present as in the case of

the phylogenetic tree. As in the last page, the consensus sequence will be printed on the page

and a maximum number of degenerate bases will be suggested for the oligo design.

2.2.1.3 Oligo Check

The Oligo Check page only allows the input of oligo sequences that the user wants to be checked

from PhyloPrimer (Figure 2.2C). The oligos will be checked for secondary structures, melting

temperature and in silico PCR targeted organisms. These are the same checks that the oligos

designed by PhyloPrimer undergo. The oligos can be uploaded as a maximum of 100 primer

pairs, primer pair/probe assays or single oligos. It is possible to customize parameters that

will be used for the melting temperature and secondary structure calculation and in silico PCR

taxonomy tests.

2.2.1.4 Oligo pages

At this point all the user inputs have already been uploaded and the positive consensus (and

negative if needed) has already been constructed by, or imported to, PhyloPrimer. Depending

on which kind of oligos must be designed, I devised three different web pages: Primer Design,

Primer and Probe Design and Single Oligo Design. From these the user can customize specific

oligo and PCR parameters essential to a successful oligo design. Each of the oligo page is

structured in the same way:

• The first section asks the user for a job ID and the email address. The latter is the only

mandatory field as all the results will be received by email. All the results and sensible

information (i.e. email address) will be stored on the server for one month and then deleted
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permanently.

• The second section allows to set oligo specific characteristics such as oligo length, oligo

melting temperature, homopolymer length (i.e. maximum number of same-base repeat),

GC content range or maximum number of allowed degenerate bases in the oligo sequence.

• The third section considers oligo pair parameters (e.g. primer pairs) such as the amplicon

size or annealing temperature (not present in the Single Oligo Design page).

• In the forth section PhyloPrimer reports the positive consensus sequence that will be used

for the oligo design. In case only the positive consensus exists, all the consensus bases will

be black. If also a negative consensus was calculated, the bases will have different colors

in relation to how the bases of the two consensus sequences differ at each position. All the

gaps are removed from the positive consensus. The two bases surrounding an area where a

gap region was present in the positive consensus but not in the negative are marked with

bold characters. Vice-versa, any positive consensus base corresponding to a gap on the

negative consensus is colored with blue. Where, for a certain position, the base between the

two consensuses differs, that base is reported in red (Figure 2.4C). The user can highlight

on the consensus sequence one area per oligo and PhyloPrimer will design the oligo only in

the indicated area. This will shorten the analyses but may lead to a reduced oligo choice

as it will reduce the area that the software will span for the research of optimal oligos.

• In this section the user can upload nucleotide sequences that PhyloPrimer must use to

perform an in silico PCR and check the oligo specificity. This BLAST search will be

performed on the side of the main one which is performed against a modified version of

the GenBank database (more information in Section 2.2.5).

• The user can also set up the hairpin, self-dimer, and cross-dimer minimum allowed ∆G to

avoid the formation of secondary structure during the PCR.

• The user can change the monovalent (e.g. Na+ and K+), Mg2+, oligo and dNTP con-

centration, and PCR elongation temperature to reflect the PCR conditions specific to the

used polymerase and PCR protocol. The more precise are these values the more precisely

PhyloPrimer can predict melting temperature and secondary structure formation.

• PhyloPrimer only reports the 100 best oligo assays in the result page. This section reports

several criteria that, if selected, PhyloPrimer uses to score the oligo assays and therefore to

select the ones to report in the result page. Scoring points can be assigned to oligos with

a Tm difference between the forward and reverse primers lower than 1 oC, oligos that have

∆G values higher than -1 kcal mol-1 and no degenerate bases in their sequence. Taxonomic
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specificity can be increased by selecting whether the oligos must be specific at the species,

genus or higher taxonomic level in reference to the sequences that were selected in the

dynamic tree; or also by giving extra scoring points to oligos that fall where there are

differing bases between the positive and negative consensus, especially if they are at the 3’

oligo end.

This page uses GDPR cookies to memorize the user preferences and speed up the parameter

selection.

Once all the necessary parameters have been customized, PhyloPrimer shows the submission

page and starts the oligo design and check on the server side. If the Dynamic Selection modality

was used, the user is also given the possibility to go back to the initial tree and select more

clusters from the same exact tree. In this way it is possible to construct multiple oligos, one (or

more) for each tree cluster. This approach can also be used to try out different oligo parameters

for the same cluster and sequences. Especially when a gene is very diversified, it may indeed be

necessary to design multiple primers to tackle all the diversity.

2.2.1.5 Result page

When PhyloPrimer terminates the oligo design and check, it automatically sends the user a link

to a result page. This page is divided into two main sections: on the left of the page there

is the Oligo List which reports the 100 oligo assays considered the best by the PhyloPrimer

scoring system. The oligo assay can be either represented by a primer pair, a primer pair plus

a probe or a single oligo, depending on what was requested by the user. If the list shows oligos

that were designed by PhyloPrimer all the oligo sequences will be preceded by F, R, P or O

if the oligo is a forward primer, reverse primer, probe or a single oligo, respectively, then by

a number which is the oligo position and, separated by a line, the oligo length (e.g. F57-18-

TAGACGGGCTGACGTATG: this is a forward primer which 5’ end is at the 57 bases on the

consensus and it is 18 bases long). All the reported positions are intended as the positions at

the 5’ oligo end. If the oligos were only checked and not designed by PhyloPrimer, they will be

reported with a sequence name only if it was provided by the user. The Oligo List also presents

a search window that can be use for highlighting the oligos that reflect different criteria: melting

temperature between a certain range, oligo length and taxonomy (at species and genus level)

correspondent to the GenBank sequences that matched against all the oligos of an oligo assay.

On the right side of the page is all the information regarding the oligos that have been selected

from the Oligo List. The information is organized into different pages: Specifics, ∆G, GenBank

BLAST, Your BLAST (if the user uploaded a fasta file for an additional BLAST check), and

Archive.
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The section Specifics first reports the consensus sequence and how oligos are positioned on it

(not present in the Oligo Check mode). In case both a positive and a negative consensus were

calculated, it reports also the differing bases between the two sequences so that the user can

visualize whether the oligos fall inside a differing region (Figure 2.4C). Oligo specifics (e.g. oligo

length, GC content and melting temperature) are also reported in a detailed table.

The ∆G section reports all the self-dimer, cross-dimer and hairpin formations that were found

for the selected oligos. The page reports in details all the oligo structures with an associated

∆G value lower than 0 kcal mol-1. More details on how the secondary structures are calculated

in Section 2.2.4.

The GenBank BLAST section reports the result of that BLAST search performed against a

modified GenBank database (more details in Section 2.2.5). If the result page is reporting

primer assays, the pie chart will report the taxonomy of the GenBank sequences aligned to both

the forward and reverse sequences. In case of primer pair/probe assays, the pie chart will show

matches that were aligned to the forward primer, reverse primers and probe together. If dealing

with single oligos, the pie chart will report all the the matches. The pie chart aims exclusively to

give an indicative idea about which organisms could be potentially targeted by a PCR and when

reading it, it must be kept in mind that species represented in the pie chart are skewed towards

species present in the PhyloPrimer sequence database. A BLAST match is considered valid if the

oligo and the GenBank sequence matched with less than two mismatches. The mismatches are

classified as external and internal mismatches. The external mismatches can not be consecutive

whereas two consecutive internal mismatches are allowed (Figure 2.5). If two or more consecutive

external mismatches or three or more mismatches are present, Phyloprimer assumes the oligo

does not anneal with the DNA template and therefore no exponential amplification would occur.

Below the pie chart there is a table reporting all the BLAST matches and some of the match

specifics. The matches are ordered by which oligos they aligned to and by the alignment quality.

The table presents the alignment characteristics for each oligo pair. PhyloPrimer reports the

external and internal mismatches, the amplicon size, the subject sequence and the alignment start

and end, plus the associated taxonomy. As in the GenBank BLAST, the Your BLAST section

reports a pie chart and a table with the BLAST results. This BLAST search was performed on

a database created by the fasta file that was uploaded by the user, therefore this page will only

be visible if the additional file was uploaded in the oligo pages.

From the Archive section, the user can download an archive with all the input files and all the

files that were outputted during the oligo design and check processes. Whereas only 100 oligo

assays are reported in the result page, the archive files report all the PhyloPrimer oligos and
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Figure 2.5: Allowed mismatches in the BLAST result where an oligo matched with a database sequence
(DB2). The latter can be either a GenBank sequence or a sequence that was uploaded by the user. The
red letters represent mismatches in the alignment.

therefore may be worth exploring to check if other suitable oligos were designed.

2.2.2 Oligo design and scoring system

PhyloPrimer uses a consensus approach for the oligo design or, in other words, it designs the

oligos from a consensus sequence. The consensus sequence can be uploaded to PhyloPrimer by

the user through the Premade Selection page or it can be calculated by PhyloPrimer itself. The

software constructs the consensus with the DNA sequences or alignments uploaded through the

Premade Selection page or with the sequences that were selected by the user on the dynamic

tree (Dynamic Selection mode). In order for PhyloPrimer to find suitable oligos, the consensus

must have one or more conserved regions, DNA regions that are in common among all the

selected/uploaded sequences. If no conserved regions were present, the consensus sequence will

be represented by long stretches of degenerate bases and the software will not be able to design

any oligo from it. There can be different reasons for this: i) the sequence selection was too broad

for the target gene family, ii) the selected sequences did not include only sequences from the

same gene family, iii) the sequences represented different DNA regions of the same gene or iv) the

studied gene family is very divergent. In general, it is more likely to have a conserved region in

the consensus when working with closely related sequences, for example, when developing oligos

for a specific species rather than for an entire gene family. However, when the aim is to develop

oligos at gene level, the presence of a conserved gene region between different organisms highly

depends on the gene sequence. It is essential to know the gene family object of the study and

to check the consensus sequence that PhyloPrimer reports. In case the consensus presents a lot
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of degeneracy, it will be necessary to adjust the maximum number of degenerate bases allowed

inside the oligo sequence in the oligo design pages. If this does not help, the design of different

oligos for different cluster of organisms should be considered.

In PhyloPrimer the conserved region of the consensus sequence is determined by the maximum

number of degenerate bases that is allowed inside the oligo sequences. For instance, if the user

sets the maximum degenerate base value to 1, PhyloPrimer will discard all the oligos that have

more than 1 degenerate base in the sequence or, in other words, won’t consider the areas of

the consensus that have an incidence of degenerate bases higher than 1 base every oligo length

(between 18-22 bp by default). For example, if the maximum degenerate base value was set to

2, PhyloPrimer would discard the oligos and therefore the consensus area that had more than 2

bases every oligo length, and so on.

PhyloPrimer will start the oligo design only once the positive consensus has been obtained. For

each possible oligo length (between 18 and 22 bases by default), the software extracts from the

consensus sequence all the possible subsequences of that length (Figure 2.6A). This first step

creates the starting pool of oligos that the following steps will check and discard if not respecting

all the design parameters. The first check step discards by default the oligos that are not unique

in the consensus sequence, that have homopolymer repetition longer than 3 bases, dinucleotide

repetition longer than 6 bases, a GC content lower than 40% or higher than 60%, and will check

and discard the oligos that do not have between 2 and 4 Gs/Cs in the last 5 bases of 3’ oligo

end (GC clamp). PhyloPrimer will also check if the oligos have a higher number of degenerate

bases than the limit and that only the correct degenerate bases are present (all except from N

by default). The default number of degenerate bases is set by PhyloPrimer in relation to how

many degenerate bases were found inside the consensus sequence but can be changed by the user

(Figure 2.6B).

PhyloPrimer then calculates the reverse complement of all the oligos and considers the original

oligos as putative forward primers and the oligo reverse complements as putative reverse primers

(Figure 2.6C). All the forward and reverse primers are progressively checked to have a valid

melting temperature (between 54 oC and 64 oC by default) and, in case the presence of degenerate

bases is allowed, not to have degenerate bases in the last 5 bases of the 5’ oligo end and last 2

bases of the 3’ end oligo tails (by default). The software also checks for the presence of self-dimer

and hairpin secondary structures and discards any oligos with a secondary structure associated

to a ∆G value lower than -5 and -3 kcal mol-1, respectively (Figure 2.6D). If the primers had

values that reflected the set criteria, PhyloPrimer uses them for finding suitable primer pairs

(Figure 2.6E). The primer pairs are first selected considering the distance between their 5’ ends

on the consensus (between 200 and 600 bases by default). All the suitable primer pairs are then
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oligo design oligo check oligo scoringProcesses

For each possible oligo length, the consensus is chopped into n oligos with a +1 shift

Create primer pairs

PhyloPrimer assign points to each primer pair following this criteria:
• Differing bases in the second to last base at the 3’ end: +10.
• Differing bases in the last base at the 3’ end: +20.
• Differing bases in the rest of the oligo sequence: +2.
• Tm difference between forward and reverse primers is lower than 1: +1.
• The △G is higher than 1 kcal mol-1: +1 (for each type of secondary structure).
• Degenerate bases: -2 if R, Y, S, W, K and M, -3 if B, D, H and V and -4 if N.

The first best 500* primer pairs are checked with a BLAST search against the 
GenBank database.

The first 100 primer pairs are retrieved and visualized in the result page

• Homopolymers
• Dinucleotide repetitions
• Degeneracy
• GC%
• Uniqueness in the consensus

All the oligos are checked for:

All the oligos are converted into their reverse complement

Forward primer = oligo Reverse primer = reverse 
complement of the oligo

• Ta
• Tm difference between forward and reverse primers
• Cross dimer △G

All the primer pairs are checked for:

• Species that was selected in the dynamic tree: +5.
• Species** that was selected in the dynamic tree and has been found for the first 

time: +20.
• Species** there was not selected in dynamic tree: -40.

The BLAST results are retrieved and the points are assigned to each primer pair as follows:

G

F

E

D

C

B

A

H

I

J

• Tm
• Degenerate bases in tails
• GC clamp
• Self dimer △G
• Hairpin △G

• Tm
• Degenerate bases in tails
• GC clamp
• Self dimer △G
• Hairpin △G

All the forward primers are checked for: All the reverse primer are checked for:

Figure 2.6: Primer design workflow where oligo design, check and scoring processes are indicated. *250
if no negative consensus was present, no differing bases between the two consensus sequences were present
or no differences were taken in consideration in the scoring system. **depending on the visualization
criteria that were selected, +20 and -40 points are assigned if the different oligos were BLASTed against
GenBank entries belonged to genera, families, orders, classes, phyla and domains that were attributed
to the sequences selected from the phylogenetic tree.
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checked for the presence of cross-dimer formations and discarded if the ∆G values are lower

than -5 kcal mol-1. Furthermore the primer pairs are also discarded if the melting temperature

difference between forward and reverse primers is higher than 5 oC or the annealing temperature

does not range between 50 oC and 60 oC (Figure 2.6F).

At this point, all the remaining primer pairs have all the requirements that were set by the

user through the oligo pages. All the following steps aim to retrieve the best primer pairs that

will be visualized in the result page. This is achieved assigning points to each primer pair as

follows: 1 point is assigned to the primer pair if the melting temperature of the forward and

reverse primers differed for less than 1 oC, for each secondary structure 1 point is assigned if the

∆G value is higher than -1 kcal mol-1. Moreover, 20 points if a base polymorphic between the

positive and the negative consensus is present in the last base of the 3’ end and 10 points if it

is present in the second to last position of the oligo 3’ end, two points are also assigned for each

base difference between the positive and the negative consensus (Figure 2.6G).

PhyloPrimer then selects the first 500 primer pairs that scored the highest points according to

the scoring system (Figure 2.6H). The oligos belonging to those first 500 primer pairs will be

BLASTed against the GenBank database. PhyloPrimer then checks the BLAST results and

considers only the BLAST matches that were matched by both the forward and the reverse

primers of a primer pairs, if that sequence belongs to one of the species that were selected from

the dynamic tree, PhyloPrimer assigns 10 points to the primer pair, if the species was not among

the selected species it will deduct 40 points and every time there is a new correct species is going

to add 20 points to the total. By default, PhyloPrimer will not assign more points to primers that

belong to the same genus (or higher ranks) of the selected tree entries. But if these visualization

parameters are checked, PhyloPrimer will assign 20 points to the entries that belong to the same

taxonomy and deduct 40 to those that do not. This is for facilitating the design of oligos that

are specific for a specific genus (or higher taxonomic group) rather than only specific to certain

species. In case an additional file was uploaded by the user for an additional BLAST check,

PhyloPrimer will also BLAST all the oligos against that database but the outcome will not be

object of the scoring system (Figure 2.6I).

The described scoring criteria are all active by default but any of those can be deselected by the

user on the Oligo Design page. PhyloPrimer then selects the first 100 primer pairs and these

primer pairs will be the ones showed in the last result page (Figure 2.6J). When degenerate

bases are present inside the oligo sequences, the melting temperature and the GC content are

calculated as the mean of these values in each of the possible oligo.

Above I described only the process for the design of primer pairs. The workflow to design single
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oligos is similar except from the oligo pairs’ formation which is not performed. The workflow to

design primer pair/probe assays presents the following modifications:

• PhyloPrimer also designs the probe. The latter is designed with the same process as for

the forward primer in case it is an anti-sense probe, as for the reverse primers in case it is a

sense probe or as for both the primers if the binding DNA template strand is not specified.

• Probe sequences with a guanine in the last base of the 5’ end are discarded.

• During the process of creating the primer pairs, PhyloPrimer looks for a probe that falls

inside a consensus region between the two primers.

• The primer pair/probe assays are checked for the melting temperature difference between

the probe and the primers. The assay is discarded if the difference between the melting

temperature of the probe and the one of the primers (the average between forward and

reverse primers) is lower than 10 oC (by default).

Finally, in the Oligo Check mode, PhyloPrimer performs the in silico PCR tests and the same

oligo checks that are performed in the other modes (Figure 2.6D and F), varying in relation to

which kind of oligo was uploaded by the user.

2.2.3 Consensus calculation

The consensus is a nucleotide sequence calculated from alignment sequences and reports the most

frequent base for each alignment position (Figure 2.7A). PhyloPrimer constructs the consensus

sequence with a custom script. The software goes through the alignment position by position

(column by column) and for each position looks at the base composition for all the alignments.

For each position, 1 point is assigned to each A, C, G, T or gap (- or .) that is found. When

there are degenerate bases in the alignment sequences, fractioned points are assigned to the

correspondent bases of the degenerate base (according to the IUPAC nucleotide code). For

instance, if the degenerate base N is present, 1/4 point is assigned to A, 1/4 to C, 1/4 to T and

1/4 to G; in case of a B, 1/3 is assigned to G, 1/3 to C and 1/3 to T; if S is present 1/2 point

is assigned to C and 1/2 to G. Once the software knows the frequency of each of the four base

(and the gap) at all the positions, it determines which base to assign to each position following

the criteria illustrated in Figure 2.7B. For example, if for a certain position, 50% or more of

the alignment sequences had a gap, a gap will be reported in the consensus, if one of the bases

represents the 20% or more and each of the other less than 20%, that position will be assigned to

that letter. If there are more than two bases present with 20% or more abundance, that position

will be assigned to the corresponding degenerate base.
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A ≥ 20 < 20 < 20 < 20
T < 20 ≥ 20 < 20 < 20
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G < 20 < 20 < 20 ≥ 20
R ≥ 20 < 20 < 20 ≥ 20
Y < 20 ≥ 20 ≥ 20 < 20
S < 20 < 20 ≥ 20 ≥ 20
W ≥ 20 ≥ 20 < 20 < 20
K < 20 ≥ 20 < 20 ≥ 20
M ≥ 20 < 20 ≥ 20 < 20
B < 20 ≥ 20 ≥ 20 ≥ 20
D ≥ 20 ≥ 20 < 20 ≥ 20
H ≥ 20 ≥ 20 ≥ 20 < 20
V ≥ 20 < 20 ≥ 20 ≥ 20
N ≥ 20 ≥ 20 ≥ 20 ≥ 20

gap ≥ 50

Consensus:

Alignment:

Figure 2.7: Consensus calculation workflow. PhyloPrimer processes the alignment sequences into a
consensus sequence (A) by assigning a base to each consensus position in relation to the base frequency
in each alignment position (B).

2.2.4 Melting temperature and ∆G secondary structures

PhyloPrimer calculates oligo melting temperatures (Tm) and secondary structure Gibbs free

energies (∆G) with the nearest-neighbor (NN) model for nucleic acids. This model predicts

the thermodynamic behavior of a DNA molecule using the thermodynamic parameters of each

nucleotide pair composing the molecule itself. Both the Tm and the ∆G calculation rely on the

use of the thermodynamics parameters enthalpy (∆H) and entropy (∆S). These parameters were

derived from calorimetry and spectroscopic experiments of DNA duplexes for nucleotide base

pair motives (SantaLucia and Hicks, 2004), internal mismatches (Allawi and Santalucia, 1997;

Allawi and SantaLucia, 1998a; Allawi and SantaLucia, 1998c; Allawi and SantaLucia, 1998b;
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Peyret et al., 1999), dangling ends (Bommarito et al., 2000) and hairpin terminal mismatches

(unpublished data). The latter were retrieved from the UNAFold database (Markham and Zuker,

2008). The ∆H and ∆S are considered temperature independent when working with nucleic acids

and are reported for 1M Na+ conditions. All the thermodynamic parameters are summarized in

Appendix 2.A.1.

The melting temperature (Tm) of a DNA molecule is the temperature in which half of the DNA is

paired with its complement and half is single stranded. The correct calculation of this parameter

is essential to the correct calculation of the PCR annealing temperature, and it is pivotal for the

qPCR probe when wanting to differentiate amplicon expression levels. PhyloPrimer calculates

Tm with the formula reported from SantaLucia and Hicks, 2004. More information on the Tm

calculation can be found in Appendix 2.A.2.

The annealing temperature, Ta, is calculated as the lowest melting temperature (if more than one

oligo is present) minus 5. This is an indicative calculation as the optimal annealing temperature

can considerably vary in relation to the polymerase that is used during the PCR.

The ∆G, or Gibbs free energy, estimates if a reaction can occur spontaneously (∆G higher than

0, exergonic reaction) or not (∆G lower than 0, endergonic reaction) and therefore indicates how

stable a particular DNA structure is at a certain temperature. In this case, ∆G represents the

quantity of energy needed to fully break a secondary structure. The lower it is (more negative),

the more stable and likely to occur the secondary structure will be and the more energy will

be required to break it. ∆G is defined as equal to the enthalpy minus the product of the

temperature times the entropy (Gibbs free energy equation). PhyloPrimer calculates the ∆G for

three different secondary structure formations: self-dimers (i.e. dimers formed within the oligo

itself), cross-dimers (i.e. dimers formed between different oligos) and hairpin loops (i.e. hairpin-

like secondary structures formed within the oligo itself). For each of these different structures,

different rules must be applied to ∆H and ∆S calculation which are then used to apply Gibbs

free energy equation (SantaLucia and Hicks, 2004). More information on ∆G calculation can be

found in Appendix 2.A.3.

Melting temperature and ∆G values obtained in this way (SantaLucia and Hicks, 2004; Gibbs

free energy equation) are valid only in 1 M Na+ condition. Because the PCR conditions can

span a wide range of different conditions, salt correction formulas must be applied to correct the

obtained values (Owczarzy et al., 2004; Owczarzy et al., 2008). Depending on the polymerase

used and the PCR protocol, Mg2+ and monovalent ions can vary considerably and rarely the

1 M Na+ condition is respected. Mg2+ can be added to the PCR reaction as MgCl2 or MgSO4, it

is a DNA polymerase co-factor and it helps the stabilization of the primer-template DNA duplex
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influencing the negative charges of the DNA backbones. Monovalent ions such as Na+ and K+

(KCl) are also used for stabilizing the DNA duplex, whereas Tris-HCl is used for stabilizing the

pH.

PhyloPrimer performs salt-correction correction with the parameters reported and customized

in the oligo pages therefore calibrating the corrections on the user specific PCR conditions. More

information on the used formulas in Appendix 2.A.4.

Worth mentioning, there are also other elements of a PCR reactions that can influence the

melting temperature and the Gibbs energy calculation such as NH4+, DMSO, dyes, glycerol,

DMSO, formamide, TMAC and betaine. For these components no correction formulas have

been proposed yet. But there are some approximation that the user can look at, such as the

one suggested by Von Ahsen et al., 2001 where it is suggested to decrease the Tm by 0.75 oC for

each volume percentage of dimethyl sulfoxide (DMSO).

When dealing with degenerate oligos, PhyloPrimer calculates melting temperature and ∆G

values for all the possible oligos. The final Tm is the average of all the calculated Tm whereas

the final ∆G is the lowest ∆G.

2.2.5 Databases

PhyloPrimer uses an external nucleotide sequence database in two points of the pipeline. The

first point is when it BLASTs the sequences uploaded in the Dynamic Selection mode to retrieve

similar sequences and construct a dynamic phylogenetic tree (DB1), and the second when it

checks the oligo specificity through in silico PCR (DB2). The two databases are different but

in both cases all the sequences are a selection of the GenBank database (Sayers et al., 2019).

Genbank is a comprehensive database composed by only nucleotide sequences annotated by

the users and a curated annotation pipeline. It gathers different kinds of sequences which are

also divided into different sections by taxonomy and sequence type (e.g. shotgun metagenomic

sequences, cDNA sequences, full genomes).

The first database (DB1) is constituted by GenBank sequences from EST (Expressed sequence

tags), TSA (transcriptome shotgun assembly), HTC (High-throughput cDNA), ENV (Environ-

mental samples), VRL (Viruses), PLN (Plants), PHG (Phages), BCT (Bacteria) and anno-

tated genes from the GenBank genomes (ftp://ftp.ncbi.nlm.nih.gov/genomes/genbank/). Non-

annotated genomes are reported with their entire genome sequence. The choice of reporting

annotated genomes wherever possible was made in order to give more detailed information of

the BLAST hit region to the user for the dynamic tree visualization. In DB1 entries belonging

to all the organisms except from Metazoa (kingdom) and Streptophyta (phylum) are included.
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With a custom script, the sequences were grouped together when different entries had exactly

the same nucleotide sequence and the same length, creating a non-redundant database.

The second database (DB2) comprises GenBank sequences from EST, TSA, HTC, ENV, VRL,

PLN, PHG and BCT, as DB1. However, instead of only the annotated genes, it contains

the whole genomes. This database also reports sequences belonging to Metazoa and Strep-

tophytes.

The last database update was made in June 2019. DB1 has 199,157,016 entries, whereas DB2

has 58,709,420. Once published and publicly available, the database will be regularly updated

every two months.

2.3 PhyloPrimer tests

PhyloPrimer was used by Jared Wray, a MSc student at the University of Bristol and co-

supervised by myself and Dr. Barker, to develop primers to detect organisms belonging to

the Streptococcus genus and specific Streptococcus species (Streptococcus agalactiae, Streptococ-

cus pneumoniae, Streptococcus pyogenes, Streptococcus mutans and Streptococcus mitis) from

known mock communities. I will report and comment how these primer pairs performed in the

next sections.

2.3.1 Universal genes and the rpoB gene

Prokaryotic universal genes codify for cell housekeeping functions and therefore are universally

present in the genome of all the Prokaryotes (Gil et al., 2004; Acevedo-Rocha et al., 2013).

The 16S rRNA gene is the most widely used universal gene to characterize taxonomic microbial

diversity in both environmental and biomedical studies (Mancabelli et al., 2017; Prodan et al.,

2020; Baird and Hajibabaei, 2012). This gene encodes for the 16S ribosomal RNA which is

a component of the 30S subunit of the prokaryotic ribosome. The wide use of this gene for

microbial screening studies is due to the presence of both highly conserved sequence regions

which allow the design of universal primers, and the presence of variable regions which allow the

distinction between different organisms. In Chapter 3, I amplified and sequenced this gene to

investigate diversity and differentiation of microbial communities sampled from water englacial

channels.

However, because of its high sequence conservation level, the 16S rRNA gene is not suitable

when the study aim is to target more taxon specific organisms. Other universal genes, such as

protein coding genes, show a higher sequence variability and are more suitable for more targeted

studies. The rpoB gene is a universal gene and encodes for the β-subunit of the RNA polymerase
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(Adékambi et al., 2009). This is an essential enzyme to all the transcription processes in a cell

as it accounts for the synthesis of mRNA, tRNA and rRNA. Its sequence is less conserved

across different genomes compared to the 16S rRNA gene. This makes it less suitable to design

universal primers but more suitable to design primers that can target specific organisms (Case

et al., 2007).

We therefore developed primer pairs to target different species belonging to the Streptococcus

genus focusing on the rpoB gene.

2.3.2 Mock communities and primer design

The primer pairs were designed to amplify all the organisms related to the genus Streptococcus

(PP1), and five Streptococcus species: Streptococcus agalactiae (PP2), Streptococcus pneumoniae

(PP3), Streptococcus pyogenes (PP4), Streptococcus mutans (PP5) and Streptococcus mitis (PP6)

(Table 2.1). The primer design was performed with PhyloPrimer (Dynamic Selection mode) with

default parameters with exception of melting and annealing temperature (60-75 oC), monovalent

ion concentration (0 mM), magnesium ion concentration (2.5 mM), oligo concentration (0.6 µM)

and dNTP concentration (1.2 µM). These parameters were modified accordingly to the specifics

of the polymerase used for the PCR. The primers were selected from the PhyloPrimer result

pages (see Appendix 2.B to find the links to the result pages). Figure 2.8 reports the designed

primers and their position on the consensus sequence used to design them. Furthermore, in

order to be sure the DNA was amplifiable in all the mock communities, I also used the primers

341F and 518R to amplify the 16S RNA gene as a positive control (Table 2.1) (Muyzer et al.,

1993).

The primers were tested with four mock communities: Metagenomic Control Material for Pathogen

Detection (ATCC® MSA-4000), 10 Strain Staggered Mix Genomic Material (ATCC® MSA-

1001), Skin Microbiome Genomic Mix (ATCC® MSA-1005) and ZymoBIOMICS Microbial

Community DNA Standard (D6306, Zymo Research). These communities comprise several or-

ganisms, present with different abundances and ranging a wide range of microbial diversity. In

Table 2.1: Primer specifics. All the primers were designed with PhyloPrimer web platform except
the 16S rRNA primers which were designed by Muyzer et al., 1993. *PhyloPrimer predicted amplicon
length.

Primer pair Target organisms
Primer sequence Amplicon

size*Forward Reverse

16S rRNA Bacteria CCTACGGGAGGCAGCAG GGCACAGCCTGACGTTGCAT 200
PP1 Streptococcus sp. TTGACWCGTGACCGTGCTGG GGCACAGCCTGACGTTGCAT 470
PP2 Streptococcus agalactiae GCGTCGCGAAGATGGTTCT ACCTCAGCACCAATGCGGATGA 410
PP3 Streptococcus pneumoniae AGCTTGCTTGTRGCTCGCTT CTCAGTCACAACGGCTGCATCG 270
PP4 Streptococcus pyogenes CAGTTGCACAGGCCAATTCGA GTGAGCCATCTTGACGACGGAT 380
PP5 Streptococcus mutans GCGAGCGTCTTGTCAAGGAT ACCACCAAGCGGCTGTTGA 870
PP6 Streptococcus mitis ACATGCAACGTCAGGCTGT AGTACGAGCAGCCATACCAAGG 1000
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Figure 2.8: Primer position on the consensus sequence as visualized on the PhyloPrimer result pages
for the different primer pairs (PP1, PP2, PP3, PP4, PP5 and PP6). The base color code is as follows: red
letters indicate that at that positions the two sequences presented differing bases, blue letters indicate
positions where there are bases on the positive consensus but gaps in the negative and bold letters
flank regions where there were gaps on the positive consensus but bases on the negative consensus. A
degenerate base is marked as differing only if that base does not contain the correspondent base of the
negative consensus.

the following tests they will be called community A, B, C and D, respectively (Table 2.2).

Each mock community DNA was used as template for the PCR amplification using the primers

16S rRNA and the PhyloPrimer developed primer pairs (PP1, PP2, PP3, PP4, PP5 and PP6).

The 25 µL PCR solution consisted in 12.5 µL for 2x KAPA HiFi Hot Start ReadyMix polymerase

(KAPA BIOSYSTEMS), 1.5 µL of 5 µM forward primer, 1.5 µL of 5 µM reverse primer, between

1-3 µL of template DNA (corresponding to 4 ng of DNA) and nuclease-free water up to volume.

Additionally to the mock community samples, each PCR reaction was also run with a negative
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control where the template DNA was substituted with nuclease-free water. The PCR conditions

were as follows: 95 oC for 3 minutes, 25 cycles of 98 oC for 20 seconds, 64 oC for 15 seconds and

72 oC for 20 second, and a final extension of 72 oC for 1 minute. The annealing temperature of

64 oC was used for all the primer pairs PP1, PP2, PP4, PP5 and PP6, whereas I used 65 oC for

P3 and 62 oC for the 16S rRNA primers.

For each sample, 6 µL of PCR product was then run with 2 µL of gel loading buffer (NEB) on

1.5% w/v horizontal agarose gel (0.5 mg ethidium bromide ml-1) in 1x TEA buffer (Tris acetate

EDTA) and run for 30 minutes at 120 mV (Bio-Rad PowerPac 300, Bio-Rad Laboratories). Gel

pictures were visualized under UV light and captured with GelDoc-ItTS2 Imager (UVP). No

bands were showed in any of the negative control lanes. GelPilot 100 bp Plus Ladder (QIAGEN,

Hilden, Germany) was run for amplicon size comparison.

Table 2.2: Mock microbial composition for the communities A, B, C and D where community A
corresponds ATCC® MSA-4000, B to ATCC® MSA-1001, C to ATCC® MSA-1005 and D to the
ZyMO community.

Species
Relative abundance (%)

A B C D

Acinetobacter baumannii 0.10 - - -
Acinetobacter johnsonii - - 16.70 -

Bacillus cereus - 4.48 - -
Bacillus subtilis - - - 12.00

Bifidobacterium adolescentis - 0.04 - -
Clostridium beijerinckii - 0.45 - -

Corynebacterium striatum - - 16.70 -
Cryptococcus neoformans - - 2.00

Cutibacterium acnes - - 16.70 -
Deinococcus radiodurans - 0.04 - -

Enterococcus faecalis 0.70 0.04 12.00
Escherichia coli 1.40 4.48 - 12.00

Klebsiella pneumoniae 14.40 - - -
Lactobacillus fermentum - - - 12.00

Lactobacillus gasseri - 0.45 - -
Listeria monocytogenes - - - 12.00

Micrococcus luteus - - 16.70 -
Neisseria meningitidis 28.90 - - -

Pseudomonas aeruginosa 0.30 - - 12.00
Rhodobacter sphaeroides - 44.78 - -
Saccharomyces cerevisiae - - - 2.00

Salmonella enterica - - - 12.00
Staphylococcus aureus 15.10 - - 12.00

Staphylococcus epidermidis - 44.78 16.70 -
Streptococcus agalactiae 2.90 - - -

Streptococcus mitis - - 16.70 -
Streptococcus mutans - 0.45 - -

Streptococcus pneumoniae 28.90 - - -
Streptococcus pyogenes 7.20 - - -
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Figure 2.9: Agarose gel pictures of the PCR products amplified with the 16S rRNA primers and the
PhyloPrimer designed primer (PP1, PP2, PP3, PP4, PP5 and PP6) on the mock community A, B, C
and D. The white star marks the non-specific band found in community A for the primer PP6. All the
other primer pairs amplified only the expected communities and no false negatives occurred.

2.3.3 Test results

The 16S rRNA gene was amplified in all the four communities showing that all the DNA commu-

nities had amplifiable microbial DNA (Figure 2.9). The primer pair PP1 which was specific for

the Streptococcus genus amplified same length amplicons (about 500 bp) in all the communities

except from community D where no Streptococcus species were present (Table 2.2). Primers

PP2, PP3 and PP4 which targeted respectively S. agalactiae, S. pneumoniae and S. pyogenes

showed PCR products only in community A which was the only community that contained these

organisms. The amplicon size also reflected that predicted by PhyloPrimer being around 480,

300 and 400 bp for primer PP2, PP3 and PP4, respectively. The primer pair PP5 only amplified
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in the community B which was the only one containing S. mutans. Finally, the primer pair PP6,

specific for S. mitis, showed same length bands (around 1000 bp) in both community A and C.

Community A did not contain S. mitis and therefore species specificity was not achieved with

this primer pair. When checked with primer-BLAST (Ye et al., 2012), an in silico PCR tool,

the primer pair also targeted other Streptococcus species such as S. agalactiae and S. pyogenes

which are present in community A (Table 2.2). Figure 2.8 shows that the primer pair PP6 was

the only one without differing bases between positive and negative consensus inside its forward

and reverse primer sequences. The complete sequence of the consensus sequence has a total

of 8 differing bases and can be found at the S. mitis PhyloPrimer result page (see Appendix

2.B).

2.4 Discussion

The development of taxonomic specific primers is essential to many environmental and biomed-

ical biomonitoring and detection studies (e.g. Song et al., 2000; Liu et al., 2003; Ai et al., 2019;

Santos et al., 2020) where the recent COVID-19 pandemic is a perfect example of how impor-

tant is the design of species-specific primers to detect a specific organism of interest (Park et al.,

2020). I developed PhyloPrimer, an automated platform that integrates a new pipeline which

aims to design taxonomic-specific oligos and tests them for secondary structures and target

specificity.

We developed and tested six different primer pairs to target Streptococcus at both genus and

species level (i.e. S. agalacitae, S. pneumoniae, S. pyogenes, S. mutants and S. mitis). When

tested on four mock communities, five primer pairs out of six (PP1, PP2, PP3, PP4 and PP5)

showed specificity to the target organisms and the correct predicted amplicon length (Table 2.1

and Figure 2.9). The primer pair PP6, designed to target S. mitis, showed an non-specific band

in community A which did not contain that organism. This band was probably due to PP6

targeting also other Streptococcus species present in community A (Table 2.2). In silico PCR

performed by primer-BLAST showed how the primer pair PP6 also targets S. agalactiae and

S. pyogenes. This software relies on the updated and comprehensive NCBI database to check

for PCR targeted organisms. Whereas, PhyloPrimer also relies on NCBI sequence database,

its database is not up-to-date with the NCBI online version. At the time of the Streptococcus

primer design, the PhyloPrimer database was updated to June 2019. The sequences targeted

by PP6 in the primer-BLAST in silico PCR were all added to the NCBI dataset starting from

June 2019, after the last PhyloPrimer database update and therefore were not present in the

database. Most of the S. pyogenes and S. agalactiae sequences were added to the NCBI dataset

from different unpublished projects, and extensive sequencing and analyses of clinically relevant
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organisms (Davies et al., 2019; Baines et al., 2019).

This result shows how quickly the information present in publicly available databases has in-

creased and will further increase in the future, especially for clinically relevant organisms (Selzer

et al., 2018). This sets the necessity to regularly update PhyloPrimer databases once the soft-

ware will be made publicly available.

In our case, the presence of these new S. pyogenes and S. agalactiae sequences in the PhyloPrimer

database would have allowed a more complete dynamic tree construction and the calculation of

positive and negative consensus reporting more differing bases between their sequences. A bet-

ter characterization of the differing areas between positive and negative consensus allows a more

informed oligo selection thanks to the PhyloPrimer oligo scoring system where more points are

given to oligos falling inside diversified areas between the two consensus sequences (Figure 2.4

and Figure 2.6). The consensus calculated for the design of PP6 had only 8 differing bases

and no primers were designed in those areas because the oligos did not satisfied other design

requirements (e.g. melting temperature). The fact that the only primer pair that did not fall

inside differing regions (Figure 2.8) was the only one with non-specific results highlights how the

PhyloPrimer positive-negative consensus approach is effective for the design of specific primers.

Furthermore, if these new sequences were in the database, a more complete taxonomy profiling

of the targeted sequences would have appeared in the pie chart, leading to an easier exclusion

on these oligos by the user.

PhyloPrimer performed well with different organism and gene settings and showed overall good

results when tested on the mock communities. However, the software also comes with some

limitations. For example, it was designed with microbial communities in mind. Therefore it is

not suitable for the design of eukaryotic oligos as it does not deal with intron and exon regions

and the database used for the tree construction is built only with microbial sequences (i.e. all

the organisms except from Metazoa and Streptophyta). Also, PhyloPrimer does not design

degenerate oligos specifically. PhyloPrimer uses a consensus approach and it designs the oligos

from a consensus sequence calculated from a DNA alignment. Therefore it will not introduce

degeneracy on purpose and will design oligos containing degenerate bases only if present in the

consensus sequence and if necessary to the design of suitable oligos. PhyloPrimer run time is also

quite long, sometimes being over an hour when it is dealing with long consensus sequences.

The PhyloPrimer platform is a semi-automated and user-friendly pipeline to go from sequence

selection to designed and in silico tested oligos. I am confident that this tool could really help

with oligo design of complex environmental communities speeding up and providing a solid and

reproducible pipeline for the oligo design and in silico tests. In particular, the tool is being
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tested further by HYDREKA ENOVEO where they will be able to apply it to real environmen-

tal communities and to design taxon-specific oligos for their biomonitoring and bioremediation

projects.

2.5 Conclusion

I developed PhyloPrimer, an online platform for the design and the in silico test of microbial

oligos. Thanks to its unique approach to increase oligo taxon-specificity (i.e. positive and

negative consensus comparison), the software is particularly adapted to design species-specific

oligos that can be used in monitoring and detection studies. The software received positive

feedback and performed well on mock microbial communities. It is publicly available at www.

cerealsdb.uk.net/cerealgenomics/phyloprimer.
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Appendix

2.A Thermodynamics calculation formulas and application

2.A.1 Tables for the thermodynamics calculation

Table A2.1: ∆H and ∆S values for NN base pairs (A), internal mismatches (B) and dangling ends
(C).

A NN pairs
∆H

(kcal mol-1)
∆S

(cal K-1 mol-1)
B NN pairs

∆H
(kcal mol-1)

∆S
(cal K-1 mol-1)

AA TT -7.6 -21.3 AA TA 1.2 1.7
AT TA -7.2 -20.4 CA GA -0.9 -4.2
TA AT -7.2 -21.3 GA CA -2.9 -9.8
CA GT -8.5 -22.7 TA AA 4.7 12.9
GT CA -8.4 -22.4 AC TC 0.0 -4.4
CT GA -7.8 -21.0 CC GC -1.5 -7.2
GA CT -8.2 -22.2 GC CC 3.6 8.9
CG GC -10.6 -27.2 TC AC 6.1 16.4
GG CC -8.0 -19.9 AG TG -3.1 -9.5

initiation 0.2 -5.7 CG GG -4.9 -15.3
terminal A T 2.2 6.9 GG CG -6.0 -15.8

symmetry 0.0 -1.4 TG AG 1.6 3.6

AT TT -2.7 -10.8

C
Dangling ends

∆H ∆S CT GT -5.0 -15.8
(kcal mol-1) (cal K-1 mol-1) GT CT -2.2 -8.4

AA XT 0.2 2.3 TT AT 0.2 -1.5
AC XG -6.3 -17.1 AG TT 1.0 0.9
AG XC -3.7 -10.0 AT TG -2.5 -8.3
AT XA -2.9 -7.6 CG GT -4.1 -11.7
CA XT 0.6 3.3 CT GG -2.8 -8.0
CC XG -4.4 -12.6 GG CT 3.3 10.4
CG XC -4.0 -11.9 GT CG -4.4 -12.3
CT XA -4.1 -13.0 TG AT -0.1 -1.7
GA XT -1.1 -1.6 TT AG -1.3 -5.3
GC XG -5.1 -14.0 AA TC 2.3 4.6
GG XC -3.9 -10.9 AC TA 5.3 14.6
GT XA -4.2 -15.0 CA GC 1.9 3.7
TA XT -6.9 -20.0 CC GA 0.6 -0.6
TC XG -4.0 -10.9 GA CC 5.2 14.2
TG XC -4.9 -13.8 GC CA -0.7 -3.8
TT XA -0.2 -0.5 TA AC 3.4 8.0
XA AT -0.7 -0.8 TC AA 7.6 20.2
XC AG -2.1 -3.9 AA TG -0.6 -2.3
XG AC -5.9 -16.5 AG TA -0.7 -2.3
XT AA -0.5 -1.1 CA GG -0.7 -2.3
XA CT 4.4 14.9 CG GA -4.0 -13.2
XC CG -0.2 -0.1 GA CG -0.6 -1.0
XG CC -2.6 -7.4 GG CA 0.5 3.2
XT CA 4.7 14.2 TA AG 0.7 0.7
XA GT -1.6 -3.6 TG AA 3.0 7.4
XC GG -3.9 -11.2 AC TT 0.7 0.2
XG GC -3.2 -10.4 AT TC -1.2 -6.2
XT GA -4.1 -13.1 CC GT -0.8 -4.5
XA TT 2.9 10.4 CT GC -1.5 -6.1
XC TG -4.4 -13.1 GC CT 2.3 5.4
XG TC -5.2 -15.0 GT CC 5.2 13.5
XT TA -3.8 -12.6 TC AT 1.2 0.7

TT AC 1.0 0.7
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Table A2.2: ∆H and ∆S values for loop-length correction (A), tri-loop bonus (B) and tetra-loop bonus
(C).

A
Loop length

∆H ∆S C
Tetra-loops

∆H ∆S
Tetra-loops

∆H ∆S

(kcal
mol-1)

(cal K-1

mol-1)
(kcal

mol-1)
(cal K-1

mol-1)
(kcal

mol-1)
(cal K-1

mol-1)

3 0.0 -11.3 AAAAAT 0.5 -0.6 GAAAAT 0.5 -3.2
4 0.0 -11.3 AAAACT 0.7 1.6 GAAACT 1.0 0.0
5 0.0 -10.6 AAACAT 1.0 1.6 GAACAT 1.0 0.0
6 0.0 -12.9 ACTTGT 0.0 4.2 GCTTGT 0.0 1.6
7 0.0 -13.5 AGAAAT -1.1 1.6 GGAAAT -1.1 0.0
8 0.0 -13.9 AGAGAT -1.1 1.6 GGAGAT -1.1 0.0
9 0.0 -14.5 AGATAT -1.5 1.6 GGATAT -1.6 0.0
10 0.0 -14.8 AGCAAT -1.6 1.6 GGCAAT -1.6 0.0
11 0.0 -15.5 AGCGAT -1.1 1.6 GGCGAT -1.1 0.0
12 0.0 -16.1 AGCTTT 0.2 1.6 GGCTTT -0.1 0.0
13 0.0 -16.4 AGGAAT -1.1 1.6 GGGAAT -1.1 0.0
14 0.0 -16.4 AGGGAT -1.1 1.6 GGGGAT -1.1 0.0
15 0.0 -16.8 AGGGGT 0.5 0.6 GGGGGT 0.5 -1.0
16 0.0 -17.1 AGTAAT -1.6 1.6 GGTAAT -1.6 0.0
17 0.0 -17.4 AGTGAT -1.1 1.6 GGTGAT -1.1 0.0
18 0.0 -17.7 AGTTCT 0.8 1.6 GTATAT -0.5 0.0
19 0.0 -18.1 ATTCGT -0.2 1.6 GTTCGT -0.4 0.0
20 0.0 -18.4 ATTTGT 0.0 1.6 GTTTGT -0.4 0.0

ATTTTT -0.5 1.6 GTTTTT -0.5 0.0

B Tri-loops ∆H ∆S CAAAAG 0.5 -1.3 TAAAAA 0.5 0.3

(kcal
mol-1)

(cal K-1

mol-1)
CAAACG 0.7 0.0 TAAACA 0.7 1.6

AGAAT -1.5 0.0 CAACAG 1.0 0.0 TAACAA 1.0 1.6
AGCAT -1.5 0.0 CAACCG 0.0 0.0 TCTTGA 0.0 4.2
AGGAT -1.5 0.0 CCTTGG 0.0 2.6 TGAAAA -1.1 1.6
AGTAT -1.5 0.0 CGAAAG -1.1 0.0 TGAGAA -1.1 1.6
CGAAG -2.0 0.0 CGAGAG -1.1 0.0 TGATAA -1.6 1.6
CGCAG -2.0 0.0 CGATAG -1.5 0.0 TGCAAA -1.6 1.6
CGGAG -2.0 0.0 CGCAAG -1.6 0.0 TGCGAA -1.1 1.6
CGTAG -2.0 0.0 CGCGAG -1.1 0.0 TGCTTA 0.2 1.6
GGAAC -2.0 0.0 CGCTTG 0.2 0.0 TGGAAA -1.1 1.6
GGCAC -2.0 0.0 CGGAAG -1.1 0.0 TGGGAA -1.1 1.6
GGGAC -2.0 0.0 CGGGAG -1.0 0.0 TGGGGA 0.5 0.6
GGTAC -2.0 0.0 CGGGGG 0.5 -1.0 TGTAAA -1.6 1.6
TGAAA -1.5 0.0 CGTAAG -1.6 0.0 TGTGAA -1.1 1.6
TGCAA -1.5 0.0 CGTGAG -1.1 0.0 TGTTCA 0.8 1.6
TGGAA -1.5 0.0 CGTTCG 0.8 0.0 TTTCGA -0.2 1.6
TGTAA -1.5 0.0 CTTCGG -0.2 0.0 TTTTGA 0.0 1.6

CTTTGG 0.0 0.0 TTTTTA -0.5 1.6
CTTTTG -0.5 0.0 TAAAAG 0.5 -1.6
GAAAAC 0.5 -3.2 TAAACG 1.0 1.6
GAAACC 0.7 0.0 TAACAG 1.0 1.6
GAACAC 1.0 0.0 TCTTGG 0.0 3.2
GCTTGC 0.0 2.6 TGAAAG -1.0 1.6
GGAAAC -1.1 0.0 TGAGAG -1.0 1.6
GGAGAC -1.1 0.0 TGATAG -1.5 1.6
GGATAC -1.6 0.0 TGCAAG -1.5 1.6
GGCAAC -1.6 0.0 TGCGAG -1.0 1.6
GGCGAC -1.1 0.0 TGCTTG -0.1 1.6
GGCTTC 0.2 0.0 TGGAAG -1.0 1.6
GGGAAC -1.1 0.0 TGGGAG -1.0 1.6
GGGGAC -1.1 0.0 TGGGGG 0.5 0.6
GGGGGC 0.5 -1.0 TGTAAG -1.5 1.6
GGTAAC -1.6 0.0 TGTGAG -1.0 1.6
GGTGAC -1.1 0.0 TTTCGG -0.4 1.6
GGTTCC 0.8 0.0 TTTTAG -1.0 1.6
GTTCGC -0.2 0.0 TTTTGG -0.4 1.6
GTTTGC 0.0 0.0 TTTTTG -0.5 1.6
GTTTTC -0.5 0.0
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Table A2.3: ∆H and ∆S values for loop terminal mismatches.

NN pairs
∆H

(kcal mol-1)
∆S

(cal K-1 mol-1)
NN pairs

∆H
(kcal mol-1)

∆S
(cal K-1 mol-1)

AA TA -3.2 -8.1 GC TA 0.0 0.6
AA TC -0.9 -1.9 GC TC 0.0 0.6
AA TG -2.3 -5.8 GC TG -4.5 -11.6
AC TA -2.2 -5.2 GC TT 0.0 0.6
AC TC -0.5 -1.0 GG TA 0.0 1.6
AC TT -1.2 -2.9 GG TC -5.9 -16.1
AG TA -2.7 -6.8 GG TG 0.0 1.6
AG TG -1.3 -2.9 GG TT -2.0 -4.8
AG TT -2.9 -7.7 GT TA -3.5 -9.7
AT TC -2.8 -8.1 GT TC 0.0 0.6
AT TG -3.5 -9.7 GT TG -2.0 -4.8
AT TT -2.4 -6.4 GT TT 0.0 0.6
CA GA -2.8 -5.8 TA AA -2.7 -6.8
CA GC -2.0 -3.9 TA AC -2.6 -7.1
CA GG -3.0 -6.8 TA AG -2.4 -6.1
CC GA -2.4 -5.2 TC AA -2.6 -6.8
CC GC -1.4 -2.9 TC AC -0.5 -1.0
CC GT -2.4 -5.5 TC AT -2.7 -7.1
CG GA -5.1 -13.2 TG AA -1.9 -4.2
CG GG -2.9 -6.4 TG AG -1.5 -3.5
CG GT -2.9 -6.1 TG AT -2.3 -5.8
CT GC -3.1 -8.1 TT AC -1.4 -3.5
CT GG -5.9 -16.1 TT AG -3.7 -10
CT GT -5.3 -14.2 TT AT -2.3 -6.4
GA CA -6.0 -16.1 TA GA 0.0 1.6
GA CC -4.0 -10.6 TA GC 0.0 0.6
GA CG -3.4 -8.4 TA GG 0.0 1.6
GC CA -2.8 -5.8 TA GT -2.3 -5.8
GC CC -2.5 -6.1 TC GA 0.0 0.6
GC CT -3.3 -8.4 TC GC 0.0 0.6
GG CA -4.0 -9.7 TC GG -3.7 -9.4
GG CG -5.3 -13.9 TC GT 0.0 0.6
GG CT -3.7 -9.4 TG GA 0.0 1.6
GT CC -2.5 -6.1 TG GC -2.9 -6.1
GT CG -4.5 -11.6 TG GG 0.0 1.6
GT CT -6.1 -16.8 TG GT -2.0 -4.8
GA TA 0.0 1.6 TT GA -2.9 -7.7
GA TC 0.0 0.6 TT GC 0.0 0.6
GA TG 0.0 1.6 TT GG -2.0 -4.8
GA TT -3.7 -10.0 TT GT 0.0 0.6
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2.A.2 Melting temperature calculation

Tm is calculated with the formula reported from SantaLucia and Hicks (2004). The following

formula calculates the Tm at 1 M Na+ condition.

Tm(1 M Na+) = 1000× ∆Ho

∆So +Rln(CT

x )
(2.1)

where:

Tm(1 M Na+) = melting temperature at 1 M Na+ conditions (K).

∆Ho = enthalpy (kcal mol-1).

R = gas constant, 1.9872 (cal K-1 mol-1).

∆So = entropy (cal K-1 mol-1).

CT = total molar strand concentration (mol L-1). It is approximated to the

concentration of the oligos (forward, reverse and probe concentration). It

does not consider the template concentration because it is supposed to be

significantly lower than the oligo concentration.

x = 4 for nonself-complementary duplexes (e.g. primers ) and 1 for

self-complementary duplexes.

In order to apply the equation 2.1, we need first to calculate ∆H and ∆S which are the sum of

all the ∆H and ∆S that influence the annealing temperature of the oligos to the DNA template.

For each value, the following components are separately summed up (Figure A2.1):

• ∆H and ∆S initiation values which consider the fact that duplex initiation is not likely

to happen, the ∆G is in fact positive; marked as ∆H*1 and ∆S*1 in Figure A2.1 (Table

A2.1A).

• ∆H and ∆S terminal values in case the oligo duplex ends with an adenine or a thymine;

marked as ∆H*2 and ∆S*2 in Figure A2.1 (Table A2.1A).

• ∆H and ∆S values for all the nearest-neighbor base pairs; marked as ∆H*3 and ∆S*3 in

Figure A2.1 (Table A2.1).

Also, because of how the PCR works, the forward and the reverse primers are considered to have

a blunt-end (e.g. A G
T C ) at the 5’-end terminal and a dangling end (e.g. A

T C ; Table A2.1C) at

the 3’ terminal (Figure A2.1A-B). The probes are considered to terminate with both dangling

ends (Figure A2.1C). This is an approximation as i) for the first PCR steps the primer’s ends

terminate both in dangling ends and ii) the dangling base depends on the DNA template the

oligo anneals to. PhyloPrimer can predict the dangling ends from the consensus sequence as it
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5’-ATGACTCCTCGATCAGGTCGTGGCAGATAGTAGGCTAACGGATAGCATTGCATTGCTGACCAGTTGAGTCCAGGAT-3’
GACTGGTCAACTCAGGTC

ACTCCTCGATCAGGTCGT TAGGCTAACGGATAGCATTG
3’-TACTGAGGAGCTAGTCCAGCACCGTCTATCATCCGATTGCCTATCGTAACGTAACGACTGGTCAACTCAGGTCCTA-5’

5’-ACTCCTCGATCAGGTCGT –3’ forward primer
3’-TGAGGAGCTAGTCCAGCAC-5’ consensus

△H = △H(initiation)*1 + △H(terminal_AT)*2 + △H(AC/TG)*3 + △H(CT/GA)*3 + △H(TC/AG)*3 + △H(CC/GG)*3 + 
△H(CT/GA)*3 + △H(TC/AG)*3 + △H(CG/GC)*3 + △H(GA/CT)*3 + △H(AT/TA)*3 + △H(TC/AG)*3 + △H(CA/GT)*3 + 
△H(AG/TC)*3 + △H(GG/CC)*3 + △H(GT/CA)*3 + △H(TC/AG)*3 + △H(CG/GC)*3 + △H(GT/CA)*3 + △H(TX/AC)*3 = 
+0.2 +2.2 -8.4 -7.8 -8.2 -8 -7.8 -8.2 -10.6 -8.2 -7.2 -8.2 -8.5 -7.8 -8 -8.4 -8.2 -10.6 -8.4 
+0.6 = -139.5 kcal mol-1
△S = △S(initiation)*1 + △S(terminal_AT)*2 + △S(AC/TG)*3 + △S(CT/GA)*3 + △S(TC/AG)*3 + △S(CC/GG)*3
+ △S(CT/GA)*3 + △S(TC/AG)*3 + △S(CG/GC)*3 + △S(GA/CT)*3 + △S(AT/TA)*3 + △S(TC/AG)*3 + △S(CA/GT)*3
+ △S(AG/TC)*3 + △S(GG/CC)*3 + △S(GT/CA)*3 + △S(TC/AG)*3 + △S(CG/GC)*3 + △S(GT/CA)*3 + △S(TX/AC)*3 = 
-5.7 +6.9 -22.4 -21 -22.2 -19.9 -21 -22.2 -27.2 -22.2 -20.4 -22.2 -22.7 -21 -19.9 -22.4 -22.2 
-27.2 -22.4 +3.3 = -374 cal K-1 mol-1
Tm(1 M Na+) = 1000 x (-139.5/(-374 + 1.9872 x ln(0.000002/4))) = 346.3 K (73.1 oC)

5’-CTGGACTCAACTGGTCAG–3’ reverse primer
3’-GACCTGAGTTGACCAGTCG-5’ consensus

△H = △H(initiation)*1 + △H(CT/GA)*3 + △H(TG/AC)*3 + △H(GG/CC)*3 + △H(GA/CT)*3 + △H(AC/TG)*3 + 
△H(CT/GA)*3 + △H(TC/AG)*3 + △H(CA/GT)*3 + △H(AA/TT)*3 + △H(AC/TG)*3 + △H(CT/GA)*3 + △H(TG/AC)*3 + 
△H(GG/CC)*3 + △H(GT/CA)*3 + △H(TC/AG)*3 + △H(CA/GT)*3 + △H(AG/TC)*3 + △H(GX/CG)*3 = +0.2 -7.8 -8.5 
-8 -8.2 -8.4 -7.8 -8.2 -8.5 -7.6 -8.4 -7.8 -8.5 -8 -8.4 -8.2 -8.5 -7.8 -5.1 = -143.5 kcal mol-1
△S = △S(initiation)*1 + △S(CT/GA)*3 + △S(TG/AC)*3 + △S(GG/CC)*3 + △S(GA/CT)*3 + △S(AC/TG)*3 + 
△S(CT/GA)*3 + △S(TC/AG)*3 + △S(CA/GT)*3 + △S(AA/TT)*3 + △S(AC/TG)*3 + △S(CT/GA)*3 + △S(TG/AC)*3 + 
△S(GG/CC)*3 + △S(GT/CA)*3 + △S(TC/AG)*3 + △S(CA/GT)*3 + △S(AG/TC)*3 + △S(GX/CG)*3 = -5.7 -21 -22.7 
-19.9 -22.2 -22.4 -21 -22.2 -22.7 -21.3 -22.4 -21 -22.7 -19.9 -22.4 -22.2 -22.7 -21 -14 = 
-389.4 cal K-1 mol-1
Tm(1 M Na+) = 1000 x (-143.5/(-389.4 + 1.9872 x ln(0.000002/4))) = 343.1 K (69.95 oC)

5’- TAGGCTAACGGATAGCATTG -3’ anti-sense probe
3’-CATCCGATTGCCTATCGTAACG-5’ consensus

△H = △H(initiation)*1 + △H(XT_CA)*3 + △H(TA/AT)*3 + △H(AG/TC)*3 + △H(GG/CC)*3 + △H(GC/CG)*3 + 
△H(CT/GA)*3 + △H(TA/AT)*3 + △H(AA/TT)*3 + △H(AC/TG)*3 + △H(CG/GC)*3 + △H(GG/CC)*3 + △H(GA/CT)*3 + 
△H(AT/TA)*3 + △H(TA/AT)*3 + △H(AG/TC)*3 + △H(GC/CG)*3 + △H(CA/GT)*3 + △H(AT/TA)*3 + △H(TT/AA)*3 + 
△H(TG/AC)*3 + △H(GX/CT)*3 = +0.2 +4.7 –7.2 -7.8 -8 -9.8 -7.8 -7.2 -7.6 -8.4 -10.6 -8 -8.2 -7.2 
-7.2 -7.8 -9.8 -8.5 -7.2 -7.6 -8.5 -5.1 = -154.6 kcal mol-1

△S = △S(initiation)*1 + △S(XT/CA)*3 + △S(TA/AT)*3 + △S(AG/TC)*3 + △S(GG/CC)*3 + △S(GC/CG)*3 + 
△S(CT/GA)*3 + △S(TA/AT)*3 + △S(AA/TT)*3 + △S(AC/TG)*3 + △S(CG/GC)*3 + △S(GG/CC)*3 + △S(GA/CT)*3 + 
△S(AT/TA)*3 + △S(TA/AT)*3 + △S(AG/TC)*3 + △S(GC/CG)*3 + △S(CA/GT)*3 + △S(AT/TA)*3 + △S(TT/AA)*3 + 
△S(TG/AC)*3 + △S(GX/CT)*3 = -5.7 +14.2 -21.3 -21 -19.9 -24.4 -21 -21.3 -21.3 -22.4 -27.2 -19.9 
-22.2 -20.4 -21.3 -21 -24.4 -22.7 -20.4 -21.3 -22.7 -14 = -421.6 cal K-1 mol-1

Tm(1 M Na+) = 1000 x (-154.6/(-421.6 + 1.9872 x ln(0.000002/4))) = 343.2 K (70.05 oC)

CONSENSUS

A FORWARD PRIMER 

B REVERSE PRIMER 

C PROBE

Figure A2.1: A schematic view of how the melting temperature is calculated for forward primers (A),
reverse primers (B) and probes (C). ∆H*1 and ∆S*1 refer to duplex initiation values; ∆H*2 and ∆S*2

refer to A and T terminals; ∆H*3 and ∆S*3 refer to NN base pairs.
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was used for the oligo design but the DNA template may vary during the PCR. In the Oligo

Check mode PhyloPrimer considers all oligos to end with two blunt-ends as it does not know the

DNA template. When degenerate bases are present in the DNA duplexes, the Tm is calculated

for all the oligo variants and only the average Tm is reported.

2.A.3 ∆G calculation

The Gibbs free energy equation used to calculate ∆G is:

∆Go
T = ∆Ho − T∆So (2.2)

where:

∆Go = Gibbs free energy (kcal mol-1)

T = temperature (K). Ideally this values should be set to the one that is used during the

extension phase of the amplification. The two standard values used for the ∆G

calculation are 298.15 K (25 oC) and 308.15 K (37 oC). However, PhyloPrimer sets

72 oC as default value as it corresponds to a common annealing temperature in the

PCR.

For each secondary structure, the ∆G is calculated on the longest stretch of consecutive bases

containing only single mismatches. If an oligo presents more than one stretch that reflects this

property, the ∆G will be calculated for each stretch and the final ∆G will be attributed to

the lowest ∆G values (Figure A2.2B-F). As seen for the Tm calculation, before applying the

equation 2.2, ∆H and ∆S must be calculated first. These two values are obtained by the sum

of different aspects depending which secondary structure is taken into analyses. Enthalpies and

entropies for self-dimers (Figure A2.2A-B) and cross-dimers (Figure A2.2C) are calculated as

follows:

• ∆H and ∆S initiation values which consider the fact that duplex initiation is not likely to

happen, the ∆G is positive; marked as ∆H*1 and ∆S*1 in Figure A2.2 (Table A2.1A).

• ∆H and ∆S terminal values in case the oligo duplex ends with an adenine or a thymine;

marked as ∆H*2 and ∆S*2 in Figure A2.2 (Table A2.1A).

• ∆H and ∆S values for all the nearest-neighbor base pairs; marked as ∆H*3 and ∆S*3 in

Figure A2.2 (Table A2.1).

• ∆H and ∆S values that accounts for symmetry; marked as ∆H*4 and ∆S*4 in Figure A2.2

(Table A2.1A). They are applied only to self-dimers.
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In the case of the ∆G calculation for hairpins loops there are different aspects to take in con-

sideration which vary depending on the length of the hairpin loop. Hairpin loops of less than 3

bases are not considered thermodynamically stable and therefore are not taken in consideration.

Furthermore, certain hairpin loops that are 3 or 4 bases are particularly stable and thermody-

namics corrections are applied to them. In case the hairpin loop is 3-base long (Figure A2.2D),

PhyloPrimer takes in consideration the following ∆H and ∆S values:

• ∆H and ∆S initiation values which consider the fact that duplex initiation is not likely to

happen, the ∆G is positive; marked as ∆H*1 and ∆S*1 in Figure A2.2 (Table A2.1A).

• ∆H and ∆S terminal values in case the oligo duplex ends with an adenine or a thymine at

both the duplex extremities; marked as ∆H*2 and ∆S*2 in Figure A2.2 (Table A2.1A).

• ∆H and ∆S values for all the nearest-neighbor base pairs; marked as ∆H*3 and ∆S*3 in

Figure A2.2 (Table A2.1).

• ∆H and ∆S values for 3-base long loops; marked as ∆H*5 and ∆S*5 in Figure A2.2 (Table

A2.2A).

• ∆H and ∆S bonus values for particular 3-base loop sequences; marked as ∆H*6 and ∆S*6

in Figure A2.2 (Table A2.2B).

In case the hairpin loop is 4-base long (Figure A2.2E), PhyloPrimer takes in consideration the

following ∆H and ∆S values:

• ∆H and ∆S initiation values which consider the fact that duplex initiation is not likely to

happen, the ∆G is positive; marked as ∆H*1 and ∆S*1 in Figure A2.2 (Table A2.1A).

• ∆H and ∆S terminal values in case the oligo duplex ends with an adenine or a thymine

not at the loop extremities; marked as ∆H*2 and ∆S*2 in Figure A2.2 (Table A2.1A).

• ∆H and ∆S values for all the nearest-neighbor base pairs; marked as ∆H*3 and ∆S*3 in

Figure A2.2 (Table A2.1).

• ∆H and ∆S values for 4-base long loops; marked as ∆H*5 and ∆S*5 in Figure A2.2 (Table

A2.2A).

• ∆H and ∆S bonus values for particular 4-base loop sequences; marked as ∆H*6 and ∆S*6

in Figure A2.2 (Table A2.2C).

• ∆H and ∆S values on the terminal pair that closes to the loop; marked as ∆H*7 and ∆S*7

in Figure A2.2 (Table A2.3).

In case the hairpin loop is longer than 4 bases (Figure A2.2F), PhyloPrimer takes in consideration
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A C T C C T C G A T C A G G T C G T
| | |   |   |   | | |

T G C T G G A C T A G C T C C T C A

ΔH = ΔH(initiation)*1 + ΔH(CG_GC)*3 + ΔH(GA_CT)*3 + ΔH(AT_TG)*3 + ΔH(TC_GG)*3 + ΔH(CA_GA)*3 + ΔH(AG_AC)*3 + 
ΔH(GG_CT) *3 + ΔH(GT_TA)*3 + ΔH(TC_AG)*3 + ΔH(CG_GC)*3 + ΔH(symmetry)*4 = +0.2 -10.6 -8.2 -2.5 +3.3 -0.9 -0.9 
+3.3 -2.5 -8.2 -10.6 +0 = -37.6 kcal mol-1

ΔS = ΔH(initiation)*1 + ΔS(CG_GC)*3 + ΔS(GA_CT)*3 + ΔS(AT_TG)*3 + ΔS(TC_GG)*3 + ΔS(CA_GA)*3 + ΔS(AG_AC)*3 + 
ΔS(GG_CT)*3 + ΔS(GT_TA)*3 + ΔS(TC_AG)*3 + ΔS(CG_GC)*3 + ΔS(symmetry)*4 = -5.7 -27.2 – 22.2 -8.3 +10.4 -4.2 -4.2 
+10.4 -8.3 -22.2 -27.2 -1.4 = 110.1 cal K-1 mol-1 

ΔG = -37.6 –(298.15 x -110.1/1000) = -4.77 kcal mol-1

A C T C C T C G A T C A G G T C G T
¦ ¦     ¦     | | | |     ¦     ¦ ¦
T G C T G G A C T A G C T C C T C A

ΔH = ΔH = ΔH(initiation)*1 + ΔH(AC_TG)*3 + ΔH(terminal_AT)*3 + ΔH(symmetry)*4 = +0.2 -8.4 +2.2 +0 = -6 kcal mol-1

ΔS = ΔS = ΔS(initiation)*1 + ΔS(AC_TG) *3 + ΔS(terminal_AT)*3 + ΔS(symmetry)*4 = -5.7 -22.4 +6.9 -1.4 = -22.6 cal
K-1 mol-1 
ΔG = ΔG = -6 –(298.15 x -22.6/1000) = +0.73 kcal x mol-1

ΔH = ΔH(initiation)*1 + ΔH(GA_CT)*3 + ΔH(AT_TA)*3 + ΔH(TC_AG)*3 + ΔH(symmetry)*4 = +0.2 -8.2 -7.2 -8.2 +0 = -23.4 
kcal mol-1

ΔS = ΔS(initiation)*1 + ΔS(GA_CT)*3 + ΔS(AT_TA)*3 + ΔS(TC_AG)*3 + ΔS(symmetry)*4 = -5.7 -22.2 -20.4 -22.2 -1.4 = 
-71.9 cal K-1 mol-1 
ΔG = -23.4 –(298.15 x -71.9/1000) = -1.9 kcal mol-1

ΔG = ΔG = -1.9 kcal mol-1

A C T C G A C G A T C C A G C A G A A C
| | | | | | 

G G T A G C T G C G G T A G T A G T C G T

ΔH = ΔH(initiation)*1 + ΔH(terminal_AT)*2 + ΔH(TC_AG)*3 + ΔH(CG_GC)*3 + ΔH(GA_CT)*3 + ΔH(AC_TG)*3 + ΔH(CG_GC)*3 = 
+0.2 +2.2 -8.2 -10.6 -8.2 -8.4 -10.6 = -43.6 kcal mol-1

ΔS = ΔS(initiation)*1 + ΔS(terminal_AT)*2  + ΔS(TC_AG)*3 + ΔS(CG_GC)*3 + ΔS(GA_CT)*3 + ΔS(AC_TG)*3 + ΔS(CG_GC)*3 = 
-5.7 +6.9 -22.2 -27.2 -22.2 -22.4 -27.2 = -120 cal K-1 mol-1 

ΔG = -43.6 –(298.15 x -120/1000) = -7.8 kcal mol-1

C A C G A C G A G G \
| | | | | | A
T G T T G C G C T /

ΔH = ΔH(CA_XT)*3 + ΔH(AC_TG)*3 + ΔH(CG_GT)*3 + ΔH(GA_TT)*3 + ΔH(AC_TG)*3 + ΔH(CG_GC)*3 + ΔH(loop_3)*5 + ΔH(GGATC)*3
= +0.6 -8.4 -4.1 -1.3 -8.4 -10.6 +0 +0 = -32.2 kcal mol-1

ΔS = ΔS(CA_XT)*3 + ΔS(AC_TG)*3 + ΔS(CG_GT)*3 + ΔS(GA_TT)*3 + ΔS(AC_TG)*3 + ΔS(CG_GC)*3 + ΔS(loop_3)*5 + ΔS(GGATC)*6
= +3.3 -22.4 -11.7 -5.3 -22.4 -27.2 -11.3 +0 = -97 = -97 cal K-1 mol-1 

ΔG = -32.2 –(298.15*-97/1000) = -3.279 kcal mol-1

C G A T G C C G A A G A \
| | | | | | 
A C G T C T T A A /

ΔH = ΔH(AT_XA)*3 + ΔH(TG_AC)*3 + ΔH(GC_CG)*3 + ΔH(CC_GT)*3 + ΔH(CG_TC)*3 + ΔH(GA_CT)*3 + ΔH(AA_TT)*3 + ΔH(loop_4)*3
+ ΔH(AG_TG_terminal)*7 + ΔH(AGAAAT)*6 = -2.9 -8.5 -9.8 -0.8 -1.5 -8.2 -7.6 +0 -1.1 -2.7 = -43.1 kcal x mol-1

ΔS = ΔS(AT_XA)*3 + ΔS(TG_AC)*3 + ΔS(GC_CG)*3 + ΔS(CC_GT)*3 + ΔS(CG_TC)*3 + ΔS(GA_CT)*3 + ΔS(AA_TT)*3 + ΔS(loop_4)*3
+ ΔS(AG_TG_terminal)*7 + ΔS(AGAAAT)*6 = -7.6 -22.7 -24.4 -4.5 -6.1 -22.2 -21.3 -11.3 -1.6 -6.7 = -128.4 cal K-1

mol-1 
ΔG = -43.1 –(298.15*-128.4/1000) = -4.817 kcal mol-1

G T C A T G G C G T C G \
¦ ¦ | | | | | 
C A T G A C C G C G T A /

ΔH = ΔH(terminal_AT)*2 + ΔH(TG_AC)*3 + ΔH(GG_CC)*3 + ΔH(GC_CG)*3 + ΔH(CG_GC)*3 + ΔH(loop_6)*5 + 
ΔH(GT_CG_terminal)*7 = +2.2 -8.5 -8 -9.8 -10.6 +0 -4.5 = -39.2 kcal mol-1
ΔS = ΔS(terminal_AT)*2 + ΔS(TG_AC)*3 + ΔS(GG_CC)*3 + ΔS(GC_CG)*3 + ΔS(CG_GC)*3 + ΔS(loop_6)*5 + 
ΔS(GT_CG_terminal)*7 = +6.9 -22.7 -19.9 -24.4 -27.2 -12.9 -11.6 = -111.8 = -111.8/1000 = -0.1118 cal K-1 mol-1 
ΔG = -39.2 –(298.15*-0.1118) = -5.86 kcal mol-1

ΔH = ΔH(GT_CA)*3 + ΔH(loop_20)*5 + ΔH(TC_AT_terminal)*7 = -8.4 +0 -2.7 = -11.1 kcal mol-1

ΔS = ΔS(GT_CA)*3 + ΔS(loop_20)*5 + ΔS(TC_AT_terminal)*7 = -22.4 -18.4 -7.1 = -47.9 cal K-1 mol-1 
ΔG = -11.1 –(298.15 x -47.9/1000) = +3.18 kcal mol-1

ΔG = ΔG = -5.86 kcal mol-1

A SELF-DIMERS – case 1 

B SELF-DIMERS – case 2 

C CROSS-DIMERS – case 1 

D HAIRPINS – case 1 

E HAIRPINS – case 2 

F HAIRPINS – case 3 

Figure A2.2: A schematic view of how the ∆G is calculated for self-dimers (A and B), cross-dimers
(C) and hairpin loops (D, E and F). ∆H*1 and ∆S*1 refer to duplex initiation values; ∆H*2 and ∆S*2

refer to A and T terminals; ∆H*3 and ∆S*3 refer to NN base pairs; ∆H*4 and ∆S*4 refer to symmetry
bonus; ∆H*5 and ∆S*5 refer to loop length corrections; ∆H*6 and ∆S*6 refer to the 3- and 4- long
loop bonus; ∆H*7 and ∆S*7 refer to loop terminal mismatches. The ∆G was calculated considering a
temperature of 25 oC (298.15 K).
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the following ∆H and ∆S values:

• ∆H and ∆S initiation values which consider the fact that duplex initiation is not likely to

happen, the ∆G is positive; marked as ∆H*1 and ∆S*1 in Figure A2.2 (Table A2.1A).

• ∆H and ∆S terminal values in case the oligo duplex ends with an adenine or a thymine

not at the loop extremities; marked as ∆H*2 and ∆S*2 in Figure A2.2 (Table A2.1A).

• ∆H and ∆S values for all the nearest-neighbor base pairs; marked as ∆H*3 and ∆S*3 in

Figure A2.2 (Table A2.1).

• ∆H and ∆S values for n-base long loops; marked as ∆H*5 and ∆S*5 in Figure A2.2 (Table

A2.2A).

• ∆H and ∆S values on the terminal pair that closes to the loop; marked as ∆H*7 and ∆S*7

in Figure A2.2 (Table A2.3).

The hairpin-like duplex will have 2 ends: the one terminating into the loop and the other one

(on the other extremity). As we saw above, the loop termination is treated differently depending

on the loop size, the other end behaves as we saw for the self- and cross-dimers where it can be

a blunt-end or a dangling end.

2.A.4 Formula corrections

2.A.4.1 Monovalent ions and Mg2+

The most used monovalent ions in the PCR reactions are Tris+, K+ and Na+. It has been

observed that all the monovalent ions act the same for the duplex stabilization. Therefore,

they will be all considered as monovalent ions. The concentration of monovalent ions is usually

20-100 mM.

[Mon+] = [K+] + [Tris+] + [Na+] (2.3)

where:

[Mon+] = monovalent ion concentration (M).

[K+] = K+ concentration (M).

[Tris+] = Tris+ concentration (M).

[Na+] = Na+ concentration (M).

It has been observed that Mg2+ behavior is more complex than the one observed for monovalent

ions. In fact, Mg2+ binds stoichiometrically to any of the dNTPs. The bound between Mg2+

and dNTP reduces the amount of free Mg2+ present for the stabilization of the PCR reaction.
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Therefore, the first step for understanding the effects of Mg2+ is to calculate the concentration

of free Mg2+. The concentration of magnesium ions is usually 1.5–5 mM.

If cdNTP < 0.8cMg, we assume that the amount of free Mg2+ equals the total amount of Mg2+

subtracted to the amount of dNTP:

[Mg2+] = cMg − cdNTP (2.4)

If cdNTP ≥ 0.8cMg, we assume that the amount of free Mg2+ is given from the ratio K a:

Ka =
cMg − [Mg2+]

[Mg2+](cdNTP − cMg + [Mg2+])
,

Ka[Mg2+](cdNTP − cMg + [Mg2+]) = cMg − [Mg2+],

Ka([Mg2+])2 + (KacdNTP −KacMg + 1)[Mg2+]− cMg = 0,

Resolving the quadratic formula,

[Mg2+] =
−(KacdNTP −KacMg + 1)±

√
(KacdNTP −KacMg + 1)2 + 4KacMg

2Ka
,

As the concentration must be a positive value the square root must be positive, then we ob-

tain:

[Mg2+] =
−(KacdNTP −KacMg + 1) +

√
(KacdNTP −KacMg + 1)2 + 4KacMg

2Ka
. (2.5)

cdNTP = total dNTP concentration (M)

cMg = total Mg2+ concentration (M)

[Mg2+] = concentration of free Mg2+ (M)

Ka = Mg-dNTP association constant, 3 × 10 4 for standard PCR buffers (50 mM KCl

and 10 mM Tris)

In order to define which is the dominant ion effect (if the monovalent ions or Mg2+) over the

Tm and the secondary structure formations we need to calculate the ratio R:

R =

√
[Mg2+]

[Mon+]
(2.6)
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2.A.4.2 Salt-corrected melting temperature

The equation 2.1 calculates the Tm at 1 M Na+ condition. In this section we report how to

calculate Tm correcting the formula with salt-correction indexes.

If R < 0.22, the monovalent ions are considered having a dominant effect over the Tm and the

formula for monovalent salt correction is applied:

1

Tm(Mon+)
=

1

Tm(1 M Na+)
+ (4.29fGC − 3.95)10−5 ln[Mon+] + 9.40 × 10−6(ln[Mon+])2

(2.7)

where:

Tm(Mon+) = monovalent-corrected melting temperature (K).

fGC = ratio of Gs/Cs in the oligo.

If 0.22 < R > 6.0, Mg2+ is considered having a dominant effect over the Tm and the formula

for Mg2+ correction is applied:

1

Tm(Mg2+)
=

1

Tm(1 M Na+)
+ a+ b ln[Mg2+] + fGC(c+ d ln[Mg2+])+

+
1

2(Nbp − 1)
[e+ f ln[Mg2+] + g(ln[Mg2+])2] (2.8)

where:

Tm(Mg2+) = Mg2+-corrected melting temperature (K).

Nbp = number of bases in the oligo.

With the parameters a, b, c, d, e, f, g, h and i being:

a = 3.92× 10−5 (2.9)

b = −9.11× 10−6 (2.10)

c = 6.26× 10−5 (2.11)

d = 1.42× 10−5 (2.12)

e = −4.82× 10−4 (2.13)

f = 5.25× 10−4 (2.14)

g = 8.31× 10−5 (2.15)
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If R > 6.0, the formula for Mg2+ correction (equation 2.8) is applied together with the parameters

b, c, e and f which values are reported in the equation 2.10, 2.11, 2.13 and 2.14, respectively,

and the corrected parameters a, d and g :

a = 3.92× 10−5(0.843− 0.352
√

[Mon+] ln[Mon+]) (2.16)

d = 1.42× 10−5[1.279− 4.03× 10−3 ln[Mon+]− 8.03× 10−3(ln[Mon+])2] (2.17)

g = 8.31× 10−5[0.486− 0.258 ln[Mon+] + 5.25× 10−3(ln[Mon+])3] (2.18)

In Figure A2.3 we show an example of how the melting temperature was corrected for different

PCR conditions. We can observe how the temperature changed drastically. The melting temper-

ature calculated without any salt-correction was 73.1 oC (Figure A2.1A), when the monovalent

ions had a dominant effect (R < 0.22; Figure A2.3A) the Tm was 36 oC, whereas when the R

was in between 0.22 and 6, the Tm was 56.85 oC (Figure A2.3B) and with a R > 6.0 the Tm

was 65.96 oC (Figure A2.3C).

2.A.4.3 Salt-corrected ∆G

That equation 2.2 was for obtaining the ∆G in 1 M Na+ conditions. Whereas ∆H is considered

salt-independent, ∆S varies with different PCR conditions. We, therefore, need to correct ∆S

in relation to the salt conditions.

∆So(Mon+) +Rln(CT

x )

∆Ho
=

∆So(1 M Na+) +R ln(CT

x )

∆Ho
+ (4.29fGC − 3.95)10−5 ln[Mon+]+

+ 9.40× 10−6(ln[Mon+])2,

∆So(Mon+)+R ln(
CT

x
) = ∆So(1M Na+)+R ln(

CT

x
)+∆Ho{(4.29fGC−3.95)10−5 ln[Mon+]+

+ 9.4010−6(ln[Mon+])2},

∆So(Mon+) = ∆So(1 M Na+) + ∆Ho{(4.29fGC − 3.95)10−5 ln[Mon+]+

+ 9.40× 10−6(ln[Mon+])2}. (2.19)

If 0.22 < R > 6.0, Mg2+ is considered having a dominant effect over the ∆S and the formula

for Mg2+ correction is applied. We can substitute the equation 2.8 with the the equation 2.2,
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Mg2+ = 0 mM
Oligo = 2uM = 0.000002 M
dNTP = 2 mM = 0.002 M
Mon+ = 5 mM = 0.005 M

R = 0/0.005 = 0 (eq 2.6)

As R is lower than 0.22, equation 7 and 19 are applied:

1/Tm(Mg!") = 1/346.3 + ((4.29*0.56-3.95) x 10-5 x ln(0.005)) + (9.4 * 10-6 * (ln(0.005)2)) = 0.0032
Tm(Mg!") = 1/0.0032 = 309.15 K (36 oC) 

ΔS = -110.1 -37.6 x ((4.29*0.56-3.95) x 10-5 x ln(0.005)) + (9.4 * 10-6 * (ln(0.005)2)) = -110.11235 cal K-1
mol-1  

ΔG = -37.6 –(298.15 x -110.11235/1000) = -4.79 kcal mol-1

Mg2+ = 1.5 mM = 0.0015 M
oligo = 2uM = 0.000002 M
dNTP = 2 mM = 0.002 M
monovalent ions+ = 5 mM = 0.005 M

As 0.002 M > 0.8 x 0.0015 M, equation 5 is applied:

Mg2+ = (-(3x104x0.002 - 3x104x0.0015 + 1) + (3x104x0.002 − 3x104x0.0015 + 1)!+4x3x10#x0.0015)/2x3x104) = 
0.00008134 M (eq 2.5)

R = 0.00008134/0.005 = 1.8 (eq 2.6)

As R is > 0.22 and < 6, equation 2.8 and 2.20 are applied:

1/Tm(Mg!") = 1/346.3 + 3.92x10-5 -9.11x10-6 x ln(0.00008134) + 0.56 x (6.26x10-5 + 1.42x10-5 x ln(0.00008134)) + 
(1/2(18 - 1)) x (-4.82x10—4 + 5.25x10-4 x ln(0.00008134) + 8.31 x 10-5 x (ln(0.00008134))2) = 0.003
Tm(Mg!") = 1/0.00303 = 330 K (56.85 oC) 

ΔS = -110.1 -37.6 x (3.92x10-5 -9.11x10-6 x ln(0.00008134) + 0.56 x (6.26x10-5 + 1.42x10-5 x ln(0.00008134)) + 
(1/2(10 - 1)) x (-4.82x10—4 + 5.25x10-4 x ln(0.00008134) + 8.31 x 10-5 x (ln(0.00008134))2)) = -110.10665 cal
K-1 mol-1 

ΔG = -37.6 –(298.15 x -110.10665/1000) = -4.78 kcal mol-1

Mg2+ = 5 mM = 0.005 M
oligo = 2uM = 0.000002 M
dNTP = 1 mM = 0.002 M
monovalent ions+ = 5 mM = 0.005 M

As 0.002 M is < 0.8 x 0.005 M, we apply (eq 2.4) for calculating the free Mg2+ 

Mg2+ = 0.005 – 0.002 = 0.003 M (eq 2.4)

R = 0.003/0.005 = 10.95 (eq 2.6)

As R is higher than 6, a, d and g are corrected with equation 2.16, 2.17 and 2.18: 
a= 3.82x10-5

d= 1.52x10-5
g= 8.90x10-5

And equation 2.8 and 2.20 are applied:

1/Tm(Mg!") = 1/346.3 + 3.82x10-5 -9.11x10-6 x ln(0.003) + 0.56 x (6.26x10-5 + 1.52x10-5 x ln(0.003)) + (1/2(18 -
1)) x (-4.82x10—4 + 5.25x10-4 x ln(0.003) + 8.9 x 10-5 x (ln(0.003))2) = 0.00294
Tm(Mg!") = 1/0.00294 = 339.11 K (65.96 oC)

ΔS = -110.1 -37.6 x (3.82x10-5 -9.11x10-6 x ln(0.003) + 0.56 x (6.26x10-5 + 1.52x10-5 x ln(0.003)) + (1/2(10 -
1)) x (-4.82x10—4 + 5.25x10-4 x ln(0.003) + 8.9 x 10-5 x (ln(0.003))2)) = -110.10181 cal K-1 mol-1 
ΔG = -37.6 –(298.15 x -110.10181/1000) = -4.79 kcal mol-1

A PCR CONDITION – case 1

B PCR CONDITION – case 2

C PCR CONDITION – case 3

The forward primer 5’-ACTCCTCGATCAGGTCGT-3’ has a Tm of 346.3 K (73.1 oC; Figure A2.1A) and a self-dimer 
formation ΔH of -37.6 kcal mol-1, a ΔS of -110.1 cal K-1 mol-1 and a ΔG of -4.77 kcal mol-1 (Figure A2.2A). These 
values were calculated assuming that the PCR occurred at 1 M Na+.

Figure A2.3: A schematic view of how the Tm and ∆G values are calculated at different salt-conditions
(A, B and C). The ∆G was calculated considering a temperature of 25 oC (298.15 K).
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which describes how to calculate ∆G,

∆So(Mg2+) +R ln(CT

x )

∆Ho
=

∆So(1 M Na+) +R ln(CT

x )

∆Ho
+ a+ b ln[Mg2+]+

+ fGC(c+ d ln[Mg2+]) +
1

2(Nbp − 1)
[e+ f ln[Mg2+] + g(ln[Mg2+])2],

∆So(Mg2+) +R ln(
CT

x
) = ∆So(1 M Na+) +R ln(

CT

x
) + ∆Ho{a+ b ln[Mg2+]+

+ fGC(c+ d ln[Mg2+]) +
1

2(Nbp − 1)
[e+ f ln[Mg2+] + g(ln[Mg2+])2]},

∆So(Mg2+) = ∆So(1 M Na+) + ∆Ho{a+ b ln[Mg2+] + fGC(c+ d ln[Mg2+])+

+
1

2(Nbp − 1)
[e+ f ln[Mg2+] + g(ln[Mg2+])2]}. (2.20)

If R > 6.0, the formula for Mg2+ correction (equation 2.20) is applied together with the pa-

rameters b, c, e and f reported in the equations 2.10, 2.11, 2.12 and 2.13, respectively, and the

corrected parameters a, d and g from the equations 2.16, 2.17 and 2.18, respectively.

Once the salt-corrected ∆S is obtained, ∆G can be calculated with the equation 2.2. In the

Figure A2.3 we can observe how the ∆G value is much less susceptible to change due to the

PCR conditions than the Tm value. The ∆G calculated for the self-dimer secondary structure

in Figure A2.2a was -4.77 kcal mol-1, whereas with the different salt-correction formulas applied

in Figure A2.3, that values ranged between -4.78 and -4.79 kcal mol-1.

2.B PhyloPrimer links

Table A2.4: Links to the result pages for the six different sets of primer pairs designed with Phylo-
Primer.

Primer pair PhyloPrimer link

PP1 www.cerealsdb.uk.net/cerealgenomics/cgi-bin/phyloprimerResultsPrimer.cgi?defSet=mAcqoomtcDiwLYnJiqimaT
PP2 www.cerealsdb.uk.net/cerealgenomics/cgi-bin/phyloprimerResultsPrimer.cgi?defSet=BOgdmkNHFgNnqvizRNmIaT
PP3 www.cerealsdb.uk.net/cerealgenomics/cgi-bin/phyloprimerResultsPrimer.cgi?defSet=qSqbUdjiNoLlDWZkubeO 6aT
PP4 www.cerealsdb.uk.net/cerealgenomics/cgi-bin/phyloprimerResultsPrimer.cgi?defSet=qSqbUdjiNoLlDWZkubeO 3aT
PP5 www.cerealsdb.uk.net/cerealgenomics/cgi-bin/phyloprimerResultsPrimer.cgi?defSet=qSqbUdjiNoLlDWZkubeO 4aT
PP6 www.cerealsdb.uk.net/cerealgenomics/cgi-bin/phyloprimerResultsPrimer.cgi?defSet=jbndSGAEKDYTGkbhoSOFaT
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Glacier clear ice bands indicate englacial channel microbial

distribution

Abstract

Distant glacial areas are interconnected by a complex system of fractures and water channels

which run in the glacier interior and characterize the englacial realm. Even though the englacial

environment is the biggest portion of a glacier, it is still widely unexplored due to technical

sampling difficulties and to the assumption that its conditions are too challenging to life. How-

ever, several studies have now shown how this realm can sustain life in ice veins and englacial

channels.

Englacial water can slowly freeze in the englacial channels where the slow freezing excludes air

bubbles giving the ice a clear aspect. This ice is then uplifted to the surface ablation zone of

the glacier by glacial ice movements and can therefore be observed on the glacier surface in the

form of clear ice bands. We employed an indirect method to sample englacial water by coring

these ice bands.

We were able for the first time to compare microbial communities sampled from clear (i.e. frozen

englacial water bands) and cloudy ice (i.e. meteoric ice) through Illumina sequencing of the 16S

rRNA gene from 62 ice samples. Although microbial communities were primarily shaped and

structured by their spatial distribution on the glacier, ice type was a clear secondary factor ex-

plaining the microbial differences in the samples. One area of the glacier, in particular, presented

significant microbial community differences between clear and cloudy ice. Whereas the clear ice

communities presented typical cold-adapted glacial communities, the cloudy ice presented a less

defined glacial community and more ubiquitous environmental organisms. These results suggest

an important role of the englacial channels in the development of a glacial microbial community

and in the microbial dispersion within the glacier.
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3.1 Introduction

Widespread understanding of glaciers as biomes has only been achieved in the past few decades

(Anesio and Laybourn-Parry, 2012). Glacial biomes are microbially dominated and are usually

divided in three different environments: the glacial surface (supraglacial), within its interior

(englacial), and at the base where the glacier is in contact with the bedrock (subglacial) (Anesio

et al., 2017; Garcia-Lopez et al., 2019). Supraglacial studies have mainly focusing on cryoconite

holes (Bagshaw et al., 2007; Cook et al., 2016; Edwards et al., 2011; Fountain et al., 2004;

Musilova et al., 2015; Tranter et al., 2004; Uetake et al., 2019) and ice algal-associated commu-

nities (Yallop et al., 2012; Musilova et al., 2015; Lutz et al., 2017; Uetake et al., 2010), both

of which are dominated by autotrophs. Here microbial communities are highly influenced by

the surrounding environment from which wind and precipitation phenomena transport dust and

particles and, consequently, nutrients and microorganisms to the glacier surface (Grzesiak et al.,

2015). The subglacial environment, dark and oxygen depleted, is dominated by chemolithotrophs

which are able to use the chemical compounds and H+ released from the bedrock/ice grinding

to produce energy (Boyd et al., 2014; Dieser et al., 2014; Kayani et al., 2018; Stibal et al.,

2012b; Telling et al., 2015). Heterotrophic communities are also found in both supraglacial and

subglacial environments, mainly utilizing organic carbon produced by other organisms (Anesio

and Laybourn-Parry, 2012; Garcia-Lopez et al., 2019).

Potentially the largest glacial habitat is the englacial environment, that part of the glacier or ice

sheet between the bottom and the surface. The englacial region of temperate ice contains pock-

ets of water at all scales from microscopic veins formed at the junction of ice crystal boundaries

to macroscopic water-filled crevasses (Bamber, 1988; Nye and Frank, 1973; Watts and England,

1976). Although some of these pockets may be isolated, others are interconnected pathways

exchanging water between the surface and the bed (Catania et al., 2008; Fountain et al., 2005;

Fountain and Walder, 1998). The englacial environment has not been widely studied due to the

technical challenges associated with sampling this habitat, yet microbial metabolism has been

observed within aqueous veins (Dani et al., 2012; Mader, 1992; Miteva, 2008; Price, 2000). Fur-

ther, several studies of englacial ice cores have revealed microbial changes with the depth and age

of ice and have successfully isolated microorganisms (An et al., 2010; Knowlton et al., 2013; Liu

et al., 2019; Miteva, 2008; Singh et al., 2016), but the life challenging conditions (e.g. subzero

temperatures and nutrient depletion) have cast doubts whether isolated englacial organisms can

thrive. However, the water flowing within the englacial region has rarely been studied directly

despite suggestions that englacial water may be the most metabolically active habitat within

the englacial realm (Hotaling et al., 2017; Martinez-Alonso et al., 2019). Better definition of
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the microbial communities inhabiting englacial waters would help link biogeochemical processes

connecting supraglacial and subglacial biomes and further refine the role of glaciers in carbon

and nutrient cycling and how they could be influenced by glacier shrinking (Anesio et al., 2009;

Hawkings et al., 2015; Kujawinski, 2017; Milner et al., 2017). More generally, the ecology of

glacial environments provides an upstream boundary condition for downstream aquatic commu-

nities in streams, lakes, and tidal environments (Garcia-Lopez et al., 2019; Hood et al., 2015;

O’Neel et al., 2015). As a first step in this effort, our study characterized and compared the

diversity and structure of microbial communities between the water flowing through englacial

fractures and the meteoric glacier ice formed in proximity of the fractures. I hypothesized that

the microbial community within the englacial hydrological system would differ from that in the

surrounding ice.

3.2 Materials and methods

The study site was Storglaciären, a small polythermal valley glacier in Arctic Sweden (67o 54’

10” N 18o 34’ 00” E; Figure 3.1A). This relatively easily accessible glacier has been intensively

studied hydrologically (Holmlund and Eriksson, 1989; Hooke and Pohjola, 1994; Jansson, 1996).

To sample the englacial water, we employed an indirect method. Near-surface ice (i.e. maximum

sampled depth of 131 cm) was sampled in the ablation zone (ice-exposed region on the lower

third of the glacier). Fountain et al. (2005) showed that clear bands of ice, visible on the surface

of Storglaciären, are the product of the slow freezing of englacial water within fractures deep

in the glacier. The refrozen fractures are uplifted and exposed at the surface due to normal

processes of glacier movement and ablation (melting) of the ice surface (Cuffey and Paterson,

2010; Pohjola, 1996). The slow freezing of water, particularly when flowing, favors the exclusion

of air bubbles and formation of clear ice (Carte, 1961; Hubbard et al., 2000). Between the bands

of refrozen englacial water, meteoric glacier ice formed from the compaction of snow, forming a

dense matrix of air bubbles (i.e. cloudy ice).

3.2.1 Sample collection and ice classification

Three ice cores 45-131 cm deep were obtained from each location using a Kovacs 10 cm corer.

Subsurface samples were collected to avoid potential contamination by surface weathering and

melt water. Both clear ice bands (considered as frozen englacial fractures) and cloudy ice (con-

sidered here as meteoric glacier ice) were drilled in triplicate and processed in the same manner

(Figure 3.1B-C). Each 10 cm diameter core was cut into two or three sections: the first 15-20 cm

of ice from the surface were classified as surface samples (sux) and the rest of the core was

classified as subsurface sample (sub). Occasionally, a core would include both a clear section
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Figure 3.1: Map of the sampling location sited in the ablation zone of the Storglaciären and sampling
site and ice type images. (A) Position of the 9 sampled sites on the glacier. Four ice cores were processed
from sites 3, 5, 6, 7 and 8, three ice cores were processed from site 2, and two ice cores were processed
from sites 1 and 4. Two surface algal samples were collected in site 9. (B) Clear ice band with an
example of the clear ice matrix and (C) cloudy ice sampling site with an example of the cloudy ice
matrix.

70



Chapter 3

Table 3.1: Site, replicate, ice layer and type associated with each sample. Samples were classified by
ice layer: surface (sux) and subsurface samples (sub); and by ice type: surface clear ice (SE), surface
cloudy ice (SU), subsurface clear ice (E), subsurface cloudy ice (U) and subsurface mixed ice (when the
ice showed a mixed ice matrix; M).

Site Replicate
Depth
(cm)

Layer
Ice

type
Sample

ID
Site Replicate

Depth
(cm)

Layer
Ice

type
Sample

ID

1

A 0-30 sux SE 1A-0-30

6

A 0-30 sux SE 6A-0-30
A 30-55 sub E 1A-30-55 A 30-105 sub E 6A-30-105
A 55-118 sub U 1A-55-118 B 0-25 sux SE 6B-0-25
B 0-25 sux SE 1B-0-25 B 25-75 sub M 6B-25-75
B 25-113 sub M 1B-25-113 C 0-30 sux SE 6C-0-30

2

A 0-30 sux SE 2A-0-30 C 30-100 sub U 6C-30-100
A 30-83 sub M 2A-30-83 D 0-20 sux SE 6D-0-20
A 83-111 sub E 2A-83-111 D 20-63 sub E 6D-20-63

B 0-20 sux SE 2B-0-20

7

A 0-30 sux SE 7A-0-30
B 20-125 sub M 2B-20-125 A 30-55 sub E 7A-30-55
C 0-25 sux SE 2C-0-25 A 55-90 sub U 7A-55-90
C 25-61 sub E 2C-25-61 B 0-25 sux SE 7B-0-25
C 61-119 sub U 2C-61-119 B 25-71 sub E 7B-25-71

3

A 0-33 sux SE 3A-0-33 B 71-125 sub U 7B-71-125
A 33-102 sub M 3A-33-102 C 0-30 sux SE 7C-0-30
B 0-32 sux SE 3B-0-32 C 30-65 sub E 7C-30-65
B 32-125 sub M 3B-32-125 C 65-111 sub U 7C-65-111
C 0-32 sux SE 3C-0-32 D 0-16 sux SU 7D-0-16
C 32-111 sub M 3C-32-111 D 16-79 sub U 7D-16-79

D 0-25 sux SU 3D-0-25

8

A 0-20 sux SE 8A-0-20
D 25-75 sub U 3D-25-75 A 20-87 sub E 8A-20-87
D 75-122 sub E 3D-75-122 A 87-131 sub U 8A-87-131

4

A 0-15 sux SU 4A-0-15 B 0-20 sux SE 8B-0-20
A 15-75 sub U 4A-15-75 B 20-77 sub M 8B-20-77
B 0-17 sux SU 4B-0-17 C 0-25 sux SE 8C-0-25
B 17-74 sub U 4B-17-74 C 25-65 sub U 8C-25-65

5

A 20-45 sub U 5A-20-45 D 0-20 sux SE 8D-0-20
B 0-20 sux SE 5B-0-20 D 20-100 sub E 8D-20-100

C 0-25 sux SU 5C-0-25
9

A 0-2 algae A 9A
C 25-80 sub U 5C-25-80 B 0-2 algae A 9B

D 0-25 sux SU 5D-0-25
D 25-70 sub U 5D-25-70

and cloudy section in its subsurface layer, perhaps due to the inclination of the refrozen frac-

ture. In this circumstance the core was separated at the matrix interface. Each core section was

conserved in a different sterile Whirl-Pak bag (Whirl-Pak, Nasco, USA) and classified as surface

clear ice (SE), surface cloudy ice (SU), subsurface clear ice (E), subsurface cloudy ice (U) or

subsurface mixed ice (when the ice showed a mixed ice matrix; M).

After moving to a new sampling site or switching to a different ice type, the core barrel was

cleansed by coring into the ice of the new sampling location and discarding the core. Nine dif-

ferent sites were sampled in total. Sites 1, 2, 3 and 4 were within a 60 meter proximity, whereas

site 5, the closest to those samples was 350 meters apart. Sites 6 and 7 were 100 meters distant

from site 5 and 250 meters away from sites 8 and 9. Whereas at least three cores were taken per

site, we processed two cores in sites 1 and 4, three cores at site 2, and four cores were taken from

sites 3, 5, 6, 7 and 8 (Figure 3.1 and Table 3.1). At site 9, two surface samples were taken from

the upper 2 cm where the ice was darker and visibly enriched with algae. These two samples
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(i.e. algae samples) were collected as microbial control and compared with the others.

The cores were temporarily stored on the glacier surface during the day, covered by snow, before

being carried back to the station for processing. The cores were immediately melted at ambient

temperature in the laboratory of the Tarfala Research Station. To avoid external contamina-

tion, we removed the outer layer of the ice core by discarding the first few milliliters of melted

water (Christner et al., 2005). For major ion (i.e. nutrient) analysis 1.5 mL of the glacier melt

water was filtered through a 0.22 µm cellulose nitrate inline syringe filter (25 mm diameter,

WhatmanTM) and stored in a polypropylene autosampler vial at 3 oC; for cell counts 15 mL

of water was stored with 2% of glutaraldehyde at 4 oC, and for DNA analyses the remaining

water (1-3 liters) was filtered through sterile polycarbonate membrane filters (0.22 micron pores,

47 mm, Sigma-Aldrich) and stored at -20 oC. Additionally, 50 milliliters of Milli-Q water were

filtered thought a filter with exactly the same procedure and stored for further analyses in order

to assess any eventual lab contamination.

3.2.2 Geochemical analyses

Nutrients (Cl-, SO4
2– , NO3

– , PO4
3– , Mg2+, Ca2+, NH4

+, Narock
+ and K+) and DOC con-

centrations were quantified by Dr. Alexandra Holland at the University of Bristol glaciology

laboratories. More details are reported in Appendix 3.A.

3.2.3 Cell enumeration and biovolume

Cell concentrations were determined for the prokaryotic and eukaryotic components after a

thorough vortexing of the samples. All the samples were observed under a LEICA DM2000

LED microscope and imaged with Leica MC 120 HD camera connected to LAS v 4.12 software.

Eukaryotic cells were counted under the visible light where each sample was first loaded on

a Fuchs-Rosenthal haemocytometer and then two counting chambers were screened at a 400x

magnification. The eukaryotic organisms were classified into four different types: Ancylonema

sp., Mesotaenium sp., circular cells and oblong cylindrical cells (Figure 3.2A-D) and counted

for each of the samples. For each cell type, thirty images were taken using a magnification

of 400x for Ancylonema sp. and 100x magnification for the other cells. When filamentous

cell chains (e.g. Ancylonema or Cyanobacteria) were observed, the single cells composing the

chain were considered for cell counts and diameter/height measurements. Using Fiji software

(Schindelin et al., 2012), the diameter and height of all the cells, where applicable, in order

to calculate the average cell volume for these four ecotypes using formulae after Hillebrand

(µm3 cell-1) (Hillebrand et al., 1999). In order to obtain the biovolume, the cell volumes were

then multiplied by the cell counts (µm3 mL-1).

72



Chapter 3

A B

C D

E

G

F

H

10 μm

10 μm 10 μm

10 μm 10 μm

10 μm10 μm

25 μm

Figure 3.2: Microscopy pictures taken with LEICA DM2000 LED microscope and imaged with Leica
MC 120 HD camera. The first four pictures (A-D) represent eukaryotic organisms where Ancylonema
sp. (A), Mesotanium sp. (B), circular cells (C) and oblong cylindrical cells (D). These pictures were
taken under visible light with 40x objective whereas a 100x objective was used for all the others. The
last four pictures (E-H) were taken under fluorescent light and represent DAPI-stained bacteria (E),
autofluorescence Cyanobacteria (F), particle-attached cells (G) and exopolysaccharide-attached cells
(H).
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Prokaryotic cells were counted under a fluorescent light following the protocol presented in

Grzesiak et al. (2015) where 5 mL of melted glacier ice (0.5 mL for the algal samples of site 9)

was incubated with 4’,6-diamidino-2-phenylindole (DAPI; final concentration of 1%) in darkness

for 10 minutes and then filtered through 0.2 µm pore size black polycarbonate filters (Millipore

Isopore) for epifluorescence microscopy. For each sample, under 1000x magnification using an

oil immersion objective, the prokaryotic cells emitting blue and yellow-orange fluorescent light

over thirty camera field of views were counted (Figure 3.2E-F). The yellow-orange fluorescence

was assumed to be the autofluorescence emitted by Cyanobacteria (Rassoulzadegan and Sheldon,

1986; Uetake et al., 2010). Although visible with this technique, no algal organisms were included

in this count. Bacterial biovolumes were also approximated using formulae after Hillebrand

(Hillebrand et al., 1999).

In our work, prokaryotic counts are presented as cell counts (cell mL-1) whereas total counts of

the prokaryotic and eukaryotic component were presented as biovolumes (µm3 mL-1).

3.2.4 DNA extraction and Illumina sequencing

The filters (0.22 micron pores, 47 mm, Sigma-Aldrich) were directly processed with the DNeasy

PowerWater Kit (QIAGEN, Hilden, Germany) following the manufacturer protocol. DNA con-

centrations were measured with the Qubit® 1.0 Fluorometer and Qubit® dsDNA HS Assay

Kits (Invitrogen, Carlsbad, CA, USA). Between 1 and 250 ng of DNA were obtained per sample.

All the samples were then amplified with primers specific to the V3-V4 region (450-500 bp) of

the 16S rRNA gene. The primers Pro341F and Pro805R target both the bacterial and archaeal

organisms (Table A3.1) (Takahashi et al., 2014).

To account for low starting biomass and add on sequencing adapters, the first 25 PCR cycles

were performed using the Pro341F and Pro805R primers and then a further 25 cycles were run

with the same primers combined with the Illumina Nextera Transposase adapters (Table A3.1).

PCR was run adding 12.5 µL of KAPA HiFi HotStart ReadyMix (Roche Applied Science), 1.5 µL

of each 5 M primer (0.3 µM final concentration), between 5.50 to 10.5 µL of sample (5-30 ng

of DNA) and nuclease free water up to a final volume of 25 µL PCR solution. PCR conditions

were 3 minutes at 95 oC, 25 cycles of 20 seconds at 98 oC, 15 seconds at 65 oC and 15 seconds at

72 oC, and a final extension step of 5 minutes at 72 oC for the first step of the nested PCR. The

second step consisted in 3 minutes at 95 oC, 25 cycles of 30 seconds at 98 oC, 30 seconds at 55 oC,

30 seconds at 72 oC and a final extension step of 5 minutes at 72 oC. All the PCR runs were

checked on 1.5% w/v horizontal agarose gel (0.5 mg ethidium bromide ml-1) in 1x TAE buffer

(Tris acetate-EDTA) at 120 mV for 30 minutes (Bio-Rad PowerPac 300, Bio-Rad Laboratories).

Negative controls did not show any band except than in one of the runs. That negative control
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sample was therefore sequenced. The amplicons were then indexed with the Nextera XT Index

Kit, pooled together and sequenced in two lanes of the Illumina MiSeq using 600 cycle MiSeq

reagent kit (version 2) obtaining paired 300 bp reads. Basecalling was done with Illumina

Real Time Analysis (RTA) software version 1.18.54.0. The sequencing was performed by the

University of Bristol Genomics Facility. The sequence data have been deposited in the European

Nucleotide Archive (ENA) at EMBL-EBI under accession number PRJEB40002.

3.2.5 Bioinformatics and statistical analyses

All the 62 glacial samples and the 2 negative controls were processed together following the

same pipeline. All the analyses on the DNA reads were performed in the R environment v 3.6.1

(R Core Team 2019, 2019) except for the first step where primers and adapters were trimmed

with the software CUTADAPT v 2.6 (Martin, 2011). The quality check and filtering of the

amplicon sequences were performed using the R package DADA2 v 1.14.0 (Callahan et al.,

2016) following these steps: read quality trimming, read dereplication, ASVs (amplicon sequence

variants) inference, read merging, chimera detection and taxonomy assignment with the Silva

database v 132 (Yilmaz et al., 2014). Using the R package decontam v 1.6.0 (Davis et al., 2018)

we also removed the contaminant reads from all the samples. Contaminants were identified by

the two negative controls (NC1 and NC2). NC1 was the DNA extracted from the filtered sterile

Milli-Q water and treated with the exact same protocol as the other samples and NC2 was a

PCR negative protocol and represented a faint line on one of the electrophoresis gels that was

run during the amplicon preparation.

Two samples were overloaded during the Illumina sequencing giving an output of 690,952 and

1,278,606 sequences in 3D-75-122 and 9B, respectively (Table A3.2). The two overloaded samples

were trimmed down to 263,233 sequences which corresponded to the number of reads in third

sample ranked by read-count (8D-20-100).

I calculated sample rarefaction curves in order to check how the diversity was covered in all the

samples with the R package iNEXT v 2.0.20 (Hsieh et al., 2016). Then we removed the singleton

component from the dataset. Singletons were here defined as the ASVs represented by only one

sequence in the entire dataset (Auer et al., 2017; Callahan et al., 2019) (Table A3.3). The

ASV table was then transformed with the package DESeq2 v 1.26.0 (Love et al., 2014) and the

cluster analysis was calculated on this dataset using Euclidean distances. In the heatmap, the

samples were disposed following this sample clustering and only genera that represented more

than 2% of the community in at least one sample of the dataset are reported. I also reported the

16S rRNA associated with Chloroplast (order-level) and WPS-2 (phylum-level) in order to give
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a better idea about the Unclassified component at genus-level. I investigated how each genus

varied between different sites, ice types and ice layers with the Kruskal-Wallis test. This test

was performed for each genus on the relative abundance dataset (no algal samples from site 9

were included). We considered the Kruskal-Wallis test to be significant when the p-value was

lower than 0.05.

All the other statistical analyses such as permutational multivariate analysis of variance (PER-

MANOVA) and distance-based redundancy analysis (dbRDA) were performed on the dataset

transformed with the Hellinger transformation (Legendre and Gallagher, 2001). PERMANOVA

analyses were performed on Bray-Curtis dissimilarity matrices for ASV and microbial count data

and Euclidean distance matrices for the geochemical dataset (9999 permutations). All the fac-

torial analyses (e.g. PERMANOVA) were performed with three different factors: ‘site’ (9 levels

as 1, 2, 3, 4, 5, 6, 7, 8 and 9), ‘ice type’ (5 levels as SE, SU, E, U and M) and ‘layer’ (2 levels

as sux and sub). The factor ‘layer’ was divided only between surface and subsurface samples

because the subsurface samples represented a high range of depths and this did not allow a more

detailed division. The ice types E and U, which are the clear and cloudy subsurface ice, also

represented samples from different ice depths. PERMANOVA performed on uniquely clear or

cloudy dataset was performed on only the factor ‘site’ to check which of the two ice types showed

a higher degree of differentiation between sites.

The algae samples (site 9) were excluded by the PERMANOVA and dbRDA analyses in order

to not inflate the observed difference between samples. In the dbRDA analysis, sample 4B-17-74

represented an outlier (dbRDA1 = -2.83 and dbRDA2 = -4.00) was removed from the graph for

visualization purposes.

PERMANOVA pairwise comparisons were performed with the R package pairwiseAdonis v 0.4

(Martinez Arbizu, 2020) and p-values were adjusted with the Bonferroni correction. I used

the following R packages for data manipulation and graph plotting: ggplot2 v 3.2.1 (Wickham,

2016), gplots v 3.0.1.1 (Warnes et al., 2019), tidyr v 1.0.2 (Wickham et al., 2017), phyloseq v

1.30.0 (McMurdie and Holmes, 2013), vegan v 2.5.6 (Oksanen, 2017), viridis v 0.5.1 (Garnier,

2018), gridExtra v 2.3 (Auguie, 2017) and plyr v 1.8.5 (Wickham, 2011).

3.3 Results

3.3.1 Nutrient and DOC composition

Twenty-five percent of the geochemical variance was explained by the differences between each

site location. Differences between clear and cloud ice was a secondary factor explaining 17% of

the variance (p-value < 0.05; Table 3.2A).
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PERMANOVA analysis performed on each variable showed that magnesium (R2 = 0.81), potas-

sium (R2 = 0.72), calcium (R2 = 0.70), sodium (R2 = 0.35) and ammonium (R2= 0.24) showed

significant values (p-value < 0.05) for the site locations. No significant results were obtained for

the differences between ice types. In sites 1, 2, 3, 4 and 5 magnesium, calcium and potassium

showed higher concentrations (17-19 ppb, 17-33 ppb and 26-123 ppb respectively) than in the

other sites (6-13 ppb, 6-14 ppb and 0-18 ppb). Rock sodium was also lower in sites 6, 7 and

8 compared to the other sites with values of 5-25 ppb (8D-0-20 excluded) and 0-14 ppb. Am-

monium values were higher in the sites 6, 7, 8 and 9 and especially in site 8 where the average

value was 13 ± 6 ppb against 6 ± 5 ppb in all the other sites. The phosphate concentration

was below the LOD in all of the samples. DOC values were much higher in the algae samples

(site 9) with values of more than 1500 ppb while in the others all the values were below 500 ppb

(Figure 3.3). Nutrient and DOC concentrations grouped by different ice types are reported in

Figure A3.1.

3.3.2 Cell enumeration

The highest bacterial number was in site 9, where high content algal samples were collected, with

6x104 and 1x105 cell mL-1 in sample 9A and 9B, respectively. In all the other ice samples the

bacterial concentration ranged between 2x103 and 3x104 cell mL-1. The cell count was higher in

the surface clear ice (SE) samples compared to the other ice types (Figure 3.4A) whereas fewer

differences were observed among different sites (Figure 3.4B). Looking at the biovolume data,

where also the algal component was taken in account, the algal samples presented, again, the

Table 3.2: Permutational multivariate analysis of variance (PERMANOVA) test performed on the
ASV, geochemical, prokaryotic count and biovolume datasets for the model site x ice type (A) and site x
layer (B). PERMANOVA was performed with 9999 permutations on Bray-Curtis dissimilarity matrices
for all the datasets except from the geochemical dataset where a Euclidean distance matrix was used.
The symbol ’-’ is reported for non-significant R2 values where the statistic p-value ≥ 0.05.

Datasets
A Site x ice type B Site x layer

Factors R2 p-value Factors R2 p-value

Nutrients and DOC

site 0.25 0.01 site 0.25 0.00
ice type 0.17 0.00 layer 0.11 0.00

site x ice type - - site x layer - -

Prokaryotic count

site - - site 0.20 0.04
ice type 0.17 0.03 layer 0.08 0.01

site x ice type - - site x layer - -

Biovolume

site - - site - -
ice type 0.13 0.04 layer 0.08 0.02

site x ice type - - site x layer - -

ASV

site 0.21 0.00 site 0.21 0.00
ice type 0.10 0.00 layer 0.05 0.00

site x ice type 0.29 0.05 site x layer - -
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Figure 3.3: Geochemical data grouped by site for Cl- (A), Na+ (B), Mg2+ (C), Ca2+ (D), SO4
2– (E),
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Figure 3.4: Prokaryotic cell counts for ice type-grouped samples (A) and site-grouped samples (B).

highest biovolume values with 5x107 and 9x107 µm3 mL-1. The other samples ranged between

3x104 and 6x106 (Figure A3.2A-B).

The only statistically significant factor (p-value < 0.05) in the prokaryotic count and biovolume

datasets was the ice type factor which explained the 17% and the 13% of the variance respectively

(Table 3.2A). Less variance was explained by the model when the PERMANOVA analysis was

run with ice layer (i.e. surface vs subsurface ice) as second factor (instead of the factor ice type;

Table 3.2B). PERMANOVA pairwise comparisons showed that the only significant comparisons

(p-value < 0.05) were those between the SE samples and the other ice types. In particular,

comparisons between SE and surface cloudy ice (SU), subsurface cloudy ice (U) and subsurface

clear ice (E) explained 28%, 21% and 15% of the observed variance.

3.3.3 Microbial diversity

The two negative controls NC1 and NC2 resulted in 179 and 59,763 sequences, respectively

(Table A3.2). NC2 sequences were represented by 219 ASVs and the most abundant ASVs (here

defined as ASVs represented by more than 0.01% of the sample abundance) which represented

the 97% of the sequences in this negative control, represented less than the 1% of all the sequences

in all the other samples.

Between 15.2% and 73% of the sequences in all the samples were kept after the sequence clean-

up and only 5 of the 62 glacier ice samples had fewer than 50,000 sequences (Table A3.2). The

total number of ASVs present in the dataset was 20,509. The iNEXT diversity curves reached

a plateau for the q1 (Shannon diversity) and q2 (Simpson diversity) indexes whereas they were

still in an exponential phase for the q0 (ASV richness) index (Figure A3.3).
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At high taxonomical (phyla-level) rank, all the ice samples presented similar communities domi-

nated by Cyanobacteria (33.3% on average), Alphaproteobacteria (13.4%; Proteobacteria), Acti-

nobacteria (11.7%), Bacteroidetes (11.3%), WPS-2 (10.5%), Firmicutes (5.4%), Acidobacteria

(4.2%), Gammaproteobacteria (3.8%; Proteobacteria) and Armatimonadetes (2.2%). These

phyla represented between the 79.8% and the 99.9% of all the taxa sampled. Phyla distri-

bution across the different sites did not show any particular trend with the exception of a higher

abundance of Armatimonadetes and Acidobacteria in sites 5, 6, 7 and 8 reaching the abundances

of 13.4 and 13.5%, respectively; and Firmicutes in sites 7, 8 and 9 reaching 31.5%. In the sub-

surface ice, Armatimonadetes and Firmicutes had a higher ASV abundance reaching also 13.4

and 24.5% in these samples. Cyanobacteria was the most represented phylum in the dataset and

reached 99.2% of bacteria in the algal samples collected from area 9, and ranged between 23%

and 50% of the samples collected from SU, SE, E and M, but was constantly lower than 25% in

cloudy ice.

At ASV-level the samples clustered in three main different groups where there was a first cluster

composed by samples from site 1, 2, 3, 4 and 5, a second cluster with samples from sites 5, 6, 7

and 8 and a third cluster, more distantly related from the first two clusters, with samples from

sites 5, 6, 7 and 8 with mainly subsurface cloudy samples (Figure 3.5A). Samples collected from

site 5 clustered closed to samples from all the other sites. Additionally to the two algal samples

(9A and 9B), the ice cores 6A and 8B also clustered independently from all the other samples.

The Unclassified component at the genus level was between the 0.1% and the 49.9% in all the

samples (9A and 3A-0-33, respectively) where most of the sequences were associated to the phyla

Cyanobacteria, Proteobacteria and Armatimonadetes (Figure A3.4). Samples 9A and 9B had

99% of the sequences associated with chloroplast 16S rRNA. Clusters 1 and 2 had a consis-

tent dominant community across all the samples where WPS-2, Phormidesmis, Salinibacterium,

Acidiphilium, Solitalea, Hymenobacter, Granulicella, Parafrigoribacterium and Polymorphobac-

ter constituted more than the 34% of the community in all the samples (except from samples

2A-83-111, 2C-25-61, 2C-61-119, 4B-17-74 and 5D-25-70). Cluster 2 and cluster 3 (site 6, 7 and

8) were also characterized by the genus Clostridium; and cluster 3 (subsurface cloudy samples

in site 6, 7 and 8) alone was characterized by Sediminibacterium and Bradyrhizobium and a

higher component of less abundant taxa (Figure 3.5B). Kruskal-Wallis tests, performed at spe-

cific genus relative distributions, showed that most of the genera varied between different sites,

rather than among different ice types or layers. However, in particular, Sediminibacterium and

Bradyrhizobium and Clostridium showed the highest Chi-squared values (Figure 3.5C). Sedi-

minibacterium, Bradyrhizobium and Pseudanabaena also showed a distribution that also varied

by ice type (Figure 3.5C).
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Figure 3.5: Genera abundance across the samples. (A) Cluster analysis performed on ASVs dataset
transformed with the Deseq2 algorithm where the samples clustered in three main groups (1, 2 and
3). (B) Heatmap showing only the genera that represented more than 2% of the community in at least
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more details in Figure A3.4.
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Table 3.3: Permutational multivariate analysis of variance (PERMANOVA) test performed on only
the clear ice samples and only on the cloudy ice samples. PERMANOVA was performed with 9999
permutations on Bray-Curtis dissimilarity matrices for all the datasets except from the geochemical
dataset where a Euclidean distance matrix was used. The symbol ’-’ is reported for non-significant R2

values where the statistic p-value ≥ 0.05.

Datasets Factors
Clear ice Cloudy ice

R2 p-value R2 p-value

Nutrients and DOC

site 0.28 0.02 - -
layer 0.30 0.00 - -

site x layer - - - -

Prokaryotic count

site - - - -
layer 0.16 0.01 - -

site x layer - - - -

Biovolume

site - - - -
layer 0.16 0.01 - -

site x layer - - - -

ASV

site 0.26 0.00 0.42 0.04
layer 0.06 0.00 0.07 0.01

site x layer - - - -

Only three ASVs, 63 sequences in total, were assigned to the Archaea component in all the

dataset.

In the ASV dataset, 21% of the observed variance was explained by the factor site. The factor

‘ice type’ was a secondary factor explaining the 10% of the variance; 29% of the variance was

explained by ‘site x ice type’ factor (p-value < 0.05, Table 3.2A). The 26% and the 42% of the

variance was explained by the factor ‘site’ when the PERMANOVA was performed only on the

clear and only the cloudy ASV dataset respectively (p-value < 0.05, Table 3.3).

3.3.4 Nutrients, DOC, site and taxa interactions

The clustering of subsurface cloudy ice samples of sites 6, 7 and 8 was correlated with an increase

of the taxa Clostridium, Bradyrhizobium, Salinibacterium, Sediminibacterium and Desulfosporos-

inus (Figure 3.6). This is also supported by the Kruskal-Wallis test results (Figure 3.5C). This

sample cluster was correlated with higher values of NH4
+, SO4

2– and Cl- and by lower concen-

trations of all the nutrients. All the other samples from site 6, 7 and 8 were correlated with

higher values in NH4
+. On the other hand, the group formed by the sites 1, 2, 3 and 4 was

characterized by higher values of mainly K+, Na+, Ca2+ and Mg2+ and an increase in the gen-

era Corynebacterium, Streptococcus, Massilia, Hymenobacter, Pseudanabaena and Acidiphilium.

Ammonium had negative relation with all the other ions (Figure 3.6). The dbRDA clustering

patterns corroborated those seen in cluster analysis (Figure 3.5A). DOC and NO3
– were the

geochemical variables that least affected the taxon and site distribution observed in the dbRDA
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plot (shorter vectors).

3.4 Discussion

Common to all sampling sites were taxa previously found and isolated from other polar and cold

environments, such as the genera Phormidesmis (Chrismas et al., 2016), Salinibacterium (Shin

et al., 2012), Solitalea (Uetake et al., 2019), Granulicella (Oshkin et al., 2019) and Hymenobacter

(Klassen and Foght, 2011). Most of these taxa have been described as being exopolysaccharide

(EPS), ice-binding protein (IBP) and antifreeze protein (AFP) producers (Chrismas et al., 2018;

Cid et al., 2016; Kielak et al., 2016). These substances have been shown to facilitate and protect

cells from freeze/thaw cycles and to alter ice crystal formation therefore providing cryoprotection

to advantage the survival in this challenging environment (Ali et al., 2020; Casillo et al., 2017;

Deming and Young, 2017). The presence of these psychrophiles and their exudates was also

supported by the microscopy (Figure 3.1G-H). The Cyanobacteria that were found in the dataset
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were also typical of the glacial environment (Lutz et al., 2017) and most of the genera (e.g.

Phormidesmis, Pseudanabaena, Chamaesiphon and Tychonema) were filamentous cyanobacterial

organisms adapted to cope with the stress imposed by challenging environments (Lan et al.,

2010; Singh et al., 2010). Segawa et al. (2017) studied biogeographic patterns in cyanobacterial

species colonizing glacial surfaces worldwide identifying both cosmopolitan (e.g Phormidesmis

sp., Pseudanabaena sp. and Chamaesiphon sp.) and local distributed species that differentiated

due to site-specific conditions.

Although a distinction between clear and cloudy ice could be observed, microbial diversity

and structure were mainly influenced by the location (Table 3.2A and Figure 3.5A). The main

microbial differences across sites where observed between the area with sites 1, 2, 3 and 4 and

the one with sites 6, 7 and 8 (Figure 3.5 and 3.6). The microbial community in sites 6, 7

and 8 differed from the others mainly because of the high abundance of the genus Clostridium,

belonging to the phylum Firmicutes, which are spore-forming organisms (Ryall et al., 2012;

Setlow, 2016). The ability to form spores gives these organisms an advantage in challenging

environmental conditions, for this reason they have also been often observed as an essential part

of the atmospheric microbial communities (Els et al., 2019b; Els et al., 2019a). These sites

were also enriched with the phylum Acidobacteria, whose organisms are well-known acidophiles

(Goltsman et al., 2015; Pankratov and Dedysh, 2010) and Armatimonadetes which is not well

characterized, but it is often associated with Cyanobacteria (Woodhouse et al., 2017).

Differences between clear and cloudy ice were of secondary importance in explaining the observed

variance in the taxonomy (Table 3.2A). Whereas a similar microbial community structure and

diversity were shared between the clear ice across all sites and the cloudy ice across sites 1, 2, 3, 4

and 5. The microbial community of the subsurface cloudy ice of sites 6, 7 and 8 differed from the

others and presented a community structure characterized by many medium-abundant taxa and

a less defined dominant community (Figure 3.5B). Further, these subsurface cloudy ice samples

had a lower abundance of those genera that constituted the dominant community in the other

samples and that we defined above as commonly found in the polar region (e.g. Phormidesmis

and Hymenobacter ; Figure 3.5B). Other than Clostridium which had a similar abundance in all

the samples of site 6, 7 and 8, the genera Bradyrhizobium and Sediminibacterium had a higher

presence in the cloudy subsurface ice of these sites (Figure 3.5B-C). The genus Bradyrhizobium

is mainly composed by plant symbiont nitrogen-fixers (Shah and Subramaniam, 2018) and Sedi-

minibacterium is an ubiquitous genus often found in soil and fresh water environmental samples

(Kang et al., 2014; Kim et al., 2013; Pinto et al., 2017). These two genera could have been

transported to the glacier surface from the surrounding environment and trapped in the ice by
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the successive snow deposition and firn/ice formation. Microbes are indeed brought to the glacier

mainly by weathering phenomena and aeolian transport (i.e. snowflakes and dust) and therefore,

the glacial communities are strictly dependent and conditioned by the surrounding environment

(Boetius et al., 2015; Hotaling et al., 2017). In the ablation zone of temperate glaciers, the ice is

impermeable at depth (Fountain and Walder, 1998) and, the microorganisms, being trapped in

the ice veins or crystals (Mader et al., 2006), cannot move within the ice. Therefore, englacial

channels represent the only way to move within the ice. While the englacial water (i.e. clear

ice) favors the development of a glacial microbial community dependent on water transport and

oxygenation, the cloudy ice has never been melted/refrozen and represents a picture of the orig-

inal microorganisms that were deposited on the glacier surface. These results showed how the

microbial communities shared more differences between different cloudy ice samples, whereas

communities in the clear ice were more homogeneous (Table 3.3).

While the contrast between clear and cloudy ice communities is clear in sites 6, 7 and 8, sites 1,

2, 3 and 4 did not show any pattern between different ice types (Figure 3.5B). Ice from different

sites would have different source locations and different pathways through the glaciers before

emerging in the ablation zone (Cuffey and Paterson, 2010; Hudleston, 2015). Therefore, they

formed at different times and would reflect the environment at that time and source region on the

glacier. Importantly, microbial communities are strongly correlated with variations in nutrient

and particle concentration, which can vary dramatically spatially and temporally (Dieser et al.,

2010; Lutz et al., 2016; Uetake et al., 2019).

Although Cyanobacteria are normally associated with the glacial surface because of their photo-

synthetic metabolism (Anesio and Laybourn-Parry, 2012; Stibal et al., 2006; Stibal et al., 2012b;

Uetake et al., 2010), they have been previously found in meltwater streams (Makhalanyane et

al., 2015) and in the englacial locations (Martinez-Alonso et al., 2019). Cyanobacteria was

less abundant in the subsurface cloudy ice of sites 6, 7 and 8, where there is a notable ab-

sence of a microbial community typical of glacial environment. Other than this clustering, only

the cyanobacterial genus Pseudanabaena showed a differential distribution between different ice

types (Figure 3.5C). The broad presence of Cyanobacteria in the clear ice may suggest that the

cyanobacterial organisms are washed into englacial systems from the glacier surface, which would

be expected. The Cyanobacteria component of the dead or dormant in the englacial system may

be an energy source for the heterotrophic englacial community. Similar relative abundances of

Cyanobacteria between ice types may indicate a slow degradation rate of organic material in the

englacial community. Remineralization of nutrients would be expected to be slow considering the

relatively low abundance of bacteria in subsurface samples (average of 7x103 cell mL-1).
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Nutrients show the same patterns as the ASV data; location represents the main explanatory

factor (Table 3.2A). The concentrations of the ions Mg2+, Ca2+, Na+ and K+ were higher in

sites 1, 2, 3, 4 and 5 compared to sites 6, 7 and 8. These ions are associated with the dissolution

of soil and rock particles, therefore indicating a higher particle concentration in sites 1, 2, 3, 4

and 5 (Figure 3.3) (Li et al., 2007). Therefore, the higher presence of the spore-forming genus

Clostridium in sites 6, 7 and 8 could be due to the low nutrient and low dust concentration in

these sites. Low Ca2+ concentrations have previously been associated with low glacier pH (Li et

al., 2007). Although we did not measure pH, sites 6, 7 and 8 showed a lower Ca2+ concentration

compared to the other sites and were enriched with species belonging to the Firmicutes and

Acidobacteria phyla, which are known acidophilic organisms (González-Toril et al., 2015). The

only ion that showed a higher concentration in these sites was the ammonium which had a

correlation with the presence of N2-fixers (e.g. Bradyrhizobium) (Figure 3.6), suggesting a

potential role of glacial organisms in producing bioavailable nitrogen.

Cell concentrations and biovolumes did not show the same patterns as those observed in the

taxonomical and geochemical datasets. Instead, ice type was the major explanatory variable

(Table 3.2A and Figure 3.4). Higher nutrient concentrations at a site did not correspond to a

higher cell concentration which was also previously observed by Chen et al. (2016), leading to

the conclusion that the nutrient presence shapes the microbial community structure, but not

necessarily the microbial growth in this environment. An average of 104 cell mL-1 was observed

by Grzesiak et al. (2015) in the surface glacier ice and a concentration of 102-103 cell mL-1

was observed in the subsurface ice (Mader et al., 2006). Surprisingly, the concentration did not

change with depth suggesting that cell concentration was not influenced by sunlight intensity.

This lack of microbial differences between surface and subsurface layers may be due to the typical

unregular ice stratigraphy of the glacier ablation zone (Perolo et al., 2019). However, prokaryotic

cell concentrations and biovolumes were higher in the surface clear ice compared to all the other

ice types and largely explains the variance between ice types. Surface clear ice could represent

a favorable environment for cell growth. The cells may be metabolically active during the water

flow in the englacial channels and then, when exposed at the glacier surface, the organisms thrive

under the new conditions of sunlight.

The glacier ice, although seemingly impermeable, is fractured by crevasses and perforated by an

extensive network of englacial pathways (Fountain and Walder, 1998) which play a pivotal role

in regulating flow of water and nutrients between the surface and bed. The indirect sampling

approach we used to sample englacial and meteoric ice enabled us to successfully character-

ize microbial communities in englacial passages. Different microbial communities were found
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between clear and cloudy ice (sites 6, 7 and 8). The clear ice was populated by taxa typi-

cal of glacier environments whereas the cloudy ice was populated by taxa more typical of the

landscape surrounding the glacier, suggesting aeolian transport to the glacier. This difference

suggests that englacial channels play an important role in dispersing the microbial community

inside the glacier (and presumably to the subglacial region) and in the development of a cold-

adapted glacial microbial community. However, different clear/cloudy ice microbial clustering

was observed in two different glacier areas (1, 2, 3 and 4 vs 6, 7 and 8), indicating that the role

of the englacial channels could be highly impacted by the environment settings and weathering

phenomena (e.g. particle transport) at the time of the ice formation.

3.5 Conclusion

In this study we utilized an indirect sampling method to characterize microbial communities

found in englacial water. We were able to compare microbial communities from englacial water

(clear ice) to meteoric glacier ice (bubble-rich cloudy ice). Although microbial communities were

primarily shaped and structured by their spatial distribution on the glacier, ice type was an im-

portant secondary factor. A set of samples from one location on the glacier presented significant

community differences between clear and cloudy ice. Whereas the clear ice communities pre-

sented typical cold-adapted glacial communities, the cloudy ice presented a less defined glacial

community with more organisms from the surrounding non-glacial environment. The cloudy ice

provides a picture of the original microbial community wind-transported to the glacier surface

from the surroundings and then buried by subsequent snows, eventually compacted and turned

into glacial ice. The clear ice captures that portion of the microbial community that survives in

the glacial habitat. These results suggest the important role of the englacial hydrological system

in the development of a glacial microbial community and its dispersion within the glacier. Meta-

transcriptomics studies of the englacial communities would help to further define community

metabolism and the role of Cyanobacteria.
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Appendix

3.A Geochemical data

Nutrients (Cl-, SO4
2– , NO3

– , PO4
3– , Mg2+, Ca2+, NH4

+, Natot
+ and K+) were quantified using

capillary ion chromatography on a Thermo ScientificTM DionexTM analytical ICS-5000, fitted

with a simultaneous IonPacTM AS11-HC 2 × 250 mm anion-exchange column and an IonPacTM

CS12 2 × 250 mm cation-exchange column. The limit of detections (LOD), determined by the

mean concentration plus three times the standard deviation of procedural blanks (n = 9), were

8.1 ppb (Cl-), 6.4 ppb (SO4
2– ), 8.6 ppb (NO3

– ), 16.5 ppb (PO4
3– ), 23 ppb (Mg2+), 26 ppb

(Ca2+), 10 ppb (NH4
+), 29 ppb (Natot

+) and 14 ppb (K+). Accuracies were -0.1% (Cl-), -

3.4% (SO4
2– ), -0.5% (NO3

– ), -5.5% (PO4
3– ), -14% (Mg2+), -6.5% (Ca2+), -14% (NH4

+), -14%

(Natot
+) and -20% (K+). Precisions were ± 0.47 (Cl-), ± 2.0 (SO4

2– ), ± 1.0 (NO3
– ), ± 2.7

(PO4
3– ), ± 5.4 (Mg2+), ± 3.7 (Ca2+), ± 2.9 (NH4

+), ± 3.7 (Natot
+) and ± 6.7 (K+), as

determined from comparison with a gravimetrically diluted single ion 1000 mg L-1 FlukaTM

TraceCERT® ion chromatography standard to a concentration of 250 µg L-1 for each ion. In

the chapter Na+ values are reported as rock dissolved Narock
+. Narock

+ was calculated with the

formula Nasea
+ = Cltot

– x (10760/19350) where Narock
+ = Natot

+ – Nasea
+. The values 10760

and 19350 are respectively the concentrations of Na+ and Cl- in sea water. Some of Narock
+

values that equal to 0 may be slightly negative values.

Dissolved Organic Carbon (DOC) concentration was quantified using a Shimadzu TOC-VWP

Organic Carbon Analyzer. Total carbon (TC) is the sum of inorganic carbon (IC) and DOC.

TC was measured via the addition of phosphoric acid and persulfate to the sample, which was

heated under UV radiation and converted to CO2 where it was measured using non-dispersive

infrared analysis (NDIR). IC was quantified by acidifying the sample with phosphoric acid and

sparged to convert it to CO2, where it was measured in the same way as TC. DOC was deter-

mined by subtracting the IC concentration from the TC concentration. The LoD was 28.1 ppb.

Precision was ± 1.3 and accuracy was 2.3% as determined from comparison with a gravimet-

rically diluted 1000 ppm TOC certified stock standard to a concentration of 250 ppb (Sigma

TraceCERT®).
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3.B Sequencing data

Table A3.1: Primer and Illumina Nextera Transposase adapter sequences.

Primer Sequence

Pro341F CCTACGGGNBGCASCAG
Pro805R GACTACNVGGGTATCTAATCC

Pro341F + Illumina adapter TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGCCTACGGGNBGCASCAG
Pro805R + Illumina adapter GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGGACTACNVGGGTATCTAATCC
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Table A3.2: Retrieved sequences after each step of the clean-up stage of the sequence ASV dataset.

Samples Raw reads*
Primer

removal*
Quality
filter*

Forward ASV
inference

Reverse ASV
inference

Merged
sequences

Non chimeric
sequences

No
negative

Final
sequences (%)

1A-0-30 224564 219028 147351 145808 146201 139451 48648 48645 21.7
1A-30-55 203044 198742 143915 142100 143118 137634 74791 74789 36.8
1A-55-118 167352 162727 113510 113002 113242 111612 99616 99608 59.5
1B-0-25 179107 173887 120995 119210 120151 114182 45125 45122 25.2

1B-25-113 170690 156925 114383 114132 114274 113484 109964 109563 64.2
2A-0-30 254054 242719 176107 172617 174298 160215 44174 44167 17.4
2A-30-83 232178 226812 160031 158555 159226 154211 91455 91449 39.4
2A-83-111 166476 161533 117664 117137 117246 116136 108265 108253 65
2B-0-20 247998 242468 175622 172973 174184 164097 54306 54299 21.9

2B-20-125 252206 247178 177946 176212 176922 170389 99663 99653 39.5
2C-0-25 193916 189124 133404 132329 132786 129122 84636 84627 43.6
2C-25-61 192041 186185 137105 136430 136632 135366 127992 127934 66.6
2C-61-119 207339 201145 146786 145727 146168 142394 123708 123696 59.7
3A-0-33 35377 29553 10960 10885 10919 10662 7608 7607 21.5

3A-33-102 204826 182011 119906 118839 119411 115417 52589 52587 25.7
3B-0-32 154170 149194 100592 99969 100246 98188 76042 76039 49.3

3B-32-125 207275 203027 150866 150467 150579 149662 142298 142261 68.6
3C-0-32 320693 313216 228157 224974 226618 215319 114578 114555 35.7

3C-32-111 204325 198718 142253 141614 141752 139750 99070 99068 48.5
3D-0-25 257276 251180 185815 184666 185291 181892 139837 139832 54.4
3D-25-75 278733 273891 201909 201270 201404 199079 162891 162877 58.4
3D-75-122 1444473 1402145 751041 748378 749435 741485 691489 690952 47.8
4A-0-15 175536 170975 119295 118645 118918 116701 96471 96467 55
4A-15-75 207551 202957 144025 142734 143341 139103 78394 78389 37.8
4B-0-17 404452 264449 166465 165087 165742 161878 93358 93355 23.1
4B-17-74 223110 213245 157634 157053 157039 155614 153028 152784 68.5
5A-20-45 237112 232547 176737 176486 176402 175483 172027 172007 72.5
5B-0-20 178178 173539 118222 117473 117770 115019 90089 90085 50.6
5C-0-25 198069 193195 139064 138466 138684 137068 126716 126716 64
5C-25-80 231545 226883 168990 166940 167438 162968 153438 153087 66.1
5D-0-25 309798 304136 235492 231596 233954 222030 120326 120325 38.8
5D-25-70 236421 231121 177559 177139 177194 176294 163759 163730 69.3
6A-0-30 104562 100062 67929 66836 67314 62052 15848 15844 15.2

6A-30-105 264310 253674 186641 183195 185485 170988 56950 56949 21.5
6B-0-25 177917 172102 118512 117138 117744 113330 81841 81796 46
6B-25-75 148744 145580 97725 97368 97435 96301 88713 88710 59.6
6C-0-30 124675 121993 78662 78569 78535 78110 75995 75987 60.9

6C-30-100 149431 138242 93684 92045 93073 87341 66223 65296 43.7
6D-0-20 227031 222888 166380 165754 165971 163992 145493 145343 64
6D-20-63 189345 184637 130027 129503 129666 127749 112841 112831 59.6
7A-0-30 196250 192735 146898 146777 146769 146362 143291 143290 73
7A-30-55 158457 153128 106410 105451 106013 102577 86248 85188 53.8
7A-55-90 195491 173677 123858 122578 123226 118725 104033 102679 52.5
7B-0-25 256721 251884 194295 194071 194103 193282 185712 185712 72.3
7B-25-71 135460 132480 94667 94326 94437 93460 87727 87720 64.8
7B-71-125 308641 287586 205466 203689 204298 197776 119984 119911 38.9
7C-0-30 172561 169003 123767 123539 123618 122850 115339 115339 66.8
7C-30-65 245112 241578 179422 179240 179294 178643 176433 176406 72
7C-65-111 167840 161555 108498 107660 108080 105491 83264 83181 49.6
7D-0-16 264053 259587 187566 187341 187330 186247 183380 183358 69.4
7D-16-79 191445 179008 129421 127626 128717 123709 104803 103288 54
8A-0-20 257590 253744 188197 188027 188031 187333 184833 184821 71.8
8A-20-87 185394 181061 131355 130403 130812 127997 95255 95239 51.4
8A-87-131 270297 264641 201383 200754 201077 199987 197053 196480 72.7
8B-0-20 237481 233665 167847 167575 167598 166689 164433 164424 69.2
8B-20-77 238134 229540 156850 155934 156475 153944 147335 147330 61.9
8C-0-25 224394 218942 154811 153439 153986 148823 85633 85629 38.2
8C-25-65 178650 170465 120005 117818 119263 113112 91635 91063 51
8D-0-20 232212 226815 162010 161296 161566 159396 135607 135582 58.4

8D-20-100 366006 359788 270644 270316 269959 268983 265547 263233 71.9
9A 155250 151114 112921 112543 112783 111782 95444 95388 61.4
9B 2717700 2597221 1499585 1493666 1497640 1475254 1279538 1278606 47

NC1 2512 1274 238 236 235 213 179 - 7.1**
NC2 126406 118604 63685 63189 63408 61476 59763 - 47.3**
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Table A3.3: Singleton percentage over each sample sequence and ASV number.

Samples
Singletons

over sequence
number (%)

Singletons
over ASV

number (%)
Samples

Singletons
over sequence
number (%)

Singletons
over ASV

number (%)

1A-0-30 0.95 51.05 6A-0-30 6.63 72.18
1A-30-55 0.44 40.68 6A-30-105 1.03 67.47
1A-55-118 0.05 16.39 6B-0-25 0.29 33.77
1B-0-25 1.57 54.46 6B-25-75 0.04 10.48

1B-25-113 0.02 8.26 6C-0-30 0.01 3.45
2A-0-30 2.17 63.78 6C-30-100 0.32 41.62
2A-30-83 0.39 41.17 6D-0-20 0.05 18.8
2A-83-111 0.02 10.4 6D-20-63 0.06 17.83
2B-0-20 1.36 54.97 7A-0-30 0.01 4.12

2B-20-125 0.36 35.54 7A-30-55 0.17 32.6
2C-0-25 0.44 40.87 7A-55-90 0.06 19.93
2C-25-61 0.02 9.96 7B-0-25 0.01 5.28
2C-61-119 0.07 19.53 7B-25-71 0.04 8.61
3A-0-33 0.32 12.44 7B-71-125 0.2 38.07

3A-33-102 0.59 53.62 7C-0-30 0.03 9.77
3B-0-32 0.19 27.17 7C-30-65 0.01 5.24

3B-32-125 0.01 6.94 7C-65-111 0.18 33.64
3C-0-32 0.32 41.08 7D-0-16 0.01 8.45

3C-32-111 0.18 31.88 7D-16-79 0.1 31.83
3D-0-25 0.1 23.74 8A-0-20 0.01 4.95
3D-25-75 0.05 20.33 8A-20-87 0.17 28.25
3D-75-122 0.01 24.03 8A-87-131 0.01 6.06
4A-0-15 0.16 31.29 8B-0-20 0.02 11.63
4A-15-75 0.35 39.42 8B-20-77 0.03 14.29
4B-0-17 0.18 33.33 8C-0-25 0.42 39.65
4B-17-74 0.03 21.08 8C-25-65 0.15 31.96
5A-20-45 0.01 3.21 8D-0-20 0.06 16.09
5B-0-20 0.17 25.12 8D-20-100 0.01 7.93
5C-0-25 0.03 9.33 9A 0.12 45.35
5C-25-80 0.06 20.47 9B 0.02 44.25

5D-0-25 0.27 40.12
5D-25-70 0.01 6.96
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3.C Biovolume data
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3.D Diversity data
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Unclassified genera at the phylum-level

A
S
V
s 

nu
m

be
r 

(%
)

Sample

1A
-0

-3
0

1A
-3

0-
55

1A
-5

5-
11

8
1B

-0
-2

5
1B

-2
5-

11
3

2A
-3

0-
83

2A
-0

-3
0

2A
-8

3-
11

1

2B
-2

0-
12

5
2C

-0
-2

5

2B
-0

-2
0

2C
-2

5-
61

2C
-6

1-
11

9
3A

-0
-3

3
3A

-3
3-

10
2

3B
-0

-3
2

3B
-3

2-
12

5
3C

-0
-3

2
3C

-3
2-

11
1

3D
-0

-2
5

3D
-2

5-
75

3D
-7

5-
12

2
4A

-0
-1

5
4A

-1
5-

75
4B

-0
-1

7
4B

-1
7-

74
5A

-2
0-

45
5B

-0
-2

0
5C

-0
-2

5

5D
-0

-2
5

5D
-2

5-
70

6A
-0

-3
0

6A
-3

0-
10

5
6B

-0
-2

5
6B

-2
5-

75
6C

-0
-3

0
6C

-3
0-

10
0

6D
-0

-2
0

6D
-2

0-
63

7A
-0

-3
0

7A
-3

0-
55

7A
-5

5-
90

7B
-0

-2
5

7B
-2

5-
71

7B
-7

1-
12

5
7C

-0
-3

0
7C

-3
0-

65
7C

-6
5-

11
1

7D
-0

-1
6

7D
-1

6-
79

8A
-2

0-
87

8A
-8

7-
13

1
8B

-0
-2

0
8B

-2
0-

77
8C

-0
-2

5
8C

-2
5-

65
8D

-0
-2

0
8D

-2
0-

10
0

9A 9B

5C
-2

5-
80

8A
-0

-2
0

Figure A3.4: Phyla corresponding to the unclassified component at genus-level. Classified refers to
the component that was classified at genus-level. Only phyla that represented more than 5% in at least
one sample were reported.

96



Chapter 4

A taxon-wise insight into rock weathering and nitrogen

fixation functional profiles of proglacial systems

Abstract

The Arctic environment is particularly affected by the global warming and a clear trend of the

ice retreat is observed worldwide. In proglacial systems, newly exposed terrain represents dif-

ferent environmental and nutrient conditions compared to later soil stages. Therefore proglacial

systems show several environmental gradients along the soil succession where microorganisms

are active protagonists of the soil and carbon pool formation through nitrogen fixing and rock

weathering phenomena.

In this chapter I studied the microbial successions of three different Arctic proglacial systems

sited in Svalbard, Sweden and Greenland. From these systems, sixty-five surface soil samples

were collected and whole shotgun sequenced obtaining more than 400 Gb of sequencing data.

This dataset was then assembled together and taxonomic and functional annotated with Long-

Meta. The latter is a new pipeline that I developed inside this study frame that focuses on

the retrieval of specific functional annotation from taxa of interest, and vice-versa, giving a

taxon*gene resolution.

Thanks to this pipeline, I was able to explore and compare microbial successions of the three

different proglacial systems which showed common trends typical of these environments but also

biogeographic taxonomic and functional diversity. Further, I explored genes related to nitro-

gen fixation and biotic rock weathering processes such as nitrogenase genes, obcA genes and

genes involved in cyanide and siderophore synthesis and transport. Whereas I confirmed the

presence of these genes in known nitrogen fixing and rock weathering organisms, in this study

I also present organisms that, even if often found in soil and proglacial systems, have never

been related to these processes before. The different genera showed different gene trends within

and among the studied systems, indicating a community constituted by a plurality of organisms

involved in these processes and where nitrogen fixation and biotic rock weathering were driven

by different organisms at different soil succession stages.
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4.1 Introduction

4.1.1 Glacier forefield processes

Due to the global warming, a clear trend of glacial ice retreat has been observed in recent

decades worldwide (Maurer et al., 2019; Moon et al., 2018). This rapid loss of the cryosphere

is impacting the ecosystems, increasing the glacial water discharge in the environment and

leading to an expansion of the proglacial systems and to a consequent increase in the exposure

of bedrocks that have been covered by the ice for thousands of years (Fountain et al., 2012;

Heckmann et al., 2016). Chemical, physical and biological processes lead to the formation of

soil from the mineralization of the bedrocks (Uroz et al., 2009; Uroz et al., 2015; Xi et al., 2018)

in the process of weathering. Biological rock weathering is a key process in environments where

the main role is played by soil microbiota and vegetation roots (Borin et al., 2010; Kelly et al.,

1998; Porder, 2019) which help the release of nutrients and major ions into the soil with their

metabolism and mechanical actions. The release of nutrients and major ions represent a source

of enzyme cofactors and energy for the soil microbiota, especially in nutrient-poor soils, such as

the early-stage forefield soils (Uroz et al., 2015), giving microbes a pivotal role in biogeochemical

cycles (Koshila Ravi et al., 2019; Rousk and Bengtson, 2014). Proglacial systems are involved

in another key environmental and ecological process: nitrogen fixation. This environment is a

habitat of diverse diazotrophic communities that progressively enrich the soil with ammonia and

bioavailable nitrogen sources to non-diazotrophic organisms (Bradley et al., 2014; Nash et al.,

2018).

Rock weathering and nitrogen fixation create several gradient conditions in the proglacial envi-

ronment, going further away from the ice front. Whereas the ground is dominated by rocks close

to the ice edge, the soil increases and deepens going further away from it, with an associated

increase in the vegetation. The bioavailability of nutrients, such as organic carbon and nitrogen,

also increases with the formation of the soil. The presence of such gradients and the progressive

ground exposure to the atmosphere makes proglacial systems very suitable for the study of the

microbial successions (Edwards and Cook, 2015).

Microbial communities show trends along chronosequences (Bajerski and Wagner, 2013; Jiang

et al., 2019; Schmalenberger and Noll, 2010; Zumsteg et al., 2012). Previous work has shown

that the microbial communities close to the ice edge are usually dominated by autotrophs and

chemolithotrophs which are able to use soil minerals and sunlight as energy source and en-

rich the soil with biological available organic carbon and nutrients (Fernández-Mart́ınez et al.,

2017; Liu et al., 2012; Schmidt et al., 2008). These first stages of the succession are also the
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most influenced by the glacier inputs and discharges in the environment (Hotaling et al., 2017).

Going further from the ice, different studies have observed a decrease of the autotroph com-

ponent and an increase in the heterotroph microbial component able to take advantage of the

progressive organic-enriched soil (Bradley et al., 2016). These trends are also accompanied by

an increase of the vegetation complexity with the distance from the ice edge, establishing also

symbiotic and mutualistic relationships with the soil microbiome (Knelman et al., 2012; Rime

et al., 2016).

In spite of the pivotal role of the microbial communities in the rock weathering, the protago-

nists and the mechanisms of these processes are not very clear. Different mechanisms and rock

weathering enhancing organisms have been discovered and found thanks to the study of soil

isolates of both bacteria (Frey et al., 2010; Lepleux et al., 2012; Liu et al., 2012; Olsson-Francis

et al., 2015; Wang et al., 2019; Xi et al., 2018; Wongfun et al., 2014) and fungi (Brunner et al.,

2011), observing the production of organic acids (e.g. oxalate) and hydrogen cyanide (HCN)

to mobilize the nutrients such as iron, sulfur and phosphorus (El-Tarabily et al., 2008), and an

increase in siderophore production to import iron into the cell. Different functionality trends

have been identified in forefields with GeoChip data (Fernández-Mart́ınez et al., 2016) and also

specific environmental enzymes (Jiang et al., 2019; Li et al., 2020), focusing on enzymes involved

in S and Fe metabolisms (Mitchell et al., 2013) or enzymes involved in polymer lysis and uptake

which increased in the later stages of the succession (Liu et al., 2012).

Compared to rock weathering processes, diazotrophic organisms are better understood and char-

acterized. Organisms spanning more than 13 phyla have been identified as nitrogen fixers (Addo

and Dos Santos, 2020). However, even if this process is essential to the forefield dynamics, there

is a lack of understanding of the diazotrophs organism variation along the proglacial microbial

succession (Brankatschk et al., 2011; Nash et al., 2018).

4.1.2 Case studies

Whereas previous studies have analyzed Arctic forefield microbial communities with several ap-

proaches, none has studied taxonomy and functional succession profiles with a shotgun metage-

nomics approach. In order to have a comprehensive picture of gene function over glacial chronose-

quences, we analyzed 65 different metagenomes from three different proglacial systems: two fore-

fields from two small glacier valleys, the Midtre Lovénbreen in Svalbard and the Storglaciären in

Sweden, and a proglacial field of the Greenland ice sheet (GrIS) in proximity of point 601.

This dataset was already object of a publication to which I contributed (Nash et al., 2018). In

that manuscript, however, we uniquely explored the diazotrophic communities and how they
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varied among the three proglacial systems and in relation to the measured Total Nitrogen (TN)

and Total Organic Carbon (TOC) concentrations for each of the systems. Furthermore, we did

not investigate any microbial succession distribution in the forefield systems.

In this chapter I have extended the previously published analysis of the data by investigating i)

how taxonomical groups varied along the different proglacial successions and ii) which organisms

were involved in different proglacial processes. I focused on the two processes that shape forefield

dynamics and nutrient bioavailability the most: nitrogen fixation, exploring nitrogenase genes,

and rock weathering processes, looking at the obcA genes which are involved in the first step of

the oxalate biosynthesis (Nakata, 2011), genes involved in cyanide synthesis and genes involved

into siderophore synthesis and transport.

4.1.3 LongMeta, a new pipeline for sequencing analysis

There are many tools and approaches for assigning taxonomy and genes to individual sequenc-

ing reads (Oulas et al., 2015; Roumpeka et al., 2017; Thomas et al., 2012). However, none of

the published pipelines and software allow us to analyze and explore the functional profiles at

specific taxon-levels and to answer questions such as ‘Which genes a specific taxonomic group

could potentially express?’. For this reason, I have developed a similarity-based pipeline that

integrates both taxonomy and gene-level functionality assignment giving an insight into gene

composition at taxon level.

Gene assignment is more accurate when performed on long rather than short sequences (Tamames

et al., 2019). The main reason why I did not use an unsupervised approach (e.g. binning and

ORF prediction) to assign gene and taxonomy to this dataset is because of the poor assem-

bly quality that is usually obtained from complex low-coverage environmental datasets. In

this case, the suboptimal contig quality, specifically indels and truncated sequences, challenges

ORF-prediction algorithms. The studied datasets are constituted by soil communities which

are generally recognized as the most complex and diverse, posing even more challenges to read

assembling and characterization (Howe et al., 2014; Schloss and Handelsman, 2006). I imple-

mented my approach with the use of publicly available software and algorithms, such as Diamond

(Buchfink et al., 2015) and bowtie2 (Langmead and Salzberg, 2012), and with custom Perl scripts

available on GitHub (https://github.com/gvMicroarctic/LongMeta).
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4.2 Materials and methods

4.2.1 Sample collection and sampling site

Samples were collected from the Midtre Lovénbreen forefield during summer 2013 and, from

Storglaciären forefield and the proglacial field of the Greenland ice sheet in proximity of point

601, during summer 2014. The sampling was conducted with the same approach in all the

systems: only the first 10 cm of soil was collected in a sterile Whirl-pack bag and then frozen at

-20 oC till the processing. The samples were collected from the soil along transects going from

the proximity of the ice edge, going further away. Samples were not collected close to vegetation

patches, rivers or discontinuous soil patches to avoid site specific effects as much as possible. The

three different systems are sited in the Arctic circle and are above the 67o N parallel (Figure

4.1A). These systems present different morphologies and have a different deglaciation rate, the

ice sheet being much slower than the glaciers in the small valleys and the collected soil was

also exposed to the atmosphere at different timescale. The sampling size and the geographical

characteristics in the three different systems was also considerably different. The samples in

Greenland were taken up to 10 km away from the closest ice point (Figure 4.1B). The samples

in Svalbard were taken up to 1600 meters from the glacier toe and, as the forefield faces on a

fjord, this last point of the succession is sited close to the sea water (Figure 4.1C). Regarding

Sweden, samples were taken up to a river that delimits the end of the small forefield area, at

350 meters (Figure 4.1D). This diversity and the geographical dispersion of this sites allowed

to compare functional and taxonomical trends between different systems. In this chapter the

Greenland proglacial system will be named G, the one in Svalbard will be called SV and the one

in Sweden SW. The samples were classified by distance from the glacier toe and the distance

was calculated as the distance between the sampling site and the closest ice edge point.

4.2.2 Geochemical data

Soil total organic carbon (TOC) and total nitrogen (TN) were analyzed by Dr. Maisie Nash at

the University of Bristol glaciology laboratory as described in Nash et al. (2018).

4.2.3 DNA extraction and sequencing

Genomic DNA was extracted with PowerMax soil DNA isolation kit (MO BIO Laboratories,

Carlsbad, CA, USA) according to the manufacturer’s instructions from 5-10 grams of soil per

sample. Sixty-five different samples were selected for Illumina sequencing. All the sequencing

libraries were prepared with TruSeq Nano DNA kit (Illumina, San Diego, CA, USA) and then

whole shotgun-metagenome sequencing was performed with HiSeq 2500 Illumina platform for SV
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Figure 4.1: Sampling site locations. (A) Overview of the sampling site. (B) Greenland forefield
sampling site. (C) Svalbard forefield sampling site. (D) Sweden forefield sampling site.
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samples (PE 2x100), and with NextSeq 500 platform for from G and SW datasets (PE 2x150) by

the Bristol Genomics facilities. Illumina sequence basecalling was performed with the Real-Time

Analysis (RTA) software v 2.4.6.

4.2.4 LongMeta implementation

LongMeta relies on an assembly approach in which all the Illumina reads are assembled together.

Successively, the taxonomy and gene coding regions are assigned to the assembly contigs by

aligning a database of known sequences to it. Single sample taxonomy and gene abundances are

then obtained by mapping the reads back to the assembly and calculating the contig and coding

region coverage on each taxonomic assigned contig and coding region (Figure 4.2).

Before running LongMeta, the Illumina reads were checked, and quality trimmed with FastQC

v 0.11.7 (https://www.bioinformatics.babraham.ac.uk/projects/fastqc/) and Trimmomatic v 0.36

(Bolger et al., 2014). The latter was run with the command options ILLUMINACLIP:TruSeq2-

PE.fa:2:30:10 MINLEN:26, and the additional options TRAILING:10 for SV, SLIDI

NGWINDOW:5:20 CROP:149 for SW, and SLIDINGWINDOW:5:24 MINLEN:26 CROP:149

READS

1

KNOWN PROTEINS

CONTIG

2

2

3

4
Domain: Bacteria
Phylum: Proteobacteria
Class: Gammaproteobacteria
Order: Pseudomonadales
Family: Pseudomonadaceae
Genus: Pseudomonas
Species: Pseudomonas aeruginosa

5
5

6

Taxonomical and functional 
information at sample level

PIPELINE STEPS

1. Assembly
2. Protein alignment
3. Functional assignment
4. Taxonomic assignment
5. Read mapping
6. Read coverage calculation

Figure 4.2: LongMeta pipeline. All the reads are first assembled together, then all the contigs are
assigned to the rightful taxonomy and coding region by mapping known protein sequences to them.
Finally, the reads are mapped back in order to obtain contig and coding region coverage information
and calculate taxonomic and gene relative abundances at sample level.
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for G. The sequences were then co-assembled from the 3 different datasets with the software

MEGAHIT v 1.1.3 (Li et al., 2015). The assembly was performed on the Illumina trimmed paired

reads with the parameters (--k-min 25 --k-max 145 --k-step 8 -t 64).

4.2.4.1 Assembly quality check and Diamond blast

The script longMeta-summary was used to check and remove contigs shorter than 300 bases

from the assembly. All the contigs were then aligned against the NCBI non-redundant (nr)

database v5 (Sayers et al., 2020), a comprehensive protein database comprising 257,100,652

proteins, with Diamond 0.9.22 (Buchfink et al., 2015) using the command line options -e

0.000001 -F 15 --range-culling --range-cover 20 --id 50 --top 10 -f 6

-c1 -b4.0.

4.2.4.2 Functional and taxonomic characterization

Gene and taxonomy were assigned to the contigs through the screening of the Diamond file

(tabular format). The assignment was performed by a script called longMeta-assignment

which assigns non-overlapping coding region to the sequences. Non-overlapping genes are defined

as those genes that overlap for at most three bases independently on their strand sense. Most

of the microbial genes, in fact, overlap only with few bases (Cock and Whitworth, 2007; Huvet

and Stumpf, 2014). This criterion may be too stringent if the study targets are, for example,

viruses where the gene overlap has been shown to be higher (Pavesi et al., 2013). The number of

overlapping bases allowed can be changed with the command option --overlap. The potential

protein coding regions are assigned by selecting the best Diamond protein alignments. First,

the algorithm orders the alignments from the highest to the lowest identity score (IS) and in

case of more alignments having the same IS, it orders the alignments from the highest to the

lowest bit-score (BS). The algorithm assigns the best protein alignment and saves the alignment

coordinates of the protein. This section of the genome is now ‘blocked’, and no other protein

can be assigned to it. The protein parsing restarts and every time the algorithm finds a protein

that does not overlap to any previously assigned protein, it assigns the new protein to the DNA

sequence. The process goes on until all the protein-matches and the DNA sequences have been

processed (Figure 4.3A and Figure A4.1).

If a section of the genome was aligned to multiple database proteins with the same IS and BS,

only one random protein will be assigned but all the proteins will be kept for the taxonomy

assignment (default, --max-equal). Once the gene coding sequences are assigned, the pipeline

screens only assigned proteins that have an identity score higher than 80 (--cutoff-ID-best).

If more of one such matches are present and they all have a concordant taxonomy at genus level
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Figure 4.3: LongMeta pipeline where gene (A) and taxonomy (B) is assigned to assembly contigs.

(--min-best), the sequence is assigned to that taxonomy. We define this as the BEST ap-

proach. If these two conditions were not met, the pipeline runs a weighted top-down lowest

common ancestor (LCA) algorithm in order to assign the taxonomy to the remaining sequences.

This LCA algorithm considers the IS and an averaged bit-score (ABS). The BS is highly in-

fluenced by the alignment length and therefore the pipeline divides it by the alignment length

giving an indication of the BS per base (ABS) and providing a result which is not skewed towards

long genes (Figure 4.3 and Figure A4.2). The alignment taxonomy is analyzed with a top-down

approach, screening the matches from the rank domain down to the genus level. Double weight

is given to the alignments that have an IS higher than 80 (--cutoff-ID-lca). Proteins that

show a high IS when aligned to the studied sequence are more likely to belong to organisms
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highly related to it and therefore are given more weight in the LCA calculation.

The LCA algorithm is used in many pipelines and usually priorities accuracy over precision as

when in doubt between different low-level taxonomies, it assigns the sequence to a higher-up

taxonomy. On the contrary, the BEST approach increases precision over the accuracy directly

assigning taxonomy when it detects a clear taxonomy signal. This two-step taxonomy assignment

allows us to identify the taxonomy at low-level in sequences. The use of this hybrid approach

is advised when working with contigs. In case the user works with reads, the LCA approach is

advisable. The user can also select the use of the so-called BEST approach to select only the

contigs where there is a clear signal of the taxonomy.

4.2.4.3 Chimera detection

The assembly can be screened for chimeric contigs. The script longMeta-chimera checks if a

contig contains one or more taxonomically differing high identity clusters (HICs). The latter is

defined as a cluster of three or more consecutive high identity genes (IS ≥ 80) in a row. If more

than one HIC is found in the contig sequence, the latter will be divided into multiple sub-contigs.

Each sub-contig will be assigned to the taxonomy specific of its HIC. The rank level, the identity

score threshold and the number of genes used to define an HIC can be changed by the user

(--taxon-level, --ID-limit and --cluster-limit).

4.2.4.4 Relative abundance estimations

In order to assign specific taxonomy and functions to each sample, reads must be mapped back

to the assembly, for which we used bowtie v 2 2.3.4.3 (Langmead and Salzberg, 2012) with

the parameters --phred33 --local -I 100 -X 800 --no-hd --no-unal -D 30 -R

3 -N 0 -L 20 -i S,1,0.25 --non-deterministic -p 20.

The script longMeta-coverage was used to assign taxonomy and gene content to each sample.

Taxonomy coverages are reported as the bowtie-mapped base coverage in all the contigs assigned

to a specific taxonomy. Similarly, gene coverages are reported as the base coverage in all the

coding region assigned to a specific gene. This script excludes contigs assigned to Metazoa or

Streptophyta (by default, --ignore-uncl) and also taxonomies that are represented by less

than 1% of the contigs and represent less than 1% of the bases compared to the entire assembly

(--perc-limit). The minimum taxonomic level that LongMeta works with is the genus

rank. Taxonomical relative abundance is calculated by the script longMeta-relative. When

working at the genus-level, the relative abundance is simply calculated by dividing the genus

coverage by the total coverage in a sample (Figure 4.4A). When working at higher taxonomic
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Enterobacteriaceae
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Streptococcaceae

Streptococcaceae : 4.5x + 4.0x = 8.5x
Enterobacteriaceae : 0.2x + 0.3x + 1.0x = 1.5x

Streptococcaceae : 8.5x / 10x * 100 = 85%
Enterobacteriaceae : 1.5x / 10x * 100 = 15%

• Sum all the coverage values of the contigs belonging to a specific family

• Relative abundance calculation

0.2x

0.3x

1.0x

Escherichia

Enterobacter

Klebsiella

A Calculate relative abundances at genus-level

B Calculate relative abundances at family-level

Lactococcus : 4.5x / 10x * 100 = 45%
Streptococcus : 4.0x / 10x * 100 = 40%
Escherichia : 0.2x / 10x * 100 =  2%
Enterobacter : 0.3x / 10x * 100 =  3%
Klebsiella : 1.0x / 10x * 100 =  10%

Total coverage = 4.5x + 4.0x + 0.2x + 0.3x + 1.0x = 10x

Figure 4.4: Taxonomic relative abundance calculation at genus level (A) and family level (B).

ranks, the script calculates the average coverage between all the genera belonging to the same

taxonomic rank and then divides the averaged coverage by the total coverage in sample (Figure

4.4B).

4.2.4.5 Databases

The databases used by LongMeta can be found and downloaded from https://github.com/

gvMicroarctic/LongMeta. The GitHub page also explains how to set the LongMeta pipeline

and the required databases up. The databases are:

• Protein database. I have used the NCBI-nr database v5 (ftp://ftp.ncbi.nih.gov/blast/db/

FASTA/nr.gz).

• Protein accession number correspondences with taxid numbers which are unique num-

bers, each corresponding to a different taxon (ftp://ftp.ncbi.nlm.nih.gov/pub/taxonomy/

accession2taxid/prot.accession2taxid.gz).

• Taxid number correspondences with taxonomy paths (ftp://ftp.ncbi.nih.gov/pub/taxonomy/

new taxdump/new taxdump.tar.gz).

• Protein name correspondences to the protein accession numbers. Protein nomenclature

information was retrieved from the nr database sequence headers and formatted with a

custom script where protein names were trimmed and curated in order to have a more

unified protein nomenclature.
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• Gene Ontology (GO) number correspondences to protein accession number. The informa-

tion was retrieved from http://current.geneontology.org/annotations/goa uniprot all.gaf.

gz and ftp://ftp.uniprot.org/pub/databases/uniprot/current release/knowledgebase/idma-

pping/idmapping.dat.gz (Ashburner et al., 2000; Carbon et al., 2019).

• Gene Ontology (GO) number correspondences to GO category name. The information was

found at http://purl.obolibrary.org/obo/go.obo.

All the files were formatted with custom scripts. LongMeta can also be used with user’s cus-

tomized databases.

4.2.4.6 Data exploration

This pipeline outputs many different files. I created longMeta-explore, to process these

outputs into usable formats. The user can easily retrieve only the gene information for specific

taxonomy also relying on GO classification if wanted. In this study, for example, I was able to

easily retrieve gene coverage information at genus level for the gene nitrogenase, obcA, cyanide

synthase and siderophore related genes.

4.2.5 Statistical analyses

The Geochemical dataset and LongMeta abundance and coverage datasets were imported to the

R environment (R Core Team 2019, 2019) where all the statistical analyses were performed. In

all the graphical visualization and the principal component analysis (PCA), the samples were

categorized in relation to their distances from the ice edge and divided into different groups: 0-

50, 50-150, 150-250, 250-350, 350-500, 500-750, 750-1000, 1000-1250, 1250-2000, 2000-4000 and

>10000 meters (Table A4.1).

Taxonomic data was reported and analyzed as taxonomic relative abundance calculated as ex-

plained in Section 4.2.4.4. Diversity indices were calculated on the genus relative coverage values

with Shannon’s (H) and Inverse Simpson’s (1/D) diversity indices. The diversity values were

fitted with lowess curves in order to detect diversity trends in relation to the site distance from

the ice edge.

Functional data was reported and analyzed as weighted gene coverage. The coverage of a specific

gene in a specific sample was divided by the base coverage of the sample. The coverage scaling

was necessary because different samples assembled with different efficiencies depending on their

sequencing depth and community complexity. This led to a differential base coverage in different

samples and therefore the gene coverages, if not scaled, could reflect the sample coverage and not

the real gene coverage in the microbial community. In this chapter, further to the gene coverage,
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I also present functional profiles as Gene Ontology (GO) biological categories.

Permutational multivariate analysis of variance (PERMANOVA) was performed with 9999 per-

mutations on Bray-Curtis dissimilarity matrices for the taxonomy, diversity and functional

datasets, and Euclidean distance matrices for the geochemical dataset. The statistical tests

were performed against the fixed factor ‘forefield‘ which has three levels: Greenland, Svalbard

and Sweden.

In order to show how the three different datasets varied with the sample distance from the ice

edge and in relation to the geochemical dataset (i.e. TN and TOC), I calculated Mantel test

statistics r using 9999 permutations and the Spearman’s rank correlation coefficient. Mantel tests

were conducted on either Bray-Curtis or Euclidean matrices as for the PERMANOVA.

Whereas the Mantel test was used to compare two different datasets (i.e. two different sets of

variables), I calculated directly the Spearman’s rank correlation coefficient rs when I wanted to

compare only two different variables (e.g. a specific phylum vs distance from the ice edge). I

have used the linear model calculation only when comparing two variables with the same unit

(i.e. Proteobacteria vs Actinobacteria relative coverage).

All the statistical analyses reported in the main text were performed without the inclusion

of ice samples, unless otherwise specified. Statistical tests were interpreted as significant if

p-value < 0.05.

I used several R packages to perform statistical analyses and plot the graphs: vegan v 2.5.6 (Ok-

sanen, 2017), ggpubr v 0.3.0 (Kassambara, 2018), ggplot2 v 3.3.0 (Wickham, 2016), gplots v 3.0.3

(Warnes, 2012), reshape v 0.8.8 (Wickham, 2007) and gridExtra v 2.3 (Auguie, 2017).

4.3 Results

4.3.1 Geochemical data

Total nitrogen (TN) and total organic carbon (TOC) showed different trends among the three

proglacial systems (Figure 4.5). The Greenland (G) dataset showed low values in the first stages

of the succession, maximum values at 150-250 meters and a gradual decrease going further away

from the glacier. The Svalbard (SV) and Swedish (SW) datasets showed an increase from the

ice edge to more distant samples. SW showed the lowest TN and TOC concentrations with

values 0-2 and 0-7 mg g-1 in all the soil samples. The SV had a similar value range with 0-1 and

0-6 mg g-1, respectively, in all the soil samples except from the SV samples collected at 1650

meters from the ice edge (the closest samples to the sea; Figure 4.1C) where the TN and TOC

mean values were 4 and 55 mg g-1. Compared to the SV and SW systems, G showed the highest
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Figure 4.5: Total Nitrogen (TN) (A) and Total Organic Carbon (TOC) (B) trends across the three
different proglacial systems. Samples were grouped into different categories and colored in relation to
sample distance from the ice edge. Colored dots indicate the average values for each distance whereas
white dots are the values of the individual samples.

TN and TOC values ranging 0-7 and 0-82 mg g-1.

The two variables, TN and TOC, showed a positive Spearman’s correlation across all the systems

(rs = 0.89; p-value < 0.05). Sample separation among the different forefield systems (factor

‘forefield’) explained the 26% of the observed variance in this dataset (p-value < 0.05). The

correlation between these two variables and the distance from the ice edge was then explored

with a Mantel test statistic r which was equal to 0.22 (p-value < 0.05). Different r values were

obtained when Mantel tests were performed on the different forefield datasets: correlation with

the sample distance from the ice edge was significant only in the SV and SW forefields with an

r of 0.39 and 0.33 (p-value < 0.05), respectively.

4.3.2 Assembly specifics

The quality checked reads that were used to perform assembly were between 4 and 119 million

per sample (Table A4.1) for a total of 433 billions of bases (433 Gb) used. The assembly was

30 Gb long, the N50 was of 841 bases and the minimum contig length was 300, whereas the

maximum was 561,967. Ice sample reads mapped back to the contigs with a higher percentage

compared to the soil samples where 93-94%, 75-93% and 92% of the reads mapped back for the

G, SV and SW forefields. Whereas the percentages were 50-78%, 34-64% and 65-79% for the

soil samples (Table A4.1). The average base coverage of the assembly ranged between 0.3x and
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1.5x in the samples from the SV dataset, 0.7x and 3.7x in the SW dataset and for 0.7x and 3.4x

in the G dataset. In each dataset, the highest coverages were observed in the ice samples. In

the forefield assembly, 1% of the contigs were defined as chimeric and therefore split into shorter

contigs.

4.3.3 Taxonomy diversity and trends

The Inverse Simpson’s diversity index (1/D) ranged between 25 and 128 across all the samples,

whereas the Shannon’s diversity index (H) ranged between 4 and 5. In all the proglacial systems,

both indices were lower in the ice samples where the 1/D reached a maximum of 54 and H a

maximum of 4.4. Both the diversity indices had overall lower values in the Svalbard forefield.

Fitted lowess lines showed increasing diversity trends along all the forefield (Figure 4.6).

PERMANOVA performed on the diversity dataset (i.e. 1/D and H) showed that only the 20%

of the variance was explained by the factor ‘forefield‘ (p-value < 0.05) (Table 4.1A). Diversity

indices did not show a correlation with the distance from the ice edge, nor with TOC or TN

concentration values. However, when performed on the different forefield datasets, the Mantel

test statistic r was significant (p-value < 0.05) for the SV dataset (r = 0.36) (Table 4.1E). When

it was performed on soil and ice samples it was significant for all the datasets, where the r for
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Figure 4.6: Inverse Simpson’s (A) and Shannon’s (B) diversity indices (1/D and H) calculated on the
genus-level taxonomic dataset.
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G was 0.20, for SV was 0.45 and for SW was 0.18 (Table A4.2E).

Microbial communities showed a minor sample clustering distribution across different forefields

(Figure 4.7A). Ice and ice-edge samples (< 50 m from the glacier) clearly separated from the soil

samples in the PCA representation, whereas soil samples collected at different distances from

the ice edge did not show clear distinct clusters between each other (Figure 4.7B).

PERMANOVA performed on the taxonomy dataset was significant (p-value < 0.05) for the fac-

tor ‘forefield’ which explained the 13, 22 and 23% of the variance at phylum-, order- and genus-

level (Table 4.1B). Less variance was explained when the PERMANOVA was performed includ-

ing the ice samples (Table A4.2B). The Mantel test performed between distance and taxonomical

dataset (genus-level) was not significant. When the Mantel test statistic r was calculated on the

separate forefield datasets (i.e. G, SV and SW), the variable distance showed a significant (p-

value < 0.05) r of 0.19, 0.61 and 0.24 for G, SV and SW, respectively (Table 4.1F). Only the G

dataset showed a significant correlation to the geochemical dataset (i.e. TN and TOC) with r

equal to 0.42 (Table 4.1F).

Figure A4.3 reports how the taxonomic dataset (genus-level) is influenced by the sample distance

from the ice edge and the variables TN and TOC. Ice communities and early-stage soil commu-

nities were mainly influenced by the genera Thiobacillus, Purpureocillum, Methylotenera, Cry-

obacterium whereas samples sited more distant in the microbial succession were conditioned by

Solirubribacter, Hyphomicrobium, Chthoniobacter and Mycolicibacterium. TOC and TN shaped

the distribution of several genera, such as Pseudolabrys, Bradyrhizobium and Rhodoplanes.

At the phylum level, the two most abundant phyla, representing between 58 and 84% in the soil

and 47 and 62% in the ice samples, were Proteobacteria and Actinobacteria. In all the proglacial

system communities, these two phyla showed opposite trends in their abundance, especially in

the later stages of the succession (Figure 4.8A). The linear model showed a significant negative

correlation (R2 = 0.62) between Proteobacteria and Actinobacteria (Figure 4.8B). The highest

correlation being between Alphaproteobacteria and Actinobacteria at class-level (Table A4.3).

The phyla Acidobacteria, Candidatus Rokubacteria, Elusimicrobia, Nitrospirae and Plancto-

mycetes showed a significant positive Spearman’s rank correlation coefficient (rs) in at least one

of the three forefield systems, showing an increased in the phyla relative abundance going further

away from the glacier toe. Whereas Ascomycota, candidate division AD3 and Firmicute showed

both positive and negative rs in different proglacial systems. The phyla Armatimonadetes, Bac-

teroidetes, Cyanobacteria, Firmicutes showed a high abundance in the ice samples and the sites

proximal the ice edge and then decreased in more distant soil (Figure 4.8C).
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Table 4.1: Permutational multivariate analysis of variance (PERMANOVA) performed between the
distance from the ice edge and the diversity index dataset (A), taxonomy dataset at the phylum-, order-
and genus- level (B), gene dataset (C) and the GO (Gene Ontology) dataset (D). Mantel test performed
to calculate the correlation between the distance from the ice edge and the geochemical dataset (i.e. TN
+ TOC) with the diversity index dataset (E), taxonomy dataset at the genus-level (F), gene dataset (G)
and the GO (Gene Ontology) dataset (H). Each of these four datasets were tested with all the samples
from the three different proglacial systems (G + SV + SW), only the G system, only the SV system
and only the SW system. The symbol ’-’ is reported for Mantel test statistics were p-value ≥ 0.05.

A Diversity indices E Diversity indices

R2 p-value
Forefield

Distance TN + TOC

0.20 0.00 r p-value r p-value

G + SV + SW - - - -
G - - - -
SV 0.36 0.00 - -
SW - - - -

B Taxonomy F Taxonomy

Rank R2 p-value
Forefield

Distance TN + TOC

phylum 0.13 0.00 r p-value r p-value

order 0.22 0.00 G + SV + SW - - - -
genus 0.23 0.00 G 0.19 0.04 0.42 0.00

SV 0.61 0.00 - -
SW 0.24 0.01 - -

C Gene G Gene

R2 p-value
Forefield

Distance TN + TOC

0.26 0.00 r p-value r p-value

G + SV + SW 0.20 0.00 - -
G - - 0.29 0.01
SV 0.47 0.00 - -
SW 0.37 0.00 - -

D GO categories H GO categories

R2 p-value
Forefield

Distance TN + TOC

0.10 0.00 r p-value r p-value

G + SV + SW - - - -
G 0.50 0.00 - -
SV 0.31 0.00 - -
SW - - - -

113



Chapter 4

Soil samples*

0-50

50-150

150-250

250-350

350-500

500-750

750-1000

1000-1250

1250-2000

2000-4000

>10000

cryoconite

basal ice

Ice samples

Greenland

Svalbard

Sweden

Forefields

0.1

0.0

-0.1

-0.2

-0.3

-0.1 0.0 0.1 0.2 0.3 0.4

PC1 (25.3%)

P
C

2 
(1

7.
6%

)

0.1

0.0

-0.1

-0.2

-0.3

P
C

2 
(1

7.
6%

)

A

B

ice samples
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4.3.4 Gene trends

The PERMANOVA performed on the gene dataset (Table 4.1C) explained the 26% of the ob-

served variance of the samples across different forefields (p-value < 0.05) but only 10% of the

variance in the Gene Ontology (GO) dataset (Table 4.1D). Both values decreased when I looked

at the datasets without ice (Table A4.2C-D). The Mantel test statistic performed between the

distance from the ice edge and the entire dataset showed a correlation of 0.20. The gene dataset

was then significant (p-value < 0.05) for SV and SW when correlated to the distance from the

ice edge, with r equal to 0.47 and 0.37, respectively. In Greenland the geochemical datasets (TN

and TOC) correlated with an r of 0.29 (Table 4.1G).

The 2422 GO categories found in the proglacial dataset were then checked for statistical corre-

lations with the distances from the ice edge, TN and TOC. Out of a total of more than 2400

GO categories, 431 and 110 were positively and negatively correlated to distance, 233 and 374

to TN and 202 and 328 to TOC. In Appendix 4.D, I report all the GO classes that showed a

significant correlation (p-value < 0.05) higher than 0.4 or lower than -0.4. For example, the

distance from the ice edge had a significant positive correlation with oxalate metabolic processes

(r = 0.61) which I will investigate further in next sections. Also, genes involved in starvation

responses (cellular response to amino acid starvation), or RNA and DNA repair decreased with

the increase of the soil distance from the ice front. Furthermore, more genes indicating photo-

synthetic metabolism were present in early stages of the succession. Finally, distance and both

the geochemical (i.e. TN and TOC) positively correlated with the distribution of genes involved

to the response to drug and antimicrobial compounds.

4.3.4.1 Nitrogen fixation

No common and clear trends of the nitrogenase gene coverages were observed across the three

forefields, where the coverage values peaked at different forefield stages. In the G forefield the

highest coverage of nitrogenase genes was observed at 150-250 m distance, SV showed higher

coverage values in the medium soil stages (i.e. 250-750 m) and SW showed a gradual coverage

increase with the site distance from the ice edge. The number of genera associated to nitrogenase

genes followed the coverage trends (Figure 4.9A). Whereas Spearman’s correlation coefficient for

gene coverage versus distance was not significant for any of the datasets, it was significant (p-

value < 0.05) for the G, SV and SW datasets when performed against the TN data (r equals to

0.50, 0.30 and 0.54, respectively).

Thirty genera were found to have at least one assigned region of the assembly with a nitrogenase

coding region. The distance where the majority of taxa had a peak in the nitrogenase coverage
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Figure 4.9: Gene coverage and number of genera trends along the microbial succession for (A) nitro-
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was 150-250 meters in the G succession, 500–750 meters for the SV and 50-150 meters in the

SW datasets.

Geobacter, Bradyrhizobium, Nostoc and Paraburkholderia had the highest number of genes asso-

ciated with nitrogenase activity, 156, 101, 53 and 49, respectively (Figure 4.10). Nostoc was the

most abundant genus in the ice samples and in the samples closer to the glacier edge whereas

the other three genera showed similar coverage across the soil succession. Frankia had 17 contig

regions associated to nitrogenase, it was not present in the ice samples and showed the highest

coverage in the early and medium soil stages of the SV and SW soil successions. Other taxa

that presented high coverages of the nitrogenase genes at early and medium stages of the micro-

bial succession were Phycicoccus, Variovorax, Capsulimonas and Paenibacillus. Corallococcus,

Micromonospora and Pseudomonas showed a higher abundant in the later stages of the SW

succession.

Two hundred and two assembled coding regions associated with nitrogenases were also associ-

ated with unclassified contigs at the genus-level. Whereas 50% of the genes were assigned to

unknown organisms at phylum-level, 40% of these nitrogenase coding regions were assigned to

Proteobacteria and another 5% to Verrucomicrobia (Figure A4.4A).
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Figure 4.10: Nitrogenase gene trends at genus-level along the microbial succession. Only genera with
more than 1 coding region associated to a nitrogenase are reported.
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4.3.4.2 Rock weathering

Genes related to rock weathering processes (i.e. obcA, cyanide synthase and genes involved in

siderophore synthesis and transport) showed a general lower coverage in the ice and early soil

samples and an increase with the microbial succession. As for the number of genera related to

the nitrogenase genes, the number of genera containing these genes followed the coverage trends,

increasing with the distance from the ice edge (Figure 4.9B-D).

When looking at the gene distribution at the genus level (Figure 4.11) I did not observe a com-

mon trend of gene distribution. For all the three rock weathering genes, different taxa showed

different trends in the same forefield and the same taxon showed different trends in different

forefields.

Sixty-five genera had at least one obcA gene assigned to their contigs. The genera Bradyrhi-

zobium, Mesorhizobium, Methylobacterium, Rhodoplanes, Bosea, Nocardiales and Sphingomonas

had the highest content with 456, 320, 157, 127, 117, 117 and 105 genes respectively (Figure

4.11A). Some of the other genera showed fewer associated contig areas (i.e. fewer genes), but a

high coverage of this gene involved in the oxalate biosynthesis (i.e. obcA) at different soil stages.

Cyanide synthase genes were less abundant in the three datasets and only 16 genera were associ-

ated to these. The genus Gemmata had most of the genes with 18, followed by Microbacterium

(7) and Singulisphaera (5). These genera where also the most ubiquitous in the successions

compared to the other cyanide synthase-related genera (Figure 4.11B). The three genera that, in

particular, showed a higher base coverage in some sites of the microbial succession stages were

Streptomyces, Pseudomonas and Variovorax.

More genera were associated with genes involved in siderophore synthesis and transport (81).

Bradyrhizobium, Sphingomonas, Streptomyces and Variovorax had most of the genes and, they

had overall a higher abundance in the early stages of the SV and SW successions (Figure

4.11C).

The obcA gene was also associated with 2234 unclassified contigs at genus level, the cyanide

synthase gene to 49 and the siderophore genes to 1919 contig regions. These unclassified contigs

mainly belonged to the phyla Proteobacteria, Acidobacteria, Actinobacteria and Planctomycetes

(Figure A4.4B-D).
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Figure 4.11: Rock weathering gene trends at genus-level along the microbial succession for (A) obcA
genes which are involved in the oxalate biosynthesis, (B) cyanide synthase genes and (C) siderophore-
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4.4 Discussion

Microbial successions have been widely studied with the aim to understand microbial-driven

environmental processes and how communities are shaped by environmental factors (Fierer et al.,

2010). Forefields constitute ideal systems to study microbial successions as they are characterized

by different environmental gradients (e.g. TOC and TN increase) from the bedrocks close to

the ice edge to the more developed soil. These gradients condition the microbial diversity

and structure and, at the same time, are conditioned by microbial communities (Uroz et al.,

2009; Uroz et al., 2015; Wang et al., 2020). The two main biological-driven processes, that

create these gradients, are nitrogen fixation and rock weathering. Thanks to the development

of LongMeta, a new pipeline to analyze metagenomes, I have been able to investigate microbial

successions from three different proglacial systems with the aim of exploring forefield microbial

trends, investigating nitrogen fixing and rock weathering processes, and exploring the taxonomy

associated with these processes.

Along the microbial successions, microbial communities increased in diversity between ice and

soil samples and also with the soil complexity, where the biggest increase was at the early soil

stages of the succession (Figure 4.6). This was previously observed in Jiang et al. (2018) where

bacterial complexity was higher in later soil stages compared to early stages. The first succession

stages are characterized by challenging environmental conditions and are deeply influenced by

the glacier environment (characterized by a lower microbial diversity). For these reasons, this

soil has a lower community diversity compared to the more developed soil where there is the

formation of differentiated ecological niches due to the nutrient increase and plant development

(Dumbrell et al., 2010; Reynolds et al., 2003).

In all three proglacial systems, the ice microbial communities comprised organisms typically

found in the cryosphere (Figure 4.8C). Cyanobacteria are widely found in the glacial environ-

ment thanks to their ability to use sunlight as energy source (Segawa et al., 2017). Firmicutes

are spore-forming and therefore adapted to the challenging glacier conditions (Galperin, 2016).

Organisms belonging to the Bacteroidetes phylum have been found in many glacial habitats

(e.g. Smith et al., 2016; Wilhelm et al., 2013; Zhang et al., 2009). The diffused presence of these

nonspore-forming heterophic organisms has been proposed to related to their ability to assimi-

late and use recalcitrant substances (Zeng et al., 2013) abundant in glacier environment (Kmezik

et al., 2020). Organisms belonging to Armatimonadetes have been found in this environment

(e.g. Zhang et al., 2015; Bajerski and Wagner, 2013; Gokul et al., 2016). This phylum is not

well characterized but its few isolates have been characterized as chemoheterotrophs (Tamaki

et al., 2011; Lee et al., 2014). Cyanobacteria, Firmicutes, Bacteroidetes and Armatimonadetes
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organisms also showed a high abundance in the first stages of the succession where the soil is

highly affected by glacial water discharges (Boyd et al., 2014; Dieser et al., 2014; Bradley et al.,

2014) and environmental conditions favor the development of communities adapted to nutrient

depleted conditions.

Whereas, in the first soil stages of the succession, microbial diversity showed a presence of

autotrophs (i.e. Cyanobacteria), spore-forming organisms (i.e. Firmicutes) and organisms spe-

cialized to use recalcitrant compounds (i.e. Bacteroidetes), heterotrophic trends were shown to

increase in later stages of the microbial succession. In the three proglacial systems, the microbial

succession was characterized by the increase of Acidobacteria (Figure 4.8C). Organisms belong-

ing to this phylum are heterotrophs and adapted to use a variety of organic carbon sources.

Furthermore, many of these organisms are acidophiles (Kielak et al., 2016) and therefore more

adapted to live in the later stages of the succession where the soil is enriched of organic carbon

and pH is lower (Zumsteg et al., 2012). Other phyla such as Candidatus Rokubacteria, Elusimi-

crobia, Nitrospirae and Planctomycetes showed an increased abundance in the more developed

soil of the later stages. Elusimicrobia have been isolated mainly from soil and are principally

insect symbionts (Méheust et al., 2019). Candidatus Rokubacteria and Verrucomicrobia are

characterized by organisms able to perform sulfate reduction (Anantharaman et al., 2018). Ni-

trospirae metabolism relies on nitrite oxidation (Daims et al., 2016). These microorganisms are

favored in the later stages of the succession where nitrogen and sulphur stocks have been built

by diazotrophs and rock weathering organisms.

Actinobacteria and Proteobacteria are two ubiquitous phyla and are both characterized by a wide

metabolic range (Barka et al., 2016; Taylor et al., 2019). Actinobacteria and Alphaproteobac-

teria, in particular, showed oscillating trends along the three proglacial environments (Figure

4.8A and Table A4.3). This may be due to their competition over the same energy sources (i.e.

organic carbon and nitrogen). Their opposite trend is indeed less marked in samples closer to

the ice edge where the organic carbon is less abundant. This trend could be also due to the

different soil matrix and minerology differences that can be encountered at small-scale distances

in the soil. Some studies have proposed that dominant community switches in soil could be due

to these factors (Mitchell et al., 2013; Uroz et al., 2015).

Although ice-related/soil-related organism trends were observed in all the proglacial systems,

the latter showed differences in relative abundances of several taxa (e.g. Nitrospirae, Candidatus

division AD3, Chloroflexi and Gammatimonadetes) showing how local patterns and character-

istics could influence the microbial distribution and the biogeography of different soil microbial

communities. Environmental selection to specific conditions (e.g. DOC, TN and pH) have pre-

viously been observed to strongly shape microbial communities at large biogeographic spatial
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scales (Hanson et al., 2012; Malard and Pearce, 2018). Highlighting this aspect, no correlation

between distance from the ice edge and the entire forefield dataset was observed, a high cor-

relation was obtained only when looking at the microbial distribution across the each separate

forefield (Table 4.1F), showing how the forefield local factors had a role in shaping the microbial

communities. Compared to the taxon dataset, the variance observed in gene dataset was better

explained by the forefield differentiation (factor ‘forefield’; Table 4.1) where this indicates how

gene and trait-based data could be used to biogeographic studies instead of the more widely

used taxonomy data (Green et al., 2008).

Whereas the Svalbard and Sweden communities were mainly shaped by their distance from the

ice edge, the Greenland communities were more shaped by TN and TOC gradients. This could

be due by the nature of its complex dynamics where the Greenland ice sheet does not retreat

linearly and it retreats slower compared to the other systems, leading to more complex dynam-

ics for the microbial development (Nienow et al., 2017). The same result was observed when

looking at the functional dataset (Table 4.1G). However, this dataset (not divided into different

forefields) also showed a significant correlation with the distance from the ice edge, suggesting

that, in this case, certain functional profiles such as photosynthesis, response to starvation or

to antimicrobial compounds were more conserved across the different forefield gradients (Table

A4.4).

In this chapter I have investigated the taxonomy of the organisms performing two important

microbially-driven environmental processes: nitrogen fixation and rock weathering. To do so,

I focused on 4 different set of genes: i) nitrogenase genes, ii) obcA genes involved in the first

step of the oxalate biosynthesis, iii) genes involved in cyanide synthesis and iv) genes involved in

siderophore synthesis and transport. Whereas the first one is involved in the nitrogen fixation,

the other three are involved in rock weathering processes where oxalate and cyanide have been

observed to increase rock and mineral dissolution and siderophore are molecules used to facilitate

the iron uptake inside the cells.

These processes have previously been shown to be prevalent closer to the ice edge where the

microorganisms are able to produce metabolic energy from atmospheric nitrogen and inorganic

compounds (e.g. minerals) are favored (Brankatschk et al., 2011; Fernández-Mart́ınez et al.,

2016). In all the three systems, genes associated with these processes were shared by a lowest

percentage of taxa in the early stages and by more in later succession stages (Figure 4.9). These

trends did not show linear increase along the proglacial successions but, however, they showed a

general increase from the ice samples to the more developed soil. Interestingly, nitrogenase genes

showed a correlation with TN concentration values, highlighting the pivotal role of diazotrophs

in the creation of nitrogen pool in proglacial systems (Nash et al., 2018).
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Gene trends observed at specific genus level showed a variety of trends and distributions sug-

gesting that different organisms drive the same ecological process (i.e. nitrogen fixation and rock

weathering) but at different stages of the microbial succession.

Nitrogenases are key enzymes in the fixation of atmospheric nitrogen to ammonium. These en-

zymes are coded by a wide gene class (e.g. nifK, nifH and nifD genes) and have been widely used

to detect biological nitrogen fixation potential in a variety of environmental settings (Hoffman

et al., 2014) and diazotrophic organisms have been found spanning a wide range of different

bacterial phyla (Addo and Dos Santos, 2020).

Most of the 30 genera associated with nitrogenase genes in our dataset belonged to the phylum

Proteobacteria (17) and Actinobacteria (6). The only cyanobacterial organism to which nitro-

genase was assigned in our dataset was Nostoc which also showed a higher abundance in the ice

realm compared to the proglacial soil and has previously been detected by Fernandez et al. in the

Arctic region (2020). The other cyanobacterial organisms present in our dataset were present

in a lower percentage (1%) compared to Nostoc (4%); between them there are, for example,

Phormidesmis and Chamaesiphon. These organisms are typical of the cold environments and do

not perform nitrogen fixation (Jungblut and Vincent, 2017; Uetake et al., 2019; Segawa et al.,

2017).

In the soil, diazotrophic organisms belonging to Proteobacteria and Actinobacteria were more

abundant (Figure 4.10). These phyla are usually associated with soil environment and root

symbiosis (Gtari et al., 2012; Rudnick et al., 1997). Other than Nostoc, also Bradyrhizobium,

Geobacter, Paraburkholderia and Frankia, known nitrogen fixing organisms (Calderoli et al.,

2017; Choi and Im, 2018; Hara et al., 2019; Sellstedt and Richau, 2013; Thangaraj et al., 2017)

were abundant in all our studied systems (Figure 4.10).

Streptomyces has only recently been shown to perform nitrogen fixation by isolation and se-

quencing from environmental soil (Dahal et al., 2017). This genus was also associated with

nitrogenase in our study. This result represents the first confirmation of the presence of nitroge-

nase genes in Streptomyces. Furthermore, the genera Cellulomonas, Phycicoccus, Fimbriiglobus

and Variovorax were also associated to these genes but have never showed this characteristic

before. The distribution of Cellulomonas and Phycicoccus also showed to be conditioned by

low TN concentration suggesting they may contribute to the build-up of nitrogen stocks in the

early stages of the succession (Figure A4.3). Genomes belonging to these genera and present

in the comprehensive NCBI online databases do not present any nitrogenase coding region in

their sequence. This discrepancy between the nitrogenase absence in the Cellulomonas, Phy-

cicoccus, Fimbriiglobus and Variovorax genomes and the fact that they did show nitrogenase

genes in our dataset may have different origins. It could be that these genes were incorrectly
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assigned in our dataset, due to the possible presence of chimeric contigs. Or, it could be due to

gene lateral transfer from diazotrophic organisms, phenomena that is common in environmental

samples (Hall et al., 2017; Gillings, 2017). Also, it could just be that no diazotrophic organisms

belonging to these genera have ever been sequenced, but, as in the Streptomyces genus, some

organisms belonging to the same genus are diazotrophs and some are not.

Compared to the biological nitrogen fixation, less is known about biological rock weathering.

Whereas some microbial processes involved in the rock weathering have already been identified,

the protagonists of these processes still remain unclear (Samuels et al., 2020). In this chapter, I

explored the taxonomy associated to three different rock weathering associated genes: the obcA

gene, cyanide synthase genes and genes involved in siderophore transport and synthesis (Figure

4.11). Whereas oxalate, cyanide and siderophore syntheses have been shown to be correlated

with rock weathering (Ferreira et al., 2019; Frey et al., 2010; Welch et al., 1999), these three

molecules are involved in other processes. For instance, the release of oxalate has been shown to

play an important role in pathogenicity and metal tolerance (Palmieri et al., 2019) and cyanide

release plays a role in microbial competition (Blumer and Haas, 2000). And finally, siderophores

are molecules commonly used by microorganisms for the uptake of environmental iron but also

to sequester iron from hosts (Braun and Hantke, 2011; Krewulak and Vogel, 2008). Even if

all of these processes are present in organisms not involved in rock weathering, we expect a

higher abundance of these organisms in early succession samples where the rock weathering is

predominant.

The genus that showed most of the genes involved in oxalate and siderophore biosynthesis was

Bradyrhizobium. Organisms belonging to this genus are mainly recognized as plant symbionts but

can also be present as free-living organisms (Čuklina et al., 2016; Kulkarni et al., 2015). The high

content and diversity of genes involved in siderophore metabolism relates to the fact that high

production of siderophore is needed to uptake iron released from the rock dissolution performed

by oxalate release. These organisms are also diazotrophs and require iron as nitrogenase cofactor

(Rubio and Ludden, 2008). Mesorhizobium and Paraburkholderia are also common diazotrophic

component of the rhizosphere but have been detected as free-living organisms (Ahmad et al.,

2008) and they showed high presence of both these genes. Paraburkholderia was found to have

chemotactic sensitivity for oxalate (Haq et al., 2018) even if it was not directly showed that

it can produce it. Micromonospora also had high oxalate-related gene abundance especially in

the first stages of the SW dataset. Organisms related to this genus have been found in soil by

different studies (Malisorn et al., 2020; Thawai et al., 2016). And have previously been found to

increase phosphate and iron solubilization in soil thanks to organic acid release, such as oxalate

(El-Tarabily et al., 2008). Overall Burkholderia had a higher presence of both siderophore and
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oxalate-related genes in early stages. These organisms have been identified by many different

studies as oxalate producers (Nakata, 2011; Oh et al., 2014) and have been often found in

proglacial soil (Frey et al., 2010). Pseudomonas was shown to produce oxalic acids (Hamel

et al., 1999) which concords with the trends in our datasets. Additionally, contigs associated

to Pseudomonas were found to contain cyanide synthase coding regions. Streptomyces was

previously identified as phosphate solubilizer, but mechanisms were not identified (Liu et al.,

2016). Other than the oxalate genes, this genus was also shown to have cyanide synthase genes

in our dataset.

Finally, Fimbriiglobus, Corallococcus, Variovorax and Phycicoccus are organisms typically found

in soil (Singh et al., 2015; Yoon et al., 2008; Zhang et al., 2011) and were associated to oxalate,

cyanide and siderophore genes for the first time in this study.

Thanks to LongMeta, I was able to explore environmental microbial successions and to confirm

and find new organisms associated to specific environmental processes such as rock-weathering

and nitrogenase genes. The pipeline is reproducible, easy to use and generalizable to microbial

dataset exploration. However, it also presents some cons. This pipeline relies on known sequence

databases and its detection level is limited to known organisms and genes, even if, we saw how

this approach can still allow the detection of known genes in organisms where that specific genes

have never been observed before. Furthermore, the pipeline relies on an assembly approach and

is therefore skewed towards organisms that are more abundant in the dataset and that assembled

better. The pipeline was designed with low-coverage environmental datasets in mind and it is

not recommended for high-coverage sequencing datasets where a more focused metagenome-

assembled genome (MAGs) approach is advisable (Chapter 5).

4.5 Conclusion

Microbial successions in the three proglacial systems showed early soil stages enriched with au-

totrophic, spore-forming and recalcitrant compound degraders showing a community influenced

from the common ice microbiome, whereas later soil stages showed a higher heterotrophic micro-

bial component. Although there were common taxonomic trends among the proglacial systems,

taxa contribution to the different proglacial microbial communities showed differences suggesting

the presence of biogeographic differences between proglacial systems. Further, rock weathering

and nitrogenase gene distributions peaked at different succession soil stages in different proglacial

systems. Different genera showed differential gene coverage at different stages of the microbial

successions, indicating a community constituted by a plurality of organisms involved in these

processes but where the latter were driven by different organisms in different soil succession

stages. Whereas I confirmed the presence of nitrogenase and rock weathering genes in known
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nitrogen fixing and rock weathering organisms, in this study I also present organisms that, even

if often found in soil and proglacial systems, have never been related to these processes before.

The involvement of these organisms in nitrogen fixation and rock weathering processes should

be confirmed with a deeper sequencing dataset and a MAG approach.

These analyses were performed with the LongMeta pipeline, a new reproducible pipeline to ob-

tain taxon*gene information from shotgun metagenomic information and publicly available at

https://github.com/gvMicroarctic/LongMeta.
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Appendix

4.A LongMeta algorithms

End

Protein is assigned to the 
contig

Yes
Protein is discarded

No

Take the protein with the 
new highest identity score 

and bit-score

Yes

Is there another 
protein to assign?

Does the protein 
overlap with already 
assigned proteins?

Start

No

Is there another contig 
to assign?

No

Input a contig

Print the assigned 
protein

Input the protein with 
highest identity score and 

bit-score

Yes

Figure A4.1: Flow chart of gene assignment algorithm.
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Rank is 
species

Input a rank

Input a taxon**

Smax = highest Staxon

Smin += all other Staxon

Input an alignment***

ΣIStaxon += ISalignment

ΣABStaxon += ABSalignment

Other alignments?

No

Yes

Staxon = ΣIStaxon * ΣBStaxon

No

Yes

YesID ≥ i *
ISalignment = IS

ABSalignment = BS/(E – S) 

ISalignment = 2*IS

ABSalignment = 2*(BS/(E – S)) Smax > Smin

No

Yes No

Print taxon associated with 
Smax

Assigned to 
previous taxon 

Unclassified for all 
remaining ranks

*i is the identity score value (default: 80). 
** the ranks are domain, phylum, class, order, family, genus, species.
*** the algorithm looks only into the alignments whose taxonomy is ‘inside’ the previously 
assigned rank.

Figure A4.2: Flow chart of Lowest Common Ancestor (LCA) algorithm. IS: identity score; BS:
bit-score; ABS: averaged bit-score; E: end of the protein alignment; S: start of the protein alignment.
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4.B Sample characteristics

Table A4.1: Read content per sample. All the counts are reported as the sum of both forward and
reverse reads. Reads from Greenland (G) and Swedish (SW) datasets were 150bp long, whereas those
from Svalbard (SV) dataset were 100 bp long.

Sample Forefield Distance Raw reads Trimmed reads
Trimmed
reads (%)

Total bases
Mapped reads

to assembly (%)

G-1 G cryoconite 74,992,750 62,281,172 83 7,187,824,916 94
G-2 G cryoconite 74,220,220 62,697,712 84 7,395,859,056 94
G-3 G cryoconite 68,161,082 56,551,528 83 6,528,966,072 93
G-4 G 40 67,748,804 58,269,730 86 6,964,519,188 69
G-5 G 40 77,474,456 66,716,324 86 7,985,703,488 68
G-6 G 40 61,199,512 50,778,584 83 5,731,546,733 62
G-7 G 120 75,975,046 64,894,402 85 7,687,561,070 72
G-8 G 120 91,844,214 80,750,866 88 9,918,813,542 78
G-9 G 120 77,023,868 66,570,850 86 8,011,592,250 71
G-10 G 160 139,381,778 119,421,182 86 14,179,337,314 59
G-11 G 160 91,962,344 77,483,224 84 9,026,364,457 56
G-12 G 160 81,681,122 70,366,000 86 8,417,841,387 58
G-13 G 180 105,431,412 89,380,892 85 10,505,678,835 65
G-14 G 180 63,240,678 53,430,508 84 6,276,219,348 68
G-15 G 180 72,243,790 60,669,410 84 7,127,227,196 63
G-16 G 270 82,137,112 71,117,502 87 8,597,039,587 64
G-17 G 270 107,570,706 90,819,662 84 10,578,631,872 65
G-18 G 270 78,274,268 66,493,958 85 7,850,171,960 65
G-19 G 3800 75,392,190 63,919,782 85 7,552,035,227 57
G-20 G 3800 65,582,044 55,780,594 85 6,587,075,487 50
G-21 G 3800 91,522,052 76,517,016 84 8,858,708,214 64
G-22 G 10000 96,384,726 81,771,096 85 9,655,404,024 62
G-23 G 10000 80,981,820 68,533,676 85 7,984,763,989 59
SV-1 SV cryoconite 22,947,810 22,269,794 97 2,215,189,703 75
SV-2 SV basal ice 28,894,400 28,395,640 98 2,817,953,846 93
SV-3 SV 40 18,800,440 17,537,922 93 1,742,261,993 64
SV-4 SV 130 28,886,708 28,303,382 98 2,813,720,107 52
SV-5 SV 130 18,972,122 16,906,176 89 1,676,259,798 56
SV-6 SV 200 27,632,502 25,897,482 94 2,576,342,099 46
SV-7 SV 200 23,060,890 20,724,024 90 2,059,258,461 44
SV-8 SV 200 22,002,334 21,530,160 98 2,137,672,181 48
SV-9 SV 445 23,356,976 22,759,102 97 2,260,867,633 48
SV-10 SV 445 20,355,874 20,087,560 99 1,996,581,694 52
SV-11 SV 445 23,227,446 22,764,896 98 2,260,324,489 49
SV-12 SV 670 59,467,440 58,657,474 99 5,826,895,594 48
SV-13 SV 670 57,473,614 56,788,254 99 5,640,225,267 47
SV-14 SV 670 38,289,390 38,032,472 99 3,786,740,956 47
SV-15 SV 890 4,048,326 3,967,012 98 394,610,874 32
SV-16 SV 890 22,892,266 22,324,698 98 2,213,591,398 40
SV-17 SV 890 8,664,656 6,543,310 76 643,999,833 34
SV-18 SV 1150 22,630,114 22,343,416 99 2,217,910,996 45
SV-19 SV 1150 39,315,396 38,856,178 99 3,861,257,149 42
SV-20 SV 1150 69,568,490 68,761,830 99 6,822,952,060 44
SV-21 SV 1650 24,043,000 23,513,418 98 2,335,643,616 43
SV-22 SV 1650 20,762,772 20,273,822 98 2,010,967,936 51
SV-23 SV 1650 29,280,810 28,867,114 99 2,874,021,170 47
SW-1 SW cryoconite 62,395,094 59,053,216 95 8,220,938,496 92
SW-2 SW 40 78,397,352 74,222,178 95 10,443,960,493 79
SW-3 SW 130 66,910,678 63,704,550 95 8,951,219,174 78
SW-4 SW 130 72,683,122 69,228,276 95 9,719,225,957 77
SW-5 SW 130 60,148,730 57,046,786 95 7,892,712,713 75
SW-6 SW 130 67,844,804 64,231,264 95 8,923,085,594 72
SW-7 SW 130 63,953,088 60,944,452 95 8,542,182,607 73
SW-8 SW 200 83,010,234 79,354,112 96 11,161,621,182 73
SW-9 SW 200 74,901,072 71,515,238 95 10,030,231,547 72
SW-10 SW 200 83,405,572 79,804,612 96 11,223,988,377 70
SW-11 SW 200 68,111,048 64,777,286 95 9,100,927,086 72
SW-12 SW 290 64,225,756 61,152,466 95 8,552,527,075 66
SW-13 SW 290 64,764,076 61,854,200 96 8,671,030,908 71
SW-14 SW 370 66,675,200 63,459,146 95 8,874,543,259 65
SW-16 SW 370 66,848,090 63,779,024 95 8,945,037,456 71
SW-16 SW 370 72,051,286 68,487,298 95 9,580,949,996 76
SW-17 SW 370 71,828,498 68,123,690 95 9,552,272,522 66
SW-18 SW 370 85,214,054 81,120,886 95 11,368,376,573 71
SW-19 SW 370 71,411,294 68,058,210 95 9,559,127,942 67
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4.C Taxonomy and statistical analyses

Table A4.2: Statistical analyses performed on the entire dataset (soil + ice samples). Permutational
multivariate analysis of variance (PERMANOVA) performed between the distance from the ice edge
and the diversity index dataset (A), taxonomy dataset at the phylum-, order- and genus- level (B), gene
dataset (C) and the GO (Gene Ontology) dataset (D). Mantel test performed to calculate the correlation
between the distance from the ice edge and the geochemical dataset (i.e. TN + TOC) with the diversity
index dataset (E), taxonomy dataset at the phylum-, order- and genus- level (F), gene dataset (G) and
the GO (Gene Ontology) dataset (H). Each of these four datasets were tested with all the samples from
the three different proglacial systems (G + SV + SW), only the G system, only the SV system and only
the SW system. The symbol ’-’ is reported for Mantel test statistics were p-value ≥ 0.05.

A Diversity indices E Diversity indices

R2 p-value
Forefield

Distance TN + TOC

0.12 0.01 r p-value r p-value

G + SV + SW - - - -
G 0.20 0.04 - -
SV 0.45 0.00 - -
SW 0.18 0.03 - -

B Taxonomy F Taxonomy

Rank R2 p-value
Forefield

Distance TN + TOC

phylum 0.10 0.01 r p-value r p-value

order 0.16 0.00 G + SV + SW - - - -
genus 0.15 0.00 G 0.26 0.02 - -

SV 0.61 0.00 - -
SW 0.40 0.00 - -

C Gene G Gene

R2 p-value
Forefield

Distance TN + TOC

0.21 0.00 r p-value r p-value

G + SV + SW 0.27 0.00 - -
G 0.28 0.02 - -
SV 0.53 0.00 - -
SW 0.50 0.00 0.34 0.04

D GO categories H GO categories

R2 p-value
Forefield

Distance TN + TOC

0.08 0.00 r p-value r p-value

G + SV + SW - - - -
G 0.56 0.00 - -
SV 0.37 0.00 - -
SW 0.25 0.03 - -
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Figure A4.3: Distance-based redundancy analysis (dbRDA) bi-plot ordination performed on the
Hellinger-transformed genus dataset in relation to the distance from the glacier toe, TOC and TN.
Only genera that had a dbRDA1 or dbRDA2 higher than 0.15 or lower than -0.15 are displayed in the
plot. Vectors indicate direction of the ice edge distance and geochemical variable effect in the bacterial
community composition (Bray-Curtis similarity).

Table A4.3: Actinobacteria and Proteobacteria class abundance linear model correlation (R2). The
symbol ‘-’ is reported when the correlation was not significant with a p-value ≥ 0.05. *Actinobacteria
classes. **Proteobacteria classes.

Actinobacteria* Acidimicrobiia* Rubrobacteria* Thermoleophilia*

R2 p-value R2 p-value R2 p-value R2 p-value

Alphaproteobacteria** 0.34 0.00 0.22 0.00 0.20 0.00 - -
Betaproteobacteria** 0.02 0.26 0.08 0.02 - - 0.22 0.00

Gammaproteobacteria** 0.20 0.00 0.20 0.00 0.13 0.00 0.23 0.00
Deltaproteobacteria** 0.16 0.00 0.13 0.00 0.09 0.01 0.14 0.00
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4.D Gene Ontology exploration

Table A4.4: Gene Ontology (GO) biological categories that significantly correlated (Mantel test statis-
tic, p-value < 0.05) to the distances from the ice edge.

A biological function positive r glutamate biosynthetic process 0.42

oxalate metabolic process 0.64 glycosaminoglycan metabolic process 0.42
organic phosphonate catabolic process 0.64 sodium-dependent phosphate transport 0.42
nitrogen compound metabolic process 0.58 gamma-aminobutyric acid transport 0.42

oligosaccharide metabolic process 0.57 establishment or maintenance of cell polarity regulating cell shape 0.42
chromate transport 0.57 maturation of 5.8S rRNA from tricistronic rRNA transcript 0.42

leucine biosynthetic process 0.57 lipid transport 0.42
histone modification 0.56 glyoxylate catabolic process 0.42

glucose transmembrane transport 0.56 microtubule-based movement 0.42
carnitine biosynthetic process 0.55 molybdate ion transport 0.42

protein ubiquitination 0.54 enzyme active site formation 0.42
phytochelatin biosynthetic process 0.53 nucleoside catabolic process 0.42

copper ion homeostasis 0.51 cell cycle checkpoint 0.42
branched-chain amino acid metabolic process 0.51 response to drug 0.42

nucleoside transmembrane transport 0.51 ethanolamine catabolic process 0.42
urea metabolic process 0.50 mRNA splicing, via spliceosome 0.41

branched-chain amino acid catabolic process 0.50 polyketide metabolic process 0.41
D-gluconate metabolic process 0.49 beta-lactam antibiotic catabolic process 0.41

poly-hydroxybutyrate biosynthetic process 0.49 gluconate transmembrane transport 0.41
lipoprotein metabolic process 0.49 cell adhesion 0.41

purine-containing compound salvage 0.49 fucose transmembrane transport 0.41
xanthine metabolic process 0.49 glutamine biosynthetic process 0.41
inositol biosynthetic process 0.49 formaldehyde catabolic process 0.41

organic phosphonate metabolic process 0.48 regulation of transcription by RNA polymerase II 0.41
carbohydrate transport 0.47 chromatin silencing at centromere 0.41

arabinose metabolic process 0.47 nitrogen compound transport 0.41
leucyl-tRNA aminoacylation 0.47 histone deacetylation 0.41

cellular aromatic compound metabolic process 0.47 ubiquitin-dependent protein catabolic process 0.40
arginine biosynthetic process 0.47 response to methotrexate 0.40

2-aminoethylphosphonate transport 0.47 small GTPase mediated signal transduction 0.40

aerobic respiration 0.47
transmembrane transport 0.46

D-xylose metabolic process 0.46 B biological function negative r

karyogamy involved in conjugation with cellular fusion 0.46 semaphorin-plexin signaling pathway -0.55
dicarboxylic acid transport 0.45 protein adenylylation -0.48

Actinobacterium-type cell wall biogenesis 0.45 DNA double-strand break processing -0.48
CENP-A containing chromatin organization 0.45 intra-S DNA damage checkpoint -0.48

Okazaki fragment processing involved in mitotic DNA replication 0.45 N-acylethanolamine metabolic process -0.45
regulation of DNA double-strand break processing 0.45 reductive pentose-phosphate cycle -0.45

regulation of histone H2B conserved C-terminal lysine ubiquitination 0.45 U2-type prespliceosome assembly -0.44
anaerobic ethylbenzene catabolic process 0.45 maintenance of rDNA -0.44

aromatic compound catabolic process 0.45 resolution of mitotic recombination intermediates -0.44
monosaccharide transmembrane transport 0.45 regulation of mitotic recombination involved in replication fork processing -0.44

polyamine transport 0.45 enterobacterial common antigen biosynthetic process -0.44
protein-containing complex assembly 0.44 photorespiration -0.43

protein secretion by the type IV secretion system 0.44 arginine catabolic process to glutamate -0.43
positive regulation of GTPase activity 0.44 carbon fixation -0.42

D-xylose transmembrane transport 0.44 carboxylic acid transmembrane transport -0.42
actin filament organization 0.44 negative regulation of TOR signaling -0.41

valine catabolic process 0.44 cellular response to amino acid starvation -0.41
teichoic acid biosynthetic process 0.44 arginine catabolic process to succinate -0.40

arginine biosynthetic process via ornithine 0.44 rRNA (guanine-N7)-methylation -0.40

histone H3-K79 methylation 0.44
fungal-type cell wall beta-glucan biosynthetic process 0.44

ribosomal large subunit biogenesis 0.44
response to unfolded protein 0.44

S-adenosylmethionine biosynthetic process 0.43
intracellular signal transduction 0.43
regulation of circadian rhythm 0.43

urea catabolic process 0.43
posttranslational protein targeting to membrane, translocation 0.43

chromatin remodeling 0.43
xenobiotic transport 0.43

protein import into nucleus 0.43
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Table A4.5: Gene Ontology (GO) biological categories that significantly correlated (Mantel test statis-
tic, p-value < 0.05) to the total organic carbon distribution (TOC).

A biological function positive r B biological function negative r

fumarate transport 0.65 tRNA seleno-modification -0.57
succinate transmembrane transport 0.65 cation transmembrane transport -0.57
purine-containing compound salvage 0.58 peptidoglycan biosynthetic process -0.53

xanthine metabolic process 0.58 detoxification of mercury ion -0.52
pentose metabolic process 0.54 cation transport -0.52

tRNA 3’-trailer cleavage, endonucleolytic 0.52 protein peptidyl-prolyl isomerization -0.51
NADP metabolic process 0.51 regulation of cell shape -0.51

lipoprotein metabolic process 0.51 biotin biosynthetic process -0.50
response to drug 0.49 transcription-coupled nucleotide-excision repair, DNA damage recognition -0.49

glycerophosphodiester transmembrane transport 0.49 DNA replication -0.49
sodium ion export across plasma membrane 0.48 cobalamin transport -0.48

potassium ion export across plasma membrane 0.48 RNA phosphodiester bond hydrolysis -0.48
response to osmotic stress 0.47 rRNA methylation -0.47

cellular monovalent inorganic cation homeostasis 0.47 tRNA 3’-terminal CCA addition -0.47
histone modification 0.47 RNA repair -0.47

xenobiotic catabolic process 0.47 protein retention in ER lumen -0.46
regulation of viral transcription 0.46 manganese ion transmembrane transport -0.46

toxin metabolic process 0.46 tetrahydrobiopterin biosynthetic process -0.46
peptidyl-lysine demalonylation 0.46 nucleic acid phosphodiester bond hydrolysis -0.45
peptidyl-lysine desuccinylation 0.46 DNA strand renaturation -0.45

chromate transport 0.46 response to mercury ion -0.45
tRNA 3’-trailer cleavage 0.45 cobalamin biosynthetic process -0.45

branched-chain amino acid catabolic process 0.45 lipopolysaccharide metabolic process -0.44
valine catabolic process 0.44 regulation of lipid biosynthetic process -0.44

D-xylose transmembrane transport 0.44 cellular manganese ion homeostasis -0.44
amino-acid betaine catabolic process 0.44 phosphorus metabolic process -0.43

glycerol-3-phosphate transmembrane transport 0.43 tRNA guanine ribose methylation -0.43
xenobiotic transport 0.43 photosystem II stabilization -0.43

alpha-glucan catabolic process 0.43 rhythmic process -0.43
cellular oligosaccharide catabolic process 0.43 response to UV -0.42

alkaloid metabolic process 0.42 negative regulation of translation -0.42
2,4-dichlorophenoxyacetic acid catabolic process 0.42 DNA repair -0.42

cholesterol biosynthetic process 0.41 signal transduction by protein phosphorylation -0.42
galactitol transport 0.41 rRNA 2’-O-methylation -0.42

peptide metabolic process 0.41 regulation of DNA repair -0.41
L-threonine catabolic process to glycine 0.41 tRNA pseudouridine synthesis -0.41

glucose transmembrane transport 0.41 photosynthesis -0.41
D-xylose metabolic process 0.40 cellular protein modification process -0.41

cellular response to acidic pH 0.40 maintenance of CRISPR repeat elements -0.41
XMP salvage 0.40 RNA methylation -0.41

antibiotic catabolic process 0.40 DNA metabolic process -0.41
alginic acid biosynthetic process 0.40 replication fork processing -0.41

leucine catabolic process 0.40 pyrimidine deoxyribonucleoside triphosphate catabolic process -0.40

dITP catabolic process -0.40
uracil transport -0.40

uracil transmembrane transport -0.40
DNA replication, synthesis of RNA primer -0.40
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Table A4.6: Gene Ontology (GO) biological categories that significantly correlated (Mantel test statis-
tic, p-value < 0.05) to the total nitrogen distribution (TN).

A biological function positive r B biological function negative r

purine-containing compound salvage 0.62 cation transmembrane transport -0.57
xanthine metabolic process 0.62 tRNA seleno-modification -0.55

fumarate transport 0.61 detoxification of mercury ion -0.53
succinate transmembrane transport 0.61 pyrimidine deoxyribonucleoside triphosphate catabolic process -0.53

pentose metabolic process 0.60 dITP catabolic process -0.53
NADP metabolic process 0.56 D-ribose catabolic process -0.50

L-asparagine biosynthetic process 0.54 cation transport -0.50
lipoprotein metabolic process 0.53 response to mercury ion -0.50

branched-chain amino acid catabolic process 0.52 mitochondrial ATP synthesis coupled proton transport -0.50
2,4-dichlorophenoxyacetic acid catabolic process 0.51 RNA phosphodiester bond hydrolysis -0.49

valine catabolic process 0.51 DNA replication -0.49
alpha-glucan catabolic process 0.49 DNA replication, synthesis of RNA primer -0.49

cellular oligosaccharide catabolic process 0.49 regulation of cell shape -0.48
alkaloid metabolic process 0.48 transcription-coupled nucleotide-excision repair, DNA damage recognition -0.48

response to drug 0.47 DNA strand renaturation -0.47
tRNA 3’-trailer cleavage, endonucleolytic 0.47 tetrahydrobiopterin biosynthetic process -0.47

xenobiotic catabolic process 0.47 cobalamin biosynthetic process -0.47
peptide metabolic process 0.47 tRNA 3’-terminal CCA addition -0.46

rhamnose transmembrane transport 0.47 RNA repair -0.46
ferulate metabolic process 0.47 peptidoglycan biosynthetic process -0.45

cinnamic acid catabolic process 0.47 cellular protein modification process -0.45
leucine catabolic process 0.46 cobalamin transport -0.45

regulation of viral transcription 0.45 protein retention in ER lumen -0.45
actin filament bundle assembly 0.45 tRNA pseudouridine synthesis -0.45
cholesterol biosynthetic process 0.45 negative regulation of translation -0.44

histone modification 0.44 response to UV -0.44
glycerophosphodiester transmembrane transport 0.44 DNA metabolic process -0.44

amino-acid betaine catabolic process 0.43 anaphase-promoting complex-dependent catabolic process -0.44
organic acid transport 0.43 protein polymerization -0.44
xenobiotic transport 0.43 dUTP biosynthetic process -0.43

sodium ion export across plasma membrane 0.43 purine ribonucleotide biosynthetic process -0.43
potassium ion export across plasma membrane 0.43 photosynthesis -0.43
aggregation involved in sorocarp development 0.43 lipopolysaccharide metabolic process -0.43

autophagic cell death 0.43 regulation of lipid biosynthetic process -0.43
D-xylose transmembrane transport 0.43 replication fork processing -0.43

locomotion 0.43 ribosome biogenesis -0.42
hemolysis by symbiont of host erythrocytes 0.43 plasmid maintenance -0.42

cellular monovalent inorganic cation homeostasis 0.43 uracil transport -0.42
response to osmotic stress 0.43 uracil transmembrane transport -0.42

cell-substrate adhesion 0.42 spindle assembly -0.41
peptidyl-lysine demalonylation 0.42 protein transport by the Tat complex -0.41
peptidyl-lysine desuccinylation 0.42 toxin biosynthetic process -0.41

4-hydroxyphenylacetate catabolic process 0.42 rRNA methylation -0.40
negative regulation of Wnt signaling pathway 0.42 folic acid-containing compound biosynthetic process -0.40

glucose transmembrane transport 0.42 D-ribose metabolic process -0.40
response to extracellular stimulus 0.41 photosystem II stabilization -0.40

gene expression 0.41 RNA methylation -0.40
actin filament depolymerization 0.41 regulation of DNA repair -0.40

regulation of myosin II filament disassembly 0.41
mitotic cleavage furrow formation 0.41

intranuclear rod assembly 0.41
cellular response to acidic pH 0.41

cytokine-mediated signaling pathway 0.41
galactitol transport 0.41

aspartate biosynthetic process 0.41
antibiotic catabolic process 0.40

cellular amino acid catabolic process 0.40
tRNA 3’-trailer cleavage 0.40
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4.E Nitrogen fixation and rock weathering unclassified component

Proteobacteria

Acidobacteria

Verrucomicrobia

Unclassified

Actinobacteria

Planctomycetes

Chloroflexi

Bacteroidetes

Gemmatimonadetes

Cyanobacteria

Candidatus Rokubacteria

A B

C D

Phyla

Figure A4.4: Phyla related to the unclassified coding region at the genus-level for (A) nitrogenase
genes, (B) obcA genes which are involved in the oxalate biosynthesis, (C) cyanide synthase genes and
(D) siderophore-related genes.
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Frozen soil to explore cold-adapted microbial trends and

enzymes

Abstract

The polar environment represents a reservoir for the bioprospecting of new compounds and cold-

adapted proteins. Cold-adapted proteins are advantageous in several industrial settings because,

thanks to their low enzymatic optimum temperature, they do no require heating steps, being

more energy sustainable and giving high reaction yields and fewer unwanted secondary chemical

reactions. Comparison between thermophilic, mesophilic and psychrophilic proteins can give

important information for the bioengineering optimization of cold-adapted proteins.

We collected frozen soil samples from 34 different locations along a transect starting at the Green-

land ice sheet (GrIS) edge and going further away ranging a variety of habitats and geochemical

specific site conditions with the aim to obtain a deep read coverage assembly to i) analyze the

cold-adapted community in this area, studying the DNA and cDNA microbial distribution in

proglacial upper permafrost layer, ii) and to reconstruct high- and medium-quality MAGs and

to create a database of cold-adapted predicted proteins (CAPP database).

The cold-adapted community converged to similar taxonomic composition along the transect and

showed solid permafrost-shaped community rather than microbial trends of typical of proglacial

systems. However, whereas DNA profiles were conditioned by the distance from the ice edge,

cDNA showed major correlation to geochemical trends showing how microbial activity is deter-

mined by environmental conditions.

The construction of the assembly of this conserved frozen soil community led to the retrieval

of 69 high- and medium- quality MAGs, which will enrich the ENA MAG public repository,

213 complete biosynthetic gene clusters (BGCs) and more than three million predicted proteins.

This information is part of the cold-adapted predicted protein (CAPP) database whose aim is

to provide cold-adapted protein sequence information for a protein- and taxon- focused amino

acid sequence modification and ultimately to facilitate protein engineering of cold-adapted en-

zymes.
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5.1 Introduction

The use of cold-adapted proteins is advantageous in several industrial settings, such as food and

pharmaceutical industries, because their enzymatic reactions do not require heating steps, being

more energy sustainable and giving high reaction yields and fewer unwanted secondary chemical

reactions at low temperatures (Siddiqui, 2015; Mangiagalli et al., 2020; Kaur and Gill, 2019).

The use of cold-adapted enzymes is also useful for bioremediation processes where the direct use

of purified enzymes in cold settings can degrade toxic compounds such as phenolic substances,

hydrocarbons, plastics and pesticides both in situ and ex situ (Kumar et al., 2019; Karigar and

Rao, 2011; Sharma et al., 2018). Cold-adapted enzymes are found in psychrophiles, organisms

isolated from cold environments (Cavicchioli, 2016). These organisms survive to the challenging

conditions thanks to cold-adapted enzymes, RNA chaperone overexpression which help with the

protein folding, the translation of anti-freezing and ice-nucleation proteins and cell membrane

modifications (Bakermans et al., 2009; Collins and Margesin, 2019). Further to this, they are

also known to produce antimicrobial compounds because of the high microbial competition levels

in cold environments (Mocali et al., 2017; Bell et al., 2013). Cold-adapted proteins are usually

studied and purified from different bacterial and fungal isolates (Duarte et al., 2018; Kim et al.,

2018; Shcherbakova and Troshina, 2018; Salwoom et al., 2019) and most of them were isolated

from the polar regions, thus constituting a reservoir of cold-adapted proteins (Bakermans et al.,

2014).

Protein engineering aims to improve the structure and activity of pre-existing proteins. This

can be achieved by induced random protein mutations or targeted amino acid substitutions

(Kryukova et al., 2019; Kano et al., 1997). Whereas the first approach requires a wide and

expensive screening of all the randomly produced proteins, the second is cheaper as relies on the

exploration of homologous protein alignments to retrieve functional amino acid substitutions.

However, this approach can only be applied if sequences homologous to the studied proteins are

present in online or custom protein databases. Thanks to new sequencing technologies and new

bioinformatics software, it is now possible to obtain fully complete and ungapped metagenome-

assembled genomes (MAGs) where gene clusters, genes and predicted proteins can be assigned

with high reliability (Stewart et al., 2019; Somerville et al., 2019). This facilitates the mining

of metagenomic and metatranscriptomic datasets for new gene products and protein sequences,

enriching public databases with protein sequences obtained from a broad range of organisms and

environments.

In this chapter I focused on two particular enzymes: β-galactosidase and polyphenol oxidases.

β-galactosidase is a well-known enzyme in the food industry especially used in the diary field
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for the production of lactose-free milk, by lactose hydrolysis into galactose and glucose, and

the synthesis of galactooligosaccharides (GOS), by lactose transgalactosylation. In industrial

settings, β-galactosidases are produced by mesophilic organisms and their enzymatic optimum

temperature ranges between 30-60 oC. The use of a cold-adapted β-galactosidase would allow us

to conduct the enzymatic reactions at lower temperatures, reducing production costs and food

spoilage due to high treatment temperatures (Mangiagalli et al., 2020).

Polyphenol oxidases catalyze the conversion of phenols to non-toxic quinines, and therefore could

be used for the treatment of phenolic polluted environments. This substance is hydrophilic and

therefore highly soluble in water bodies when released into wastewaters and it has been shown

to have negative effects on the micro- and macro- fauna (Babich and Davis, 1981). Phenol is

used in different industrial processes as disinfectant and antiseptics because of its antimicrobial

properties, and it is produced ie quantities because it is an intermediate of phenolic resins

(Panadare and Rathod, 2018). Phenol is also a natural substance mainly secreted by plants. It

has been proposed bacteria have developed metabolic pathways to use this molecule to defend

from plant resistance mechanisms (Hernández-Romero et al., 2005).

Publicly available β-galactosidase and polyphenol oxidase sequences were analyzed and com-

pared to their homologous sequences found in the upper layer of the Greenland permafrost

(i.e. active layer). Permafrost is one of the richest cold-adapted environments where complex

and active microbial communities live in constant sub-zero temperatures (Tuorto et al., 2014),

overcoming also other challenges, such as high salinity, low water and low nutrient availability

(Hultman et al., 2015). Cold and stress adaptation genes have been found by studying bacterial

isolates and shotgun whole metagenomic DNA sequences obtained from permafrost (Ayala-Del-

Ŕıo et al., 2010; Mykytczuk et al., 2013; Vishnivetskaya and Kathariou, 2005; Bakermans et al.,

2009) where most of the studies have been focusing on permafrost communities changes along

chronosequences (i.e. along depth gradients) and with season changes (e.g. MacKelprang et al.,

2017; Schostag et al., 2015). The active layer is the upper layer of the permafrost where the soil

undergoes periodic thawing/freezing. Here microbial communities show microbial seasonality

and diversity and structural differences with different soil properties (Schostag et al., 2015; Ren

et al., 2018; Chen et al., 2017).

We collected a total of 102 different subzero frozen soil samples from 34 different locations in

the Greenland ice sheet (GrIS) proglacial system in an area extending from the ice edge to

Kangerlussuaq where continuous permafrost has been previously reported (Clarhäll, 2011; Van

Tatenhove and Olesen, 1994; Johansson et al., 2015; Jørgensen and Andreasen, 2007). These

samples were processed using a multiple sequencing approach to construct a reliable assembly
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database of cold-adapted gene and protein sequences and to study the active (i.e. cDNA) and

potentially active (i.e. DNA) communities across the proglacial cold frozen soil environment. The

sequencing was performed with both the MinION and Illumina technologies in order to couple

both the Nanopore long and error-prone sequences with the high-quality and short Illumina

sequences (Bertrand et al., 2019; Giguere et al., 2020). This approach facilitates more reliable

and complete assembly (De Maio et al., 2019; Bertrand et al., 2019) leading to the recovery of

MAGs, the prediction of full open reading frames (ORFs) and the correct assignment of full-

length genes and predicted proteins. I also coupled metagenomic data, used for the assembly

reconstruction, with metatranscriptomic data used to assess the active portion of the microbial

communities and the active proteins.

Thanks to this sequencing approach, I achieved three main objectives. Firstly, I characterized

the frozen soil community through metagenomic and metatranscriptomic profiles, focusing on

whether there were microbial trends across proglacial systems, as usually observed in surface soil

(Chapter 4), and if microbial communities correlated with geochemical site-specific variables.

The second aim was to construct a solid and deep-coverage assembly to recover highly complete

genomes and predict the sequence of cold-adapted proteins, creating the cold-adapted predicted

protein (CAPP) database. Finally, I showed how the CAPP database can be used to inform

protein engineering approaches by exploring industrial and bioremediation relevant enzymes,

focusing on β-galactosidase and polyphenol oxidase.

5.2 Materials and methods

5.2.1 Sampling area and strategy

In July 2018, we collected 102 soil core samples from 34 widespread locations (the two most

distant samples being 43 km apart) in the Kangerlussuaq area. In particular the samples were

collected following the road which connects the ice edge (point 660), Kangerlussuaq and the

Sondrestrom Upper Atmospheric Research Facility (Figure 5.1), forming an artificial transect

from the ice edge in the direction of the Greenland coastline.

The GrIS proglacial field is a complex system. Being an ice sheet, the ice moves in different

directions (not like the linear glacier movement). Because of this, the samples did not have

a linear distance from the ice edge and therefore the sample distance from the ice edge was

calculated as the distance from the closest ice edge point (Table 5.1). Due to the size of the

area, a variety of habitats and overlying vegetation-types were sampled: we collected frozen soil

samples from the upper permafrost layer (i.e. active layer) of riverbanks, thermokarst bogs,

grasslands and from heath-dominated environments (Figure A5.1). The sampling activity took
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place during summer 2018, in July, which is the warmest month of the year in this area of

Greenland. In this month, all the snow is melted and as the thawing front moves with the

meltdown of the snow (Elberling et al., 2008; Hayashi et al., 2003), we can assert that the soil

we sampled, being at sub-zero temperature in July, was at sub-zero temperature all year round.

The soil temperature of several sampled sites was also checked on different days and the presence

of frozen soil did not seem to vary even after heavy rains occurred.

Samples were collected with a 38 mm diameter soil corer (https://www.geopacks.com/products/

soil-sampling-corer) which we modified with an extended shaft so that it could reach one meter

depth. Each sample site comprised three technical replicates collected between 30 and 92 cm

depth (Table 5.1), the sampling depth variation was due to the different soil textures (Table

A5.1) in the different areas, with also a wide range of soil depths between the surface and the

bedrocks. The temperature of the soil at the sample collection ranged between -0.1 oC and

-2 oC (Table 5.1). Temperatures were checked with a portable digital thermometer and soil was

discarded if its temperature was above 0 oC.

Soil was collected in 15 mL falcon tubes for the geochemical analyses. One gram of soil for

each of the three technical replicates in each site (for a total of 3 grams per site) were merged

together in a 15 mL falcon tube and preserved in 2x LifeGuard Soil Preservation solution (QI-

AGEN) for DNA and RNA co-extraction. Samples were kept chilled and then frozen at -20 oC

in the Kangerlussuaq International Science Support (KISS) station within two days from the

collection.

5.2.2 Site characterization and geochemical analyses

The site vegetation was characterized following Clarhäll (2011). Different sites were characterized

into four different vegetation categories (Figure A5.1):

1. grassland. It is dominated by grass (e.g. Calamagrostis langsdorfii) and moss which

typically create hummocks.

2. Wetland was close to lakes, rivers and bogs where the soil is wetter than in the other

areas. This environment is dominated by grass, dwarf-shrubs, Eriophorum scheuchzeri,

Poa alpina and Poa pratensis.

3. Dwarf-shrub heath. Heath with prevalence of dwarf-shrub is dominated by Betula nana,

Rhododendron lapponicum, Vaccinium uliginosum and Ledum palustre.

4. Heath with prevalence of high-shrubs Salix species.

Geochemical analyses were performed by Dr. Fotis Sgouridis and Dr. Mahammad Rafiq in the
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Glaciology department laboratories (University of Bristol). They measured soil moisture, root

weight percentage, organic matter percentage, pH, DOC (Dissolved Organic Carbon), TN (Total

Nitrogen), DON (Dissolved Organic Nitrogen), NO3
– (nitrate), NH4

+ (ammonia), TP (Total

Phosphorus), DOP (Dissolved Organic Phosphorus), PO4
3– (phosphate) and SO4

2– (sulfate).

Furthermore, they also measured the ion concentrations for K (potassium), Mg (magnesium),

Si (silicon), Na (sodium), Ca (calcium) and Fe (iron). Detailed methods can be in Appendix

5.A.2.

Table 5.1: Site description reporting the site distance from the ice edge, the altitude, the soil tempera-
ture, soil depth and the site vegetation characterization. The latter can be either classified as grassland,
wetland, dwarf-shrub heath (short-heath) or Salix heath (tall-heath) (more details in Section 5.2.2 and
Figure A5.1).

Site
Distance from

the ice edge (m)
Altitude

(m)
Soil temperature

(oC)
Sampling depth

(cm)
Vegetation

1 290 505 -0.6 ± 0.6 58.3 ± 5.9 grassland
2 400 518 -0.9 ± 0.7 42.7 ± 4.0 grassland
3 420 527 -0.8 ± 0.6 32.7 ± 2.3 grassland
4 630 453 -0.7 ± 0.6 47.3 ± 9.3 grassland
5 680 476 -1.2 ± 0.9 50.3 ± 21.0 short-heath
6 690 452 -1.5 ± 0.0 45.3 ± 11.9 short-heath
7 800 448 -1.0 ± 0.5 44.7 ± 4.6 wetland
8 870 466 -1.0 ± 0.6 46.3 ± 1.2 short-heath
9 1200 430 -1.3 ± 0.2 44.0 ± 4 .0 grassland
10 1300 336 -1.5 ± 0.3 48.7 ± 5.1 wetland
11 1550 356 -0.4 ± 0.4 44.7 ± 4.6 short-heath
12 740 336 -1.2 ± 0.3 45.3 ± 15.0 short-heath
13 950 246 -1.5 ± 0.1 48.3 ± 10.1 short-heath
14 250 248 -0.5 ± 0.3 50.7 ± 5.0 short-heath
15 80 198 -0.4 ± 0.3 55.3 ± 7.1 tall-heath
16 1150 290 -1.5 ± 0.4 36.7 ± 2.9 wetland
17 1050 217 -1.2 ± 0.3 38.3 ± 2.9 short-heath
18 2200 253 -1.5 ± 0.2 42.3 ± 7.5 short-heath
19 3600 244 -1.0 ± 0.5 56.0 ± 19.7 tall-heath
20 3950 211 -1.4 ± 0.4 43.7 ± 5.5 short-heath
21 9300 141 -0.9 ± 0.4 54.7 ± 7.0 wetland
22 9400 141 -1.6 ± 0.1 45.7 ± 7.1 tall-heath
23 12550 134 -0.8 ± 0.3 56.7 ± 15.0 tall-heath
24 12700 149.9 -1.3 ± 0.5 40.0 ± 10.0 short-heath
25 21700 66 -1.3 ± 0.3 80.7 ± 14.0 short-heath
26 21000 216 -1.2 ± 0.7 43.3 ± 12.6 short-heath
27 21500 208 -1.2 ± 0.8 43.3 ± 5.8 tall-heath
28 22700 70 -0.9 ± 0.6 54.0 ± 9.6 short-heath
29 24700 115 -0.4 ± 0.3 63.0 ± 3.0 short-heath
30 25200 122 -1.2 ± 0.7 63.7 ± 17.2 tall-heath
31 26500 86 -1.3 ± 0.4 51.7 ± 10.4 wetland
32 28600 93 -1.6 ± 0.1 45.0 ± 8.7 tall-heath
33 31700 81 -1.1 ± 0.5 46.7 ± 7.6 short-heath
34 32600 171 -1.0 ± 0.5 33.3 ± 2.9 short-heath
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5.2.3 DNA preparation and sequencing

DNA and RNA were co-extracted using the RNeasy PowerSoil Total RNA Kit and RNeasy Pow-

erSoil DNA Elution Kit (QIAGEN, Hilden, Germany) according to manufacturer’s instructions.

The soil, preserved in LifeGuard Soil Preservation solution (QIAGEN), was first centrifuged, the

liquid was discarded, and the soil was extracted in duplicate for a total of 3 grams (1.5 g per

extraction). Roots were excluded from the soil where possible.

The obtained DNA was then treated with DNase-free RNase A (Sigma-Aldrich, Darmstadt,

Germany) for 30 minutes at 37 oC. DNA was then purified with a phenol:chloroform:isoamyl

alcohol (25:24:1) extraction and precipitated with 100% ethanol. RNA was first purified with

the TURBO DNA-free kit (Thermo Fisher Scientific, Carlsbad, CA, USA) and then concen-

trated with RNeasy MinElute Cleanup (QIAGEN). I used SuperScript IV Reverse Transcriptase

(Thermo Fisher Scientific) to synthesize the first cDNA strand and then I followed the protocol

for the synthesis and the successive clean-up of the second strand of the SuperScript Double-

Stranded cDNA Synthesis Kit protocol (Thermo Fisher Scientific).

Both DNA and cDNA were sequenced with the MinION device, per flow cell (FLO-MIN106)

between 4 and 6 samples were barcoded together with the Nanopore kit EXP-NBD104 and

then sequenced with the SQK-LSK109 kit (Oxford Nanopore Technologies, Oxford, UK). I then

sequenced two samples with the Illumina technology: sample 34, chosen because of the high

sequencing yield obtained with Nanopore (14,228,430,364 bases), and a sample composed by all

the other samples pooled together. I sequenced the sample 34 separately from the others to have

high coverage sequencing to obtain high quality MAGs. The Illumina libraries were prepared

with the Illumina Nextera chemistry v 3 (Illumina, San Diego, CA, USA) and 150 bp PE

were sequenced on the NovaSeq instrument by the commercial supplier Macrogen (Seoul, South

Korea). Basecalling was performed with the Real Time Analysis (RTA) software v 3.3.3.

5.2.4 Bioinformatics analyses

Nanopore sequences were basecalled with Guppy v 3.2.2 (Oxford Nanopore Technologies) with

the command guppy basecaller and the parameters --flowcell FLO-MIN106 --kit

SQK-LSK109 --barcode kits EXP-NBD104 --qscore filtering --min qscore 7

-q 0 -r --trim barcodes. All the Nanopore sequences longer than 1000 bases were as-

sembled with metaFlye (Flye v 2.7) with the options -g 3g -meta (Kolmogorov et al., 2019).

Nanopore reads were then mapped to the assembly with minimap2 v 2.17 (Li, 2018) and used

to polish the assembly with one cycle of Racon v 1.4.15 and command line parameters -m 8

-x -6 -g -8 -w 500 (Vaser et al., 2017). These options are the same that were used to
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train the neural network polishing software medaka v 0.10. The latter was run with the com-

mand medaka consensus and the option -m r941 min high (https://nanoporetech.github.

io/medaka/index.html). Further to these two nanopore polishing steps, the assembly was pol-

ished with the Illumina reads running four cycles of Pilon v 1.23 (Walker et al., 2014). Before

each Pilon step, reads were mapped back to the assembly with bwa v 0.7.17 with the mem algo-

rithm (Li and Durbin, 2010) where the percentage of mapped reads increased from 67% to 69%,

with an increase of more than 34 million reads from the beginning of the polishing steps.

Contig binning was performed with five different algorithms: MetaBAT v 2.12.1 (Kang et al.,

2019), MaxBin v 2.2.7 (Wu et al., 2014), CONCOCT v 1.1.0 (Alneberg et al., 2014), BinSan-

ity v 0.3.8 (Graham et al., 2017) and DAS Tool v 1.1.1 (Sieber et al., 2018). The latter combines

the information obtained from all the other binning software and therefore was used to ultimately

defined the bins. All the bins, or metagenome-assembled Genomes (MAGs) in this case, were

checked with CheckM v 1.1.2 (Parks et al., 2015). The parameters I considered to quality check

the MAGs were completeness, contamination and strain heterogeneity. The first is expressed as

percentage of how many of the single copy genes are found in a MAG. Contamination is the

percentage of how many of the single copy genes from non-related taxonomy are present. Strain

heterogeneity indicates how many variants of the single copy genes are present.

We considered as high-quality MAGs the bins that have a completeness higher than 90% and a

contamination lower than 5%. High-quality MAGs will be uploaded the European Nucleotide

Archive (ENA). Medium-quality MAGs were defined with a threshold of 50% and 10% for com-

pleteness and contamination, respectively. These thresholds were defined in different published

works (e.g. Almeida et al., 2019; Stewart et al., 2019; Bowers et al., 2017).

Coding regions were assigned to the polished assembly with Prokka v 1.14.6 (Seemann, 2014).

This software uses Prodigal v 2.6.3 for Open Reading Frame (ORF) prediction (Hyatt et al.,

2012), barrnap v 0.9 for ribosomal RNA prediction (https://github.com/tseemann/barrnap) and

ARAGORN v 1.2.38 to predict tRNA and tmRNA coding genes (Laslett and Canback, 2004).

Taxonomy was assigned to the contigs after performing Diamond v 0.9.22 with the parame-

ters -e 0.000001 -F 15 --range-culling --range-cover 10 --id 50 --top 5

-f 6 -p 55 -c1 -b4.0 --compress 1 (Buchfink et al., 2015) and using the NCBI non-

redundant (nr) database v 5 (ftp://ftp.ncbi.nih.gov/blast/db/FASTA/nr.gz) (Sayers et al., 2020).

The Diamond output was then used to run the longMeta-assignment command to obtain

taxonomy annotation for each assembled contig (Chapter 4).

Nanopore reads were then mapped back to the assembly with minimap2 (-ax map-ont for

DNA and -ax splice for cDNA sequences) and taxonomy trends were analyzed for both
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metagenomic and metatranscriptomic data. The first were analyzed with the LongMeta pipeline

where all the commands were run with default parameters except for longMeta-coverage

where --perc-limit was set to 0.001. Whereas, DNA trends were estimated as coverages,

the cDNA trends were estimated as read count associated to each different taxonomy using a

custom script.

5.2.5 Cold-adapted predicted protein (CAPP) database

The coding regions and proteins predicted from the high-quality assembly were used to construct

the cold-adapted predicted protein database (CAPP database) which can be found at https:

//www.cerealsdb.uk.net/CAPP/CAPP.txt.gz together with the protein sequence file https://

www.cerealsdb.uk.net/CAPP/CAPP.faa.gz and the gene sequence file https://www.cerealsdb.

uk.net/CAPP/CAPP.fasta.gz. The CAPP.txt.gz file contains, associated to each entry, the

following information:

• Entry name.

• How the coding region was assigned, if by similarity to a protein motif or by similarity to

a protein sequence.

• Gene name.

• Protein name.

• Enzyme Commission (EC) number.

• Taxonomy assignment.

• MAG name, if the protein was from one of the high-quality or medium-quality MAGs.

• Field reporting whether the CDS corresponded to one or more cDNA reads. cDNA se-

quences were mapped to the DNA sequences with minimap2 (-ax splice).

• nr database accession numbers, if there were matches between CAPP entries and nr pro-

teins. nr proteins were mapped to the CAPP proteins with Diamond, command -e

0.000001 --id 70 --query-cover 90.

The cold-adapted protein database consists in 3,076,838 coding regions/proteins. Genes coding

for rRNA, tRNA and tmRNA were excluded from the database.

CAPP amino acid frequencies were compared to protein sequences associated to 10 known ther-

mophilic and 10 known psychrophilic genomes (Table A5.2). The data were downloaded from

the NCBI database (https://www.ncbi.nlm.nih.gov/genome/) and the amino acid frequencies

were calculated with a custom script.
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I then explored two different protein products extracted from the CAPP database: β-galactosidase

(EC 3.2.1.23) and polyphenolic oxidase (EC 1.10.3.-). To work with expressed and functional

proteins at sub-zero temperatures, I used only proteins that were mapped back to the Nanopore

cDNA sequences. These proteins, and the nr proteins that aligned to them, were then aligned

with mafft v 7.271 with parameters --localpair --maxiterate 1000 (Katoh and Stand-

ley, 2013) and then used to construct a phylogenetic tree with iqtree v 1.6.12 using default param-

eter and performing 1000 bootstraps (Nguyen et al., 2015). The newick trees were then drawn

as cladograms with the software FigTree v 1.4.4 (http://tree.bio.ed.ac.uk./software/figtree/).

These trees were built in order to show the sequence relation and clustering without any pur-

pose to show evolutionary relationships between the different protein clusters, as no accurate

root was chosen for the tree reconstruction. Sequences used for the tree construction can be

found in Appendix 5.D.

Whereas the polyphenolic oxidase protein sequences included in the tree were encoded by only

one gene, the β-galactosidase sequences were encoded by three homologous genes (i.e. BoGH2A,

lacZ and bga). In order to further investigate the specific amino acid usage in the protein se-

quences, I selected one sequence cluster from each tree. I selected protein clusters where both

the nr and CAPP proteins were present in a similar number in order to perform a balanced per-

mutational multivariate analysis of variance (PERMANOVA) to detect protein positions with

significant differences in amino acid composition between the proteins belonging to the two

different databases (CAPP and nr database; more details in the next section).

Finally, secondary metabolite gene clusters were predicted using antiSMASH v 5.1.2 (Blin et al.,

2019) on high- and medium- quality MAGs. antiSMASH was run with command parameters

--genefinding-tool prodigal-m --smcog-trees.

5.2.6 Statistical analyses

All the statistical analyses and the result plots were performed in the R environment v 6.6.1 (R

Core Team 2019, 2019) thanks to the R packages vegan v 2.5-6 (Oksanen, 2017), gplots v 3.0.3

(Warnes, 2012), ggplot2 v 3.3.0 (Wickham, 2016), ggfortify v 0.4.10 (Tang et al., 2016), tidyr v

1.0.3 (Wickham and Henry, 2019), plyr v 1.8.6 (Wickham, 2011) and gridExtra v 2.3 (Auguie,

2017).

Mantel tests were performed to analyze the relation between site distance from the ice edge, geo-

chemical variables and taxonomic trends. Mantel test statistics (r) were performed with 9999

permutations and considered significant only for p-value < 0.05. Mantel tests were calculated

using Spearman’s rank correlation coefficients on Euclidean matrices when considering the dis-
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tance from the ice edge and the geochemical dataset and Bray-Curtis matrices for the taxonomic

datasets.

Spearman’s rank-order correlation coefficient (rs) was calculated to i) detect correlations between

the distance from the ice edge and the other geochemical variables and ii) detect correlations

between the DNA and cDNA datasets and the geochemical variables. The rs was considered

significant only if p-value < 0.05.

Permutational multivariate analysis of variance (PERMANOVA; 9999 permutations) was per-

formed at each position of the protein sequences of the β-galactosidase and polyphenol oxidase

sequences selected from the respective trees. The tested variables were the different amino acid

frequencies for the analyzed protein sequences, whereas the tested factor was the database from

which the proteins were retrieved: nr database versus the CAPP database (i.e. mesophilic vs

psychrophilic proteins). The R2 values were considered significant only for p-value < 0.05.

All taxonomic profiles are reported as relative abundances calculated on coverage values for DNA

dataset and as read counts for the cDNA dataset.

5.3 Results

5.3.1 Site characterization

The Mantel test statistic (r) performed between the geochemical dataset and site distance from

the ice edge (p-value < 0.05) was 0.21. The Mantel test statistic (r) performed between grain

size distribution dataset (Table A5.1) and site distance was also significant with r equals to

0.32.

Spearman statistical analyses showed a significant positive correlation (p-value < 0.05) between

the site distance from the ice edge and the vegetation complexity, pH, root weight percentage,

PO4
3– (phosphate), Na (sodium) and Fe (iron) concentration. Whereas, it showed a significant

negative correlation with altitude, soil temperature, organic matter percentage, total nitrogen

(TN), NO3
– (nitrate), SO4

2– (sulfate) and Ca (calcium) concentration (Table 5.2 and Figure

A5.2). The vegetation complexity increased with the distance having grassland environment

closer to ice edge and then development of dwarf shrubs and shrubs going further away. The

other geochemical factors did not show any significance with the distance (Figure A5.3).

5.3.2 Assembly result and MAG reconstruction

For each sample, I obtained between 144,844,933 (site 32) and 14,228,430,364 bases (site 34)

from the Nanopore DNA sequencing. I also obtained a total of 800 Gb of data from the Illumina
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Table 5.2: Spearman’s rank correlation coefficients (rs) calculated between the site distance from the
ice edge and site variables. Variables that resulted to be significantly correlated (p-value < 0.05) with
the distance from the ice edge are colored in red (positive correlation) or blue (negative correlation). The
symbol ‘-’ is reported for rs were p-value ≥ 0.05. *in the vegetation complexity definition the grassland
and wetland environments were assumed to be the least complex, followed by dwarf-shrub heath and
Salix heath. **grain size was defined as the peak size value in the grain size distribution.

Site variables rs p-value

altitude -0.82 0.00
vegetation complexity* 0.34 0.00

soil temperature -0.20 0.00
pH 0.46 0.00

soil depth - -
soil moisture - -

root 0.20 0.04
organic matter -0.27 0.00

grain size** - -
TN -0.23 0.02

DON - -
TP - -

DOP - -
DOC - -
NO3

– -0.38 0.00
NH4

+ - -
PO4

3– 0.32 0.00
SO4

2– -0.24 0.01
Na 0.27 0.01
K - -

Mg - -
Ca -0.39 0.00
Fe 0.26 0.01
Si - -

sequencing. The final assembly constructed with Nanopore sequences and polished with Illumina

reads consisted in 2,834,571,546 bases. The assembly N50 was 40,615 bases. The minimum contig

length was 1000 bases, length under which all the contigs were removed, and the maximum

was 3,693,048 bases long. The latter corresponded to a complete and circularized bacterial

genome (MAG-01). Illumina and Nanopore reads coverage over the assembly was 164x and 18x,

respectively. The different used binning algorithms gave different numbers of recovered bins:

Metabat2 gave 1005 bins, MaxBin2 found 517, Concoct 236, BinSanity found 618 and DAS Tool

found 267. I considered as definitive the DAS Tool results as it combines all the information

obtained from the other tools to create consistent bins. The high-quality MAGs (completeness

≤ 90 and contamination ≤ 5) were 9. The medium-quality MAGs (completeness ≥ 50 and

contamination ≤ 10) were 60.

All the high-quality MAGs had consistent taxonomy across all the contigs, and they all belonged

to Bacteria. The high-quality MAGs belonged to the phyla Chloroflexi (4 MAGs), Acidobacteria

(2 MAGs), Proteobacteria (2 MAGs), Bacteroidetes (1 MAG). MAG-01 was a complete MAG
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Table 5.3: High-quality MAGs. The table reports MAG completeness, contamination and strain
heterogeneity as calculated from CheckM. It also reports the number of contigs in each MAG and the
taxonomic classification as phylum, class, order, family and genus. The taxonomic classification was
reported only when more than the 70% of the contigs where assigned to the same taxon.

MAGs
Completeness

(%)
Contamination

(%)
Strain

heterogeneity
Contig
number

Taxonomy

MAG-01 99.6 0.0 0 .0 1
Proteobacteria, Deltaproteobacteria,
Desulfuromonadales, Geobacteraceae

MAG-02 99.1 0.9 0.0 5 Chloroflexi
MAG-03 98.2 0.9 100.0 5 Chloroflexi
MAG-04 98.2 4.6 16.7 19 Chloroflexi
MAG-05 96.8 3.8 50.0 129 Acidobacteria
MAG-06 96.0 3.2 0.0 30 Proteobacteria
MAG-07 96.0 0.9 100.0 11 Chloroflexi

MAG-08 91 .0 1.2 25.0 25
Bacteroidetes, Chitinophagia,

Chitinophagales, Chitinophagaceae
MAG-09 90.2 4.9 0.0 138 Acidobacteria

(cMAG), circularized and ungapped, belonging to the bacterial family Geobacteraceae (Table

5.3).

Medium-quality MAGs were also assigned to the phyla Chloroflexi (6 MAGs), Acidobacteria

(8 MAGs), Proteobacteria (11 MAGs) and Bacteroidetes (4 MAGs) but also to Actinobacte-

ria (14 MAGs), Verrucomicrobia (2 MAGs) and other phyla such as Gemmatimonadetes and

Nitrospirae. MAG-20 was the only one assigned to Archaea (phylum Thaumarchaeota) with a

completeness of 85% and a contamination of 5% (Table A5.3). Only nine high- and medium-

quality MAGs were assigned at the family or genus level.

The assembly was annotated with Prodigal which found 3,109,960 open reading frames (ORFs).

Almost the 99% of these were CDSs (coding DNA sequences), 1% were rRNA genes and less

than the 0.1% were represented by tRNA and tmRNA genes. About one sixth of the ORFs were

mapped back to the cDNA transcripts. Between the 50-84% and the 50-81% of the DNA reads

(longer than 1000 bp) and cDNA reads (longer than 100 bp) mapped back to the assembly.

5.3.3 Metagenomic trends

Mantel test statistics (r) showed a significant (p-value < 0.05) correlation between the phylum-,

class- and genus-level taxonomic datasets and the site distance from the ice edge (r = 0.25, r =

0.27, r = 0.27) and the taxonomic and geochemical datasets (r = 0.20, r = 0.22, r = 0.22).

Bacteria represented between the 93 and the 99% of the organisms in all the samples, Archaea

between the 0-7%, viruses the 0-1% and Eukaryota, all belonging to fungal organisms, had a

maximum of 1% in the samples (Figure A5.4A).

Microbial distribution did not show particular trends along the succession (Figure A5.4). The

most abundant phyla were the Proteobacteria (33-52%), followed by Actinobacteria (12-22%),

Bacteroidetes (4-24%), Firmicutes (2-12%), Cyanobacteria (1-7%), Acidobacteria (1-5%), Chlo-
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Figure 5.2: Most abundant phyla and Proteobacteria classes in the DNA and cDNA profiles. Only
taxa with a minimum relative abundance of 5% in at least one sample of the DNA or cDNA datasets
are reported.

roflexi (1-5%) and Verrucomicrobia (3-5%). The Proteobacteria classes had an abundance of

3-14% for Deltaproteobacteria, 5-16% for Betaproteobacteria, 7-12% for Gammaproteobacteria

and 8-22% for Alphaproteobacteria (Figure 5.2). Other bacterial classes present with a high rel-

ative abundance were Actinobacteria (11-20%), Chitinophagia (1-10%), Clostridia (1-9%) and

Bacteroidia (0-13%). The most abundant archaeal phyla were Euryarchaeota representing up to

the 6% in some sites and Thaumarchaeota representing up to the 2%.

5.3.4 Metatranscriptomic trends

The Nanopore cDNA sequencing output ranged between 4,802,857 (site 33) and 1,025,359,890

bases (site 2) per sample. In each sample, between the 87 and 98% of the Nanopore cDNA reads,

that mapped back to the assembly, fell inside predicted genes. Of these, more than the 98%
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of the mapped cDNA reads fell inside one ORF and the 2% spanned more than one ORF. In

almost all the samples, more than 98% of the mapped reads were represented by genes coding for

ribosomal RNA. The exceptions were site 5, 18 and 25 were the ribosomal reads only represented

the 94, 91 and 57% of the reads, respectively.

Mantel test statistics (r) showed no correlation between cDNA taxonomy dataset and site dis-

tance. However the correlation was significant between the geochemical dataset and the cDNA

dataset with an r equals to 0.23, 0.36, 0.40 at phylum-, class- and genus- level respectively

(p-value < 0.05).

In this dataset, the most abundant phyla were the same as in the metagenomics dataset. How-

ever, the relative abundances varied between DNA and cDNA datasets. Proteobacteria varied be-

tween 14-53%, Actinobacteria between 14-32%, Bacteroidetes 1-8%, Firmicutes 0-2%, Cyanobac-

teria 1-7%, Acidobacteria 7-27%, Chloroflexi 5-18%, Verrucomicrobia 2-16% and Gemmatimon-

adetes 1-5%. The most abundant classes were Alphaproteobacteria (7-15%), Gammaproteobac-

teria (1-5%), Deltaproteobacteria (1-13%), Betaproteobacteria (3-34%) and Actinobacteria (13-

30%) (Figure 5.2 and A5.4D).

5.3.5 Microbial dataset and site characteristic comparison

Comparing the phyla relative abundances between the DNA and cDNA datasets, the phyla

Actinobacteria, Acidobacteria, Verrucomicrobia, Chloroflexi and Gemmatimonadetes were the

only ones present with a higher abundance in most of the sites for the cDNA dataset (Figure

5.2).

Looking at how the DNA and cDNA datasets varied in relation to different site variables (e.g.

geochemical data), we can observe that, compared to the DNA dataset, the cDNA dataset had

more bacterial classes that showed significant (p-value < 0.05) Spearman’s correlation coeffi-

cients (rs) (Figure 5.3). In the cDNA dataset, most of the classes showed a positive correlation

with the ion and nutrient distributions. In particular, the classes Ignavibacteria, Thermomi-

crobia, Spirochaetia, Bacteroida, Cytophagia, Betaproteobacteria, Gammaproteobacteria and

Chitinophagia showed a positive correlation with the Ca, Mg, SO4
2– , DOC, DON and TN con-

centrations and the soil moisture and the organic matter percentage. No correlation between

cDNA relative abundances and the distance from the ice edge was observed (Figure 5.3B).

When the Spearman’s correlation coefficient (rs) was calculated at the genus level, the DNA and

the cDNA datasets showed significant rs for 225 and 116 genera (out of 941 and 860 in total),

respectively. The DNA dataset had more genera (145) correlating with the distance from the

ice edge and other site-based characteristics, such as altitude, soil temperature, soil depth and
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Figure 5.3: Taxonomic correlation with site characteristics and geochemical variables. Spearman’s
rank correlation coefficients (rs) between taxonomic classes that significantly correlated (p-value < 0.05)
with at least one of the site variables for DNA (A) and cDNA (B). Number of genera that showed a
significant correlation (p-value < 0.05) in the DNA or cDNA dataset (C).
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grain size, and also TP, DOP, NO3
– PO4

3– , Na and K, compared to the cDNA dataset (70). In

the cDNA dataset, more genera (280) correlated with vegetation, soil moisture, organic content,

TN, DON, DOC and ion concentrations, such as NH4
+, SO4

2– , Mg, Ca, Fe and Si (200) (Figure

5.3C).

5.3.6 Cold-adapted predicted protein (CAPP) database exploration

The cold-adapted predicted protein database (CAPP database) consisted of more than 2000

enzyme classes (according to the Enzyme Classification system) where the most common classes

were histidine kinase (EC 2.7.13.3) with 14429 entries, non-specific serine/threonine protein

kinase (EC 2.7.11.1) with 10138, ABC-type vitamin B12 transporter (EC 7.6.2.8) with 8029,

D-inositol-3-phosphate glycosyltransferase (EC 2.4.1.250) with 6959 and DNA helicase (EC

3.6.4.12) with 6575. Table 5.4 reports a non-exhaustive list of enzymes with industrial relevance

that were found in the CAPP database. These enzymes include, for example, those involved

in food processing (e.g. β-galactosidases and α-amylases), in molecular biology protocols (e.g.

DNA ligases and alkaline phosphatases) and also enzymes used in the bioremediation field, such

as cellulases and polyphenol oxidases.

The comparison between the amino acid usage of heat and cold adapted proteins obtained from

known psychrophilic and thermophilic organisms (Table A5.2) showed a separation between

cold and heat-adapted genomes along the second component analysis (PC2) which explained

the 17.5% of the observed variance (Figure 5.4). This clustering was explained by an increase

of the amino acids glutamic acid (E) and leucine (L) in the heat adapted proteins and an

increase of methionine (M), serine (S), glutamine (Q), cysteine (C), threonine (T), aspartic acid

(D), histidine (H) in the cold adapted proteins (Figure 5.4). The CAPP proteins clustered

closer to the known cold adapted proteins (e.g. Rhodoferax antarcticus and Cryobacterium

psychrophilum).

In order to further explore the CAPP database and to identify specific amino acid substitutions in

specific industrial relevant proteins, I further analyzed the enzymes β-galactosidase (EC 3.2.1.23)

and polyphenol oxidase (EC 1.10.3.-).

The β-galactosidase sequences separated into three main different clusters, one for each of the

three genes that code for this multi-component enzyme (i.e. BoGH2A, lacZ and bga). The tree

was constructed with 100 protein sequences from the CAPP database and 207 sequences from

the nr database. Sixty-eight of the database sequences were assigned by similarity with protein

sequences and 42 were assigned by similarity with β-galactosidase protein motives. The nr se-

quences were derived from freshwater and soil metagenomes and were assigned mainly to the

156



Chapter 5

phyla Acidobacteria, Actinobacteria, Bacteroidetes, Chloroflexi and the Proteobacteria classes

Alphaproteobacteria and Betaproteobacteria (Figure 5.5).

Detailed amino acid composition was studied for the Chloroflexi cluster marked in Figure 5.5.

PERMANOVA performed at each alignment position showed significant (p-value < 0.05) differ-

ences in the amino acid composition between the CAPP and the nr sequences at 24 positions.

Valine (V) and glutamic acid (E) were the most observed amino acids in the nr proteins for the

highlighted protein positions. In the CAPP proteins they were not always substituted by the

same amino acids. In particular V was substituted in six positions mainly with alanine (A),

leucine (L), isoleucine (I) and serine (S) in the CAPP sequences. The amino acid glutamic acid

corresponded in 4 positions with alanine (A), aspartic acid (D) and glutamine (Q). Vice-versa,

in the CAPP database, the most substitutions were with the amino acids alanine (A) and leucine

(L) but did not correspond all to the same amino acid in the nr database (Table 5.5A).

The phylogenetic tree built with polyphenol oxidase proteins reports 33 and 54 entries from

the CAPP and the nr database, respectively. All the nr entries were from temperate soil and

freshwater metagenomes, except from one entry that can be found in the Verrucomicrobia cluster

and that was isolate from the Antarctic region. All the CAPP proteins were assigned to these

genes by similarity with UniProt sequences. The tree sequences belonged mainly to the phyla:

Acidobacteria, Proteobacteria (i.e. Alphaproteobacteria) and Chloroflexi (Figure 5.6).

Table 5.4: Non-exhaustive list of CAPP enzymes, found in the cold-adapted predicted protein database,
relevant for food processing, molecular biology and bioremediation applications. The table reports the
Enzyme Commission (EC) number associated to the protein, the total number of protein sequences
present in the CAPP dataset and the number of CAPP proteins that matched to cDNA sequences.

Enzyme application EC number Enzyme name CAPP entries
cDNA mapped
CAPP entries

Food processing
3.2.1.23 β-galactosidase 686 100
3.2.1.1 Alpha-amylase 366 89

Molecular biology
6.5.1.1 DNA ligase (ATP) 1104 247
3.1.3.1 Alkaline phosphatase 368 82
3.2.2.27 Uracil-DNA glycosylase 332 35

Bioremediation

3.2.1.21 β-glucosidase 653 126
1.10.3.- Polyphenol oxidase 599 118
3.2.1.4 Cellulase 214 43

1.13.11.2 Catechol 2,3-dioxygenase 312 46
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A
Protein position

Amino acids in nr database Amino acids in CAPP database

D E F G H I K M P Q R V A D E G I K L M N Q R S T V W Y

323 - - - - - - - - 1.0 - - - 0.7 - - - - - - - - - - 0.3 - - - -
357 - 1.0 - - - - - - - - - - - - - 0.3 - - - - - 0.7 - - - - - -
426 - - - - - - - 1.0 - - - - - - - - - 1.0 - - - - - - - - -
469 1.0 - - - - - - - - - - - - - 1.0 - - - - - - - - - - - - -
513 - - 1.0 - - - - - - - - - - - - - - - 0.7 - - - - - - - 0.3 -
571 - 1.0 - - - - - - - - - - 0.3 0.3 - - - - - - - - - - - - - -
574 - - - - - - - - - - - 1.0 - - - - 1.0 - - - - - - - - - - -
590 - 1.0 - - - - - - - - - - - 1.0 - - - - - - - - - - - - - -
594 - - - - - - - - - - 1.0 - - - - - - - - 1.0 - - - - - - - -
622 - - - - 1.0 - - - - - - - - - - - - - - - 0.3 - - - - - - 0.3
651 - - - - - - - - - - - 1.0 1.0 - - - - - - - - - - - - - - -
652 - - - 1.0 - - - - - - - - - - - - - - - - - - - - - 1.0 - -
662 - - - - - - - - - - 1.0 - - - - - - 0.3 - - - 0.3 - - - - - -
696 - - - 1.0 - - - - - - - - 0.7 - - - - - - - - - 0.3 - - - - -
746 - - - - - - - - - - - 1.0 - - - - - - - - - - - - - 1.0 - -
765 - - - - - 1.0 - - - - - - - - - - - - 1.0 - - - - - - - - -
770 - 1.0 - - - - - - - - - - 1.0 - - - - - - - - - - - - - - -
775 - - - - - - - - 1.0 - - - - - 1.0 - - - - - - - - - - - - -
786 - - - - - - - - - - - 1.0 1.0 - - - - - - - - - - - - - - -
793 - - - - - - 1.0 - - - - - - 0.3 - - - - - - - - - - 0.3 - - -
842 - - - - - - - - - - - 1.0 - - - - - - 1.0 - - - - - - - - -
872 - - - - - - - - - - - 1.0 - - - - - - 0.3 - - - - - 0.3 - - -
890 - - - - - - - - 1.0 - - 1.0 - - - - - - - - - - - - -
902 1.0 - - - - - - - - - - - - - - 0.3 - - - - - - - 0.3 - - - -

2.0 4.0 1.0 2.0 1.0 1.0 1.0 1.0 2.0 1.0 2.0 6.0 4.7 1.7 3.0 0.7 1.0 0.3 4.0 1.0 0.3 1.0 0.3 0.7 0.7 2.0 0.3 0.3

B
Protein position

Amino acids in nr database Amino acids in CAPP database

A D E F G H I K M P Q R S T V A D E I L M P Q R S T V

75 - - - 0.2 - - 0.1 - 0.5 - - - - - 0.1 - - - 0.1 - 0.9 - - - - - -
89 0.1 0.2 0.2 - - - - 0.1 - - - - 0.1 - - 0.1 0.3 - - - - - - - 0.1 0.5 -
91 0.1 0.1 0.5 - - - - - - - - - - - - - - 0.9 - - - - - - - - -
127 - - - - - - - - - - - - - 0.1 0.8 - - - 0.3 0.4 - - 0.1 - - - 0.2
128 - - - 0.1 - - - - - - - - - - 0.8 - - - 0.4 - - - - - - - 0.6
177 - - - - 0.5 0.1 - 0.1 - - - 0.4 - - - - - - - - - - - 0.1 - - -
245 0.2 - - - - - 0.2 - - 0.4 - - - 0.1 - - - - 0.1 - - 0.9 - - - - -
247 0.5 - - - 0.1 - - - - - - 0.2 0.1 - - 0.1 - - - - - - 0.3 0.1 0.5 - -
252 0.1 - - - - - - 0.2 - 0.1 0.1 0.1 - 0.2 0.1 - - - - - - 0.1 - - - 0.9 -

0.9 0.4 0.7 0.2 0.5 0.1 0.3 0.3 0.5 0.5 0.1 0.8 0.2 0.4 1.8 0.1 0.3 0.9 0.8 0.4 0.9 1.0 0.4 0.2 0.6 1.4 0.8

Table 5.5: Amino acid
substitutions for the β-
galactosidase (A) and the
polyphenol oxidase pro-
tein (B). Only the protein
positions where the PER-
MANOVA performed on
the amino acid distribu-
tion between the cold-
adapted predicted pro-
tein (CAPP) and the
nr database was signif-
icant (p-value < 0.05)
and with an R2 > 0.1
are shown. The val-
ues associated with the
amino acids correspond
to the proportion of pro-
teins that for a specific
position is associated to
a specific amino acid.
The β-galactosidase table
was constructed looking
at 4 proteins from the nr
database and 3 proteins
for the CAPP database
whereas the polyphenol
oxidase table was con-
structed with 17 and 15
proteins from the nr and
CAPP database, respec-
tively.
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I then explored in detail the amino acid frequency in the Acidobacteria cluster highlighted in

Figure 5.6 composed by 15 and 17 CAPP and nr proteins, respectively. The amino acid that was

mostly present in differing positions (highlighted by the PERMANOVA) in the nr database was

valine (V). This amino acid corresponded to different amino acids in the CAPP proteins, mainly

to isoleucine (I), methionine (M) and threonine (T) (Table 5.5B). As in Table 5.5A, position

substitution in Table 5.5B did not show univocal correspondences between one amino acid in

the nr database to another in the CAPP database.

Contigs belonging to the high- and medium-quality MAGs had 231 complete secondary metabo-

lite biosynthetic gene clusters (BGCs) identified by antiSMASH (Blin et al., 2019). The most

abundant BGCs codified for terpene, Type III Polyketide Synthase (T3PKS), Non-Ribosomal

Peptide Synthetase (NRPS) and NRPS-like, bacteriocin, β-lactone and arylpolyene. The main

producers were the phyla Acidobacteria, Proteobacteria, Actinobacteria and Chloroflexi (Table

5.6).

Table 5.6: Complete biosynthetic gene clusters (BGCs) predicted from high- and medium-quality
MAGs. *Type III polyketide synthases. **Nonribosomal peptide synthetases. ***Type I polyketide
synthases. ****Linear azol(in)e-containing peptides. *****Heterocyst glycolipid synthase-like PKS
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terpene 52 12 11 11 3 1 - 1 3 4 - 1 5
T3PKS* 24 6 6 1 3 5 - - - - - - 3

NRPS-like 23 11 2 2 1 - - - - - - - 7
bacteriocin 21 7 3 3 - - 1 2 1 1 - 1 2
NRPS** 20 7 4 2 1 1 - - - - - - 5
β-lactone 18 - 4 6 3 - 5 - - - - - -

arylpolyene 12 - 5 1 - 3 - - 1 - - - 2
lassopeptide 8 4 - 1 - - - 2 - - - - 1
T1PKS*** 7 3 2 1 - - - - - - - - 1

indole 5 1 - 3 1 - - - - - - - -
LAP**** 4 - - 1 1 - 1 - - - - - 1
resorcinol 4 - - 1 - 3 - - - - - - -

N-acyl amino acids 4 - 1 1 - - - - - - - - 2
lanthipeptide 3 - - - - - 2 1 - - - - -
TfuA-related 3 - 1 - 1 - - - - - 1 - -
hglE-KS***** 2 1 - 1 - - - - - - - - -
phosphonate 2 1 1 - - - - - - - - - -
thiopeptide 2 1 - 1 - - - - - - - - -
hserlactone 1 - 1 - - - - - - - - - -
phenazine 1 - - - - - - - 1 - - - -

sactipeptide 1 - - - - - 1 - - - - - -
ectoine 1 - - 1 - - - - - - - - -

siderophore 1 - 1 - - - - - - - - - -
ladderane 1 - - - - - - - - 1 - - -

oligosaccharide 1 1 - - - - - - - - - - -
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5.4 Discussion

I studied frozen soil samples collected along a transect starting at the Greenland ice sheet (GrIS)

edge and going further away ranging a variety of habitats and geochemical specific site conditions

with the aim to analyze the cold-adapted community in this area, studying the DNA and cDNA

microbial distribution in proglacial upper permafrost layer, to reconstruct high- and medium-

quality MAGs and to create a database of cold-adapted predicted proteins. This was achieved

thanks to the use of multiple sequencing approaches (i.e. metagenomics and metatranscrip-

tomics) and technologies (i.e. Nanopore and Illumina) that led to the construction of a deep

read coverage assembly.

The GrIS proglacial system showed an active (i.e. cDNA) and potentially active (i.e. DNA)

consistent microbial community across sites (Figure A5.4) where only the DNA dataset signifi-

cantly correlated with the site distance from the ice edge (r = 0.27). However, no trends between

autotrophs and heterotrophs, usually observed in surface soil in proglacial successions, were ob-

served (Fernández-Mart́ınez et al., 2017; Liu et al., 2012; Schmidt et al., 2008). The encountered

permafrost taxa were previously found in this environment (Jansson and Taş, 2014; Steven et al.,

2006) and the most active organisms in our dataset, belonging to Acidobacteria, Actinobacteria,

Verrucomicrobia, Chloroflexi (Figure 5.2), were previously identified as active at a wide range of

sub-zero temperatures (Tuorto et al., 2014). Organisms that were predominant in the DNA but

not in the cDNA datasets (e.g. Gammaproteobacteria or Firmicutes) could be in a wide range

of physiological states. Organisms enter a state of dormancy when the environmental conditions

are not favorable to their growth but can revert this process and increase their activity when

the conditions become more favorable (Lebre et al., 2017; Jansson and Hofmockel, 2018). In the

permafrost, organisms are present at different metabolic states (Steven et al., 2006; Jansson and

Taş, 2014). Incubation experiments performed on permafrost soil have shown quick shifts in the

microbial communities with the changing conditions showing how the microbial organisms in a

dormant or low activity state are ready to activate when more favorable environmental condi-

tions are present (Luláková et al., 2019). This suggests that microbial community shifts due to

the permafrost thawing could be quick and that microbial positive feedback mechanism to the

global warming, where microbial communities degrade the once trapped organic carbon, could

significantly increase the emission of greenhouse gasses (e.g. CO2 and CH4) (Mondav et al.,

2017; Schuur et al., 2015; Ernakovich and Wallenstein, 2015; MacKelprang et al., 2011). In

this dataset, organisms belonging to the classes Bacteroidia, Cythophagia, Betaproteobacteria,

Gammaproteobacteria and Chitinophagia also showed a significant positive correlation with the

DOC concentration (Figure 5.3) showing how these taxa, for example, could potentially increase
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and benefit by the permafrost thawing.

The DNA dataset showed both a significant correlation with the site distance from the ice edge

and the geochemical variables because it may reflect both the non-active community trapped in

the dark and cold permafrost by its formation, being the permafrost an isolated and imperme-

able layer from the rest of the soil (Woo et al., 2008), and also the more active cold-adapted

community that was shaped by environment selection factors set by this challenging environment

(Malard et al., 2019; Ren et al., 2018). Where the challenges set by the frozen soil environment

could have created a converged and ubiquitous community able to survive these environmental

conditions in the broad variety of sampled sites, from thermokarst bogs to Salix heath.

The cDNA trends showed a stronger statistical correlation with the geochemical dataset com-

pared to the DNA dataset (r equals to 0.40 and 0.22 for the cDNA and DNA dataset, respec-

tively) and also more taxa in the cDNA dataset were found to be correlated to geochemical

variables (Figure 5.3). The cDNA higher correlation showed how, locally, the organism activity

is strongly conditioned by factors such as nutrients (e.g. sulfates and DOC) and ion concentra-

tion (e.g. magnesium, calcium and iron) where, for example, the latter can also directly influence

and limit the microbial activity serving as enzyme cofactors (Miethke, 2013; Salama et al., 2020;

Pasternak et al., 2010).

The construction of the assembly of this conserved frozen soil community retrieved 69 high- and

medium- quality MAGs and 213 complete biosynthetic gene clusters (BGCs), highlighting the

good assembly quality. The transcription of these gene clusters leads to secondary metabolite

biosynthesis which constitutes a huge resource for antimicrobial and insecticide compounds (We-

ber et al., 2015; Castro et al., 2014). The BGCs found in this dataset comprised gene clusters

for the biosynthesis of ribosomally synthesized peptides, such as the bacteriocins, nonribosomal

peptides (NRP), synthetized by non-ribosomal peptide synthetase (NRPS), and also polyketides

(PK), synthesized by Type I and III polyketide synthases (T1PKS and T3PKS). These com-

pounds (i.e. bacteriocins, NRPs and PKs) are widely used in the pharmaceutical industries as

antimicrobial compounds and drugs (Egan et al., 2017; Shen, 2003; Du and Lou, 2010).

The genomes of this frozen soil community were also used to create the CAPP database, a

database of cold-adapted predicted proteins. The aim of this database is to provide cold-adapted

functional protein sequences for a better-informed protein design and modeling and ultimately to

facilitate protein engineering of cold-adapted enzymes. This database has also few added values.

Firstly, it is possible to retrieve only protein sequences that were active at subzero temperatures

thanks to their correspondences to the metatranscriptomic dataset. Secondary, because we also

geochemically characterized each site (e.g. ion and nutrient concentrations), it is possible to
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trace back at which conditions these proteins were transcribed, helping to understand in which

conditions a specific protein would potentially work.

As said above, the CAPP database, and similar databases, could be used in the protein engineer-

ing field to explore amino acid differences between psychrophilic and mesophilic proteins, and

to take an informed approach towards single amino acid protein modifications to create proteins

active at lower temperatures. It has been observed that cold-adapted proteins have overall a

more flexible structure compared to proteins with higher temperatures in order to permits a

higher structural flexibility at close-to-freezing point temperatures (Åqvist et al., 2017; Mar-

gesin and Collins, 2019). Some amino acids can have different stabilizing properties on protein

structures where, for examples, some (e.g serine, threonine, asparagine, glutamine, histidine,

tyrosine, tryptophan, aspartate, glutamate, arginine, proline and lysine) have been shown to

facilitate protein stabilizing structures, such as hydrogen bonds and salt bridges, therefore re-

ducing protein flexibility (Chao et al., 2020). However, amino acid sequences and substitutions

between homologous proteins (i.e. cold-adapted and heat-adapted proteins) are highly protein

and position specific where even one amino acid substitution can lead to protein malfunction

and to unbalanced trade-off between protein activity and stability (Siddiqui, 2015; Siddiqui and

Cavicchioli, 2006). This highlights how it is important to assume a protein-focused approach for

protein modification.

When looking at the amino acid composition of the CAPP proteins compared to known psy-

chrophilic and thermophilic proteins, it was evident how the clustering between cold and heat

adapted organisms was only a secondary factor (Figure 5.4), and that the differential amino

acid frequencies of these genomes were also shaped by other unidentified factors (e.g. other

geochemical variables or taxonomic preferential amino acid usage).

For this reason, in this chapter I have looked at two different enzymes (i.e. β-galactosidase and

polyphenol oxidase) and restricted comparisons within phyla to show how the enzymes of the

CAPP database can be explored by comparing them to organisms isolated from temperate envi-

ronments. This method allowed the exploration of a well-known enzyme such as β-galactosidase,

which is well characterized for its use in molecular procedures (Serebriiskii and Golemis, 2000;

Juers et al., 2012), and of polyphenol oxidase enzymes.

The tree constructed for both these enzymes formed consistent taxonomic clusters where occa-

sionally sequences belonging to other taxa were found (Figure 5.5 and Figure 5.6). The latter

may be a result of microbial lateral gene transfer or may represent an error in the contig anno-

tation.

No common amino acid substitutions were observed in any of the enzyme protein positions (Ta-
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ble 5.5). However, in both enzymes the most common replaced amino acid from the nr database

(i.e. mesophilic proteins) to the CAPP database (i.e. psychrophilic proteins) was valine. A

higher presence of the amino acid valine in the protein structure was shown to increase protein

stability (i.e. decrease structural flexibility) in several proteins (e.g. Okoniewska et al., 2000;

Gryk et al., 1996; Tanaka et al., 1993). To clarify, this result does not mean that, overall, the

content of valine was higher in nr compared to the CAPP proteins, but it simply indicates that

the amino acid valine, which was shown to have stabilizing structural effects, was generally sub-

stituted from heat-adapted to cold-adapted protein homologous at certain positions.

In β-galactosidase protein positions 571, 651, 770 and 786, amino acids in the nr proteins were

substituted mainly to alanine which has been showed to increase protein flexibility (Hespen et

al., 2018; Kokubo et al., 2013).

The tendency of the amino acid valine to be substituted with other amino acids in the CAPP

database and the tendency of the amino acid alanine to substitute others is an expected result

where, sure enough, heat-adapted proteins are expected to have a more stable protein structure

compared to the cold-adapted ones.

However, both valine and alanine did not correspond to univocal substitutions between psy-

chrophilic and mesophilic proteins. Once again, this highlights how amino acid substitutions,

aiming to a change of protein flexibility and activity, must be protein- and position-driven and

how the construction of a cold-adapted protein database could help to conduct informed protein

modifications and to create proteins with low enzymatic temperature optimum.

5.5 Conclusion

To conclude, thanks to the use of a hybrid approach where both Nanopore and Illumina tech-

nologies were combined, I was able to reconstruct a high reliable deep coverage assembly from

permafrost active layer microbial communities of the GrIS proglacial system.

The cold-adapted community converged to similar taxonomic composition along a transect span-

ning 43 km and ranging different environments and did not show typical microbial trends of the

proglacial systems but a more permafrost adapted community. However, whereas DNA profiles

were conditioned by the distance from the ice edge, cDNA had higher correlation to geochemical

trends showing how microbial communities are shaped by environmental conditions.

The soil cold-adapted assembly was also used to reconstruct high-quality MAGs, which will en-

rich the ENA MAG public repository, and to create a database of gene and protein sequences

suitable to explore amino acid substitutions between known thermophilic, mesophilic and psy-

chrophilic predicted proteins, called the CAPP database. This database is only a first step

towards protein studies and further protein investigations, gene cloning and protein synthesis
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and enzymatic tests are needed. Whereas this approach may not be the best for the biomining

of new enzymes and metabolic pathways, it is suitable to look at single amino acid substitutions

and therefore to inform protein models that aim to lower the optimal enzymatic reaction tem-

perature of mesophilic proteins, bringing many advantages in the industrial and bioremediation

sectors.
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Appendix

5.A Site characterization

5.A.1 Vegetation
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Figure A5.1: Site vegetation characterization. Sites defined as grassland were dominated by grass
(e.g. Calamagrostis langsdorfii) and moss (A). Wetland was close to lakes, rivers and bogs where there
is a dominance of grass, dwarf-shrubs, Eriophorum scheuchzeri and Poa alpina and Poa pratensis (B).
The vegetation defined as dwarf-shrub heath is dominated by Betula nana, Rhododendron lapponicum,
Vaccinium uliginosum and Ledum palustre (C); Salix heath is dominated by high-shrubs of the genus
Salix (D).
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5.A.2 Geochemical analyses

Soil samples were manually homogenised, and all visible roots were separated by sieving before

the subsequent analyses were performed to the sieved fraction (< 2 mm). Root biomass and soil

moisture content were determined gravimetrically by drying at 105 oC for 24 hours. Organic

matter content was determined by loss on ignition after furnacing 1 g of dried soil at 550 oC

for 4 hours. Following treatment of soils with loss on ignition (to remove organic matter), the

absolute particle size distribution of the mineral soil fraction was determined with optical laser

diffraction using a MS3000 Mastersizer (Malvern Instruments Ltd., UK).

Field moist soils (1 g) were extracted at a ratio of 5:1 with 5 mL 2M KCl for the determination

of exchangeable ammonium (NH4
+), while 5 g were extracted with 25 mL of deionised water for

the determination of dissolved nitrate (NO3
– ), phosphate (PO4

3– ), silicon (Si), total iron (Fe),

major anions and cations and dissolved organic carbon (DOC). The soil slurries were continuously

shaken on a reciprocating shaker at 200 rpm for 1 hour before being centrifuged at 5000 rpm for 10

minutes followed by filtration with 0.22 µm 25 mm PES syringe filters. Ammonium was analysed

spectrophotometrically on a Gallery Plus Automated Photometric Analyser (Thermo Fisher

Scientific, UK) using a salicylate-hypochlorite alkaline reaction method measured at 660 nm,

nitrate using a hydrazine-sulfanilamide reaction method measured at 540 nm, phosphate using

the molybdenum blue method measured at 880 nm, silicon using an ammonium molybdate –

ascorbic acid reaction method measured at 700 nm and total iron using a hydroxylamine-ferrozine

reaction method measured at 562 nm. The limits of detection were 0.01 mg N, P, Si or Fe L-1,

the samples were blank corrected, while the precision as a relative standard deviation (RSD)

was < 2%. Soil pH was also measured in the deionised water extracts using the Gallery Plus

built in probe (calibrated 4–7 pH).

DOC concentrations were quantified using a Shimadzu TOC-L Organic Carbon Analyzer, with

a high salinity module. Non-purgeable organic carbon (NPOC) was measured after acidification

of samples with 9M H2SO4 and catalytic combustion (680 oC) of dissolved organic carbon to

carbon dioxide, which was then measured by infrared absorption. The limit of detection was

0.01 mg C L-1, the samples were blank corrected, while the precision as a relative standard

deviation (RSD) was < 5%. For the simultaneous determination of total dissolved nitrogen

(TDN) and phosphorus (TDP), an aliquot (5 mL) of the deionised water soil extracts was

digested using the potassium persulfate oxidation method of Johnes and Heathwaite (1992)

modified for the CEM MarsXpress microwave digestion unit. TDN and TDP were measured

colorimetrically as nitrate and phosphate, respectively as above. Dissolved organic nitrogen

(DON) and phosphorus (DOP) were calculated by difference (DON = TDN - NO3
– - NH4

+ and
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DOP = TDP - PO4
3– ).

Major anions and cations were measured simultaneously in the deionised water soil extracts

using an ICS5000 ion chromatograph (Thermo Fisher Scientific, UK). Anions were separated

isocratically on an AS11-HC 2-mm column at 0.25 ml min-1 flow rate using 24 mM KOH eluent.

Cations were separated isocratically on an CS12 2 mm column at 0.25 mL min-1 flow rate using

20 mM MSA eluent. The limit of detection was 0.001 mg L-1 for all measured anions and cations,

the samples were blank corrected, while the precision as a relative standard deviation (RSD)

was < 2%.

5.A.3 Geochemical data

Table A5.1: Grain size distribution across the different sites.

Sites
Grain size

< 2 µm 2–8 µm 8-15 µm 15–50 µm > 50 µm

1 0.19 ± 0.08 5.60 ± 1.51 9.02 ± 2.59 45.45 ± 4.01 39.72 ± 7.96
2 0.08 ± 0.07 6.38 ± 0.49 11.29 ± 1.05 46.63 ± 3.11 35.62 ± 3.52
3 0.09 ± 0.02 5.79 ± 0.60 10.01 ± 1.57 48.96 ± 2.42 35.13 ± 4.08
4 0.02 ± 0.01 4.57 ± 0.80 8.36 ± 0.92 46.82 ± 3.67 40.23 ± 5.16
5 0.09 ± 0.04 5.31 ± 0.19 10.8 ± 1.35 50.83 ± 4.81 32.97 ± 6.05
6 0.05 ± 0.05 4.79 ± 1.00 8.27 ± 1.18 44.76 ± 0.90 42.14 ± 2.73
7 0.03 ± 0.04 6.02 ± 1.33 9.63 ± 1.03 43.75 ± 3.20 40.58 ± 5.21
8 0.06 ± 0.02 4.90 ± 0.41 8.85 ± 0.75 44.18 ± 1.93 42.01 ± 2.86
9 0.04 ± 0.05 5.39 ± 1.16 9.28 ± 2.22 46.50 ± 2.28 38.80 ± 5.49
10 0.02 ± 0.01 4.68 ± 0.14 7.19 ± 0.16 40.91 ± 1.31 47.20 ± 1.57
11 0.05 ± 0.07 5.58 ± 0.51 9.71 ± 1.36 48.31 ± 2.23 36.34 ± 3.93
12 0.04 ± 0.05 4.62 ± 0.99 7.19 ± 1.09 42.11 ± 2.82 46.03 ± 4.93
13 0.03 ± 0.05 5.35 ± 1.09 8.73 ± 0.81 43.64 ± 4.26 42.25 ± 3.20
14 0.04 ± 0.05 4.71 ± 1.86 8.15 ± 3.28 46.98 ± 3.01 40.12 ± 8.19
15 0.03 ± 0.03 3.95 ± 0.17 5.91 ± 0.29 44.33 ± 1.19 45.77 ± 0.75
16 0.00 ± 0.00 3.56 ± 0.61 6.08 ± 1.18 43.46 ± 1.28 46.91 ± 2.01
17 0.00 ± 0.01 2.88 ± 0.69 4.58 ± 1.24 40.15 ± 1.75 52.38 ± 3.15
18 0.03 ± 0.04 3.26 ± 1.44 5.25 ± 3.16 37.23 ± 4.69 54.23 ± 9.34
19 0.15 ± 0.11 4.71 ± 1.19 6.33 ± 1.78 43.70 ± 6.73 45.12 ± 9.76
20 0.01 ± 0.02 3.60 ± 0.16 5.21 ± 0.36 40.92 ± 1.80 50.25 ± 1.33
21 0.00 ± 0.00 0.76 ± 0.36 0.59 ± 0.64 6.29 ± 5.20 92.35 ± 6.20
22 0.02 ± 0.02 3.48 ± 1.07 5.17 ± 1.98 41.04 ± 4.85 50.29 ± 7.23
23 0.08 ± 0.05 4.91 ± 1.14 7.27 ± 2.85 46.94 ± 4.33 40.80 ± 8.15
24 0.15 ± 0.17 5.76 ± 1.29 7.65 ± 1.71 41.35 ± 4.34 45.09 ± 7.14
25 0.03 ± 0.01 2.68 ± 0.49 3.31 ± 0.59 19.95 ± 4.92 74.03 ± 5.88
26 0.12 ± 0.09 5.16 ± 0.93 8.87 ± 2.35 46.27 ± 9.49 39.59 ± 12.81
27 0.18 ± 0.08 5.99 ± 0.86 9.10 ± 0.97 45.58 ± 2.73 39.14 ± 2.96
28 0.33 ± 0.16 6.10 ± 2.18 7.2 ± 3.42 32.02 ± 14.29 54.34 ± 19.53
29 0.49 ± 0.21 7.59 ± 0.27 9.81 ± 2.45 40.77 ± 15.75 41.34 ± 17.74
30 0.56 ± 0.29 9.29 ± 2.46 11.76 ± 0.65 45.72 ± 3.47 32.67 ± 2.40
31 0.27 ± 0.08 7.79 ± 1.38 9.77 ± 1.07 44.39 ± 4.10 37.78 ± 6.54
32 0.10 ± 0.03 9.08 ± 0.88 13.18 ± 0.47 50.07 ± 3.64 27.57 ± 2.44
33 0.35 ± 0.05 8.20 ± 0.98 11.90 ± 2.12 48.46 ± 2.26 31.09 ± 4.96
34 0.70 ± 0.42 10.47 ± 3.52 11.21 ± 3.48 38.45 ± 7.85 39.18 ± 12.29
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Figure A5.2: Geochemical trends across the proglacial sampling sites. The figure reports only the
variables that were significantly (p-value < 0.05) correlated to site distance from the ice edge in the
Spearman’s rank correlation test (results are shown in Table 5.2). All the values, except from pH, are
expressed as log10(x + 1).
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Figure A5.3: Geochemical trends across the proglacial sampling sites. The figure reports only the
variables that were not significantly (p-value ≥ 0.05) correlated to site distance from the ice edge in
the Spearman’s rank correlation test (results are showed in Table 5.2). All the values are expressed as
log10(x + 1).
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5.A.4 Taxonomic trends
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Figure A5.4: Taxonomic DNA and cDNA composition at each site at the domain-level for DNA (A)
and cDNA (B), and at the phylum-level (and Proteobacteria classes) for DNA (C) and cDNA (D).
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5.B Psychrophilic and thermophilic genomes

Table A5.2: NCBI genome accession number used to explore the amino acid usage from psychrophilic
and thermophilic organisms in Figure 5.4.

NCBI accession Species Organism

GCF 000007305.1 Pyrococcus furiosus

thermophiles

GCF 001295365.1 Parageobacillus thermoglucosidasius
GCF 000091545.1 Thermus thermophilus
GCF 000204925.1 Metallosphaera cuprina
GCF 000022325.1 Caldicellulosiruptor bescii
GCF 000015865.1 Hungateiclostridium thermocellum
GCF 001610955.1 Geobacillus thermoleovorans
GCF 000020965.1 Dictyoglomus thermophilum
GCF 000024425.1 Meiothermus ruber
GCF 900129205.1 Thermomonas hydrothermalis

GCF 000299435.1 Exiguobacterium antarcticum

psychrophiles

GCF 000764185.1 Colwellia psychrerythraea
GCA 001750085.1 Fragilariopsis cylindrus
GCF 004367585.1 Paenisporosarcina antarctica
GCF 001955735.1 Rhodoferax antarcticus
GCF 004365915.1 Cryobacterium psychrophilum
GCF 000967895.1 Oleispira antarctica
GCF 000153225.1 Polaribacter irgensii
GCF 000012305.1 Psychrobacter arcticus
GCF 001647715.1 Pseudomonas antarctica
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5.C MAGs

Table A5.3: Medium-quality MAGs. The table reports MAG completeness, contamination and strain
heterogeneity as calculated from CheckM. It also reports the number of contigs in each MAG and the
taxonomic classification as phylum, class, order, family and genus. The taxonomic classification was
reported only when more than the 70% of the contigs where assigned to the same taxon.

MAGs
Completeness

(%)
Contamination

(%)
Strain

heterogeneity
Contig
number

Taxonomy

MAG-10 98.0 8.9 45.8 36 Proteobacteria, Betaproteobacteria
MAG-11 99.0 8.1 7.1 8 Actinobacteria, Actinobacteria
MAG-12 96.6 8.0 47.1 59 -
MAG-13 95.7 6.5 62.5 19 Chloroflexi
MAG-14 93.1 7.2 16.7 86 Actinobacteria, Actinobacteria
MAG-15 90.0 7.1 26.7 73 Verrucomicrobia
MAG-16 89.8 7.5 6.2 51 Actinobacteria, Actinobacteria
MAG-17 89.1 5.3 22.2 67 Chloroflexi
MAG-18 86.5 5.9 57.1 56 Actinobacteria, Actinobacteria
MAG-19 85.9 3.4 25.0 106 Acidobacteria
MAG-20 85.4 4.8 40.0 96 Thaumarchaeota
MAG-21 84.8 3.3 0.0 98 Actinobacteria, Actinobacteria
MAG-22 84.0 8.4 36.4 60 Gemmatimonadetes
MAG-23 82.6 9.6 37.9 82 Actinobacteria, Actinobacteria
MAG-24 81.9 6.9 45.8 70 Actinobacteria, Actinobacteria
MAG-25 81.1 9.5 53.8 31 Actinobacteria, Actinobacteria
MAG-26 79.2 3.7 0.0 32 -
MAG-27 79.2 9.3 70.0 25 Chloroflexi
MAG-28 78.6 3.9 0.0 48 Actinobacteria, Actinobacteria

MAG-29 78.4 1.8 0.0 57
Candidatus Cryosericota,

Ca. Cryosericia, Ca. Cryosericales,
Ca. Cryosericaceae, Ca. Cryosericum

MAG-30 77.7 7.4 0.0 70 -

MAG-31 77.7 5.4 0.0 18
Nitrospirae, Nitrospira,

Nitrospirales, Nitrospiraceae, Nitrospira
MAG-32 77.7 1.1 0.0 24 -

MAG-33 76.8 8.9 68.7 42
Proteobacteria, Alphaproteobacteria,

Sphingomonadales, Sphingomonadaceae, Sphingomonas
MAG-34 74.1 8.8 72.7 26 Chloroflexi
MAG-35 74.0 4.4 50.0 97 Gemmatimonadetes
MAG-36 73.8 7.5 52.6 63 Actinobacteria, Actinobacteria
MAG-37 73.5 3.4 0.0 47 Actinobacteria

MAG-38 72.5 3.3 26.7 61
Proteobacteria, Alphaproteobacteria,

Rhizobiales, Hyphomicrobiaceae, Hyphomicrobium
MAG-39 71.5 6.4 42.9 46 Proteobacteria, Betaproteobacteria
MAG-40 71.2 0.5 100.0 31 Chloroflexi
MAG-41 70.9 6.1 53.8 167 Acidobacteria

MAG-42 70.3 1.8 80.0 45
Bacteroidetes, Chitinophagia,

Chitinophagales, Chitinophagaceae
MAG-43 69.3 3.8 50.0 51 Acidobacteria

MAG-44 68.7 2.2 16.7 24
Proteobacteria, Alphaproteobacteria,

Rhizobiales, Bradyrhizobiaceae, Bradyrhizobium
MAG-45 67.7 2.5 50.0 52 Bacteroidetes
MAG-46 67.3 9.5 0.0 77 Actinobacteria, Actinobacteria

MAG-47 66.5 6.1 28.6 188
Acidobacteria, Acidobacteriia,
Bryobacterales, Solibacteraceae

MAG-48 65.9 7.3 28.1 46 Proteobacteria, Alphaproteobacteria, Rhizobiales
MAG-49 65.2 1.4 60.0 77 Proteobacteria, Deltaproteobacteria
MAG-50 64.6 3.4 40.0 60 Acidobacteria
MAG-51 64.4 0.5 0.0 22 Proteobacteria, Betaproteobacteria
MAG-52 64.0 5.8 33.3 79 -
MAG-53 64.0 0.0 0.0 1 Candidatus Saccharibacteria
MAG-54 62.8 3.0 50.0 39 Verrucomicrobia
MAG-55 61.7 0.0 0.0 77 -
MAG-56 60.3 9.7 23.1 199 -
MAG-57 59.4 5.2 0.0 63 Actinobacteria, Actinobacteria
MAG-58 56.7 0.8 0.0 45 Candidatus Rokubacteria
MAG-59 55.5 0.2 0.0 72 Acidobacteria
MAG-60 54.3 7.5 57.7 93 Proteobacteria, Alphaproteobacteria
MAG-61 54.2 7.1 68.7 53 Proteobacteria, Alphaproteobacteria, Rhizobiales
MAG-62 53.7 3.6 8.3 75 Bacteroidetes
MAG-63 53.2 5.5 59.1 174 Bacteroidetes, Chitinophagia, Chitinophagales
MAG-64 53.0 5.7 16.7 106 Acidobacteria

MAG-65 52.9 0.4 0.0 33
Proteobacteria, Epsilonproteobacteria,

-, -, Sulfurovum
MAG-66 52.4 9.4 76.9 87 Actinobacteria, Actinobacteria
MAG-67 51.8 4.0 41.2 46 Actinobacteria, Actinobacteria
MAG-68 51.7 7.9 0.0 67 Chloroflexi
MAG-69 50.5 2.6 33.3 204 Acidobacteria
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5.D Tree sequences

Sequence accession numbers used to construct phylogenetic tree for β-galactosidase (Figure
5.5):

CAPP database: EHDLDABF 45316, EHDLDABF 64722, EHDLDABF 91228,
EHDLDABF 91281, EHDLDABF 95383, EHDLDABF 95401, EHDLDABF 166629,
EHDLDABF 240844, EHDLDABF 267849, EHDLDABF 292543, EHDLDABF 318823,
EHDLDABF 331561, EHDLDABF 347189, EHDLDABF 360348, EHDLDABF 371318,
EHDLDABF 407185, EHDLDABF 430994, EHDLDABF 468492, EHDLDABF 501598,
EHDLDABF 566100, EHDLDABF 577598, EHDLDABF 659512, EHDLDABF 837302,
EHDLDABF 870477, EHDLDABF 877154, EHDLDABF 877694, EHDLDABF 913836,
EHDLDABF 931980, EHDLDABF 950071, EHDLDABF 970631, EHDLDABF 977904,
EHDLDABF 1009044, EHDLDABF 1021885, EHDLDABF 1086177, EHDLDABF 1086178,
EHDLDABF 1097039, EHDLDABF 1221760, EHDLDABF 1262834, EHDLDABF 1267799,
EHDLDABF 1267902, EHDLDABF 1323377, EHDLDABF 1346125, EHDLDABF 1357884,
EHDLDABF 1361164, EHDLDABF 1366487, EHDLDABF 1406383, EHDLDABF 1470756,
EHDLDABF 1493494, EHDLDABF 1503156, EHDLDABF 1532113, EHDLDABF 1542948,
EHDLDABF 1545466, EHDLDABF 1582646, EHDLDABF 1599313, EHDLDABF 1599357,
EHDLDABF 1613950, EHDLDABF 1673633, EHDLDABF 1707264, EHDLDABF 1729044,
EHDLDABF 1732353, EHDLDABF 1745514, EHDLDABF 1757123, EHDLDABF 1791209,
EHDLDABF 1822912, EHDLDABF 1822913, EHDLDABF 1822984, EHDLDABF 1823430,
EHDLDABF 1843861, EHDLDABF 1975752, EHDLDABF 2083605, EHDLDABF 2099415,
EHDLDABF 2119990, EHDLDABF 2120441, EHDLDABF 2121330, EHDLDABF 2145751,
EHDLDABF 2217339, EHDLDABF 2261931, EHDLDABF 2266289, EHDLDABF 2299159,
EHDLDABF 2466288, EHDLDABF 2477296, EHDLDABF 2527918, EHDLDABF 2594762,
EHDLDABF 2606570, EHDLDABF 2611901, EHDLDABF 2679847, EHDLDABF 2716359,
EHDLDABF 2716360, EHDLDABF 2766648, EHDLDABF 2792713, EHDLDABF 2807891,
EHDLDABF 2893601, EHDLDABF 2925164, EHDLDABF 2929874, EHDLDABF 2929916,
EHDLDABF 2957101, EHDLDABF 2997334, EHDLDABF 3058317, EHDLDABF 3058332,
EHDLDABF 3107198

nr database: WP 023697273.1, PYS72254.1, WP 127508724.1, SIS00308.1, HAH24410.1,
OQY95594.1, OLD25772.1, PYV70045.1, RWB75876.1, WP 050061565.1, PYS64427.1,
TME01883.1, WP 114790757.1, MRS01668.1, TMD09167.1, PYV47517.1, WP 017263926.1,
PYT84220.1, OJV99997.1, TMI71839.1, SEP43528.1, BBE16927.1, WP 127121645.1,
PYQ39194.1, OJU48565.1, TIT19796.1, MZP66540.1, PWT79888.1, WP 026256956.1,
TMC54283.1, SFF79344.1, WP 052273167.1, TMB97468.1, OFY69781.1, WP 113952081.1,
RPJ81704.1, WP 104841375.1, PYV70391.1, REF35853.1, WP 109486978.1, PYX38256.1,
WP 089915368.1, GEC36186.1, WP 127613867.1, WP 064244200.1, WP 158912181.1,
WP 090652988.1, WP 133331184.1, PYV69121.1, WP 158910847.1, WP 054281808.1,
WP 114778600.1, RYY85798.1, WP 089919784.1, OJU53914.1, TME10281.1, HAH22220.1,
TMI96660.1, TMD55350.1, MTK54465.1, MZP66850.1, WP 144888490.1, PYV70416.1,
WP 012706331.1, WP 158749341.1, TME18627.1, PYV46009.1, WP 127664169.1,
WP 134150408.1, RYY66422.1, RYX82899.1, WP 127515784.1, OLC89633.1, WP 121812171.1,
WP 128770900.1, WP 123489692.1, PYV80412.1, RYY39133.1, WP 119408651.1,
TMG58523.1, TIN91115.1, TDQ11067.1, WP 014266677.1, TMI97840.1, PYS36517.1,
WP 013850251.1, TMC79922.1, WP 131852161.1, WP 103787511.1, PYX66750.1,
WP 096351857.1, SCW80931.1, WP 115851867.1, TMD30386.1, WP 129132668.1,
WP 092656998.1, WP 057935181.1, TAL59189.1, WP 121228762.1, PYX82779.1,
WP 023712995.1, TMD33564.1, WP 027042739.1, WP 128531994.1, WP 048907999.1,
PYR55679.1, PYS97483.1, OFY64085.1, HAH24005.1, WP 144845657.1, WP 106808516.1,
OJV42166.1, WP 158818890.1, WP 026442485.1, PYT04137.1, TMF96728.1, GET31153.1,
HAL83229.1, OLC22105.1, OFY63939.1, PYT04509.1, WP 133575235.1, WP 015242746.1,
TMI93442.1, TDW48136.1, PYS79983.1, HAX94450.1, WP 037451808.1, NBB31009.1,
WP 131557281.1, PYT59732.1, WP 114206465.1, TMC81361.1, WP 136826256.1,
WP 097527037.1, WP 090533197.1, RZJ51477.1, TMF00975.1, OFX36309.1, MZQ50475.1,
OLB89323.1, PYX30768.1, HAF24895.1, TMG14717.1, PYS81685.1, WP 055878653.1,
HCX31060.1, WP 023767869.1, WP 150169169.1, WP 146790111.1, WP 127773716.1,
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WP 027031004.1, PYY11344.1, TME49682.1, OLE85709.1, PYS60469.1, WP 007803138.1,
HBZ22309.1, PYS85599.1, TMF69965.1, TMF40691.1, WP 072836659.1, WP 073488532.1,
PYU04614.1, PYX56774.1, OLB86806.1, TME14957.1, WP 131556827.1, WP 158827323.1,
OGO55307.1, TMG23361.1, PYY17466.1, TME80271.1, WP 020708282.1, HBZ20649.1,
WP 158820806.1, WP 153494913.1, RYY23638.1, WP 020479467.1, HBC79891.1,
WP 121352668.1, WP 127597254.1, KIC94338.1, PYS51651.1, WP 131029608.1,
WP 140572075.1, PLS77592.1, TMD01836.1, WP 123170581.1, PYV80970.1, PYY11011.1,
WP 127676860.1, OLB18064.1, WP 141509533.1, HBB97186.1, WP 114940644.1, OLD28577.1,
HAO77450.1, PYS74568.1, TME55635.1, WP 127668496.1, TJV40165.1, PYV80319.1,
HAF18197.1, WP 090465134.1, WP 078063451.1, WP 133270437.1, TMC68379.1,
WP 017276349.1, TMC42996.1, PYS83182.1, WP 020715497.1, WP 003527974.1,
WP 141815845.1, HAF14031.1, PYV65995.1, PYT84404.1, WP 116252546.1, WP 014530059.1,
PYY06821.1, HBC79922.1, WP 083437941.1, TMG23181.1, WP 109931595.1, TMF21141.1,
HBC78998.1, PYY07516.1, WP 131998744.1, TME20193.1, TMI66028.1, PYS64816.1,
TJV06621.1, SPF42223.1, PYX53713.1, PYU03259.1, WP 129003026.1, WP 084192346.1,
NBP68606.1, WP 091142190.1, WP 158275322.1, PYQ45410.1, TMI69791.1, WP 134336876.1,
WP 040120938.1, PWT89885.1, WP 027049018.1, TME15395.1, PYV54013.1, RYZ19055.1,
WP 036984935.1, WP 147051973.1, WP 023806641.1, PYT21661.1, WP 023735738.1,
WP 023689291.1, OLC49625.1, PYS92344.1, WP 109607543.1, OLC27975.1, WP 127640216.1,
SDR72641.1, RYZ22059.1, HAQ17943.1, WP 092881809.1, WP 066406228.1, WP 068705763.1,
WP 027167073.1, PYX80291.1, WP 097540432.1, TMI80668.1

Sequence accession numbers used to construct phylogenetic tree for polyphenol oxydase
(Figure 5.6):

CAPP database: EHDLDABF 70248, EHDLDABF 70605, EHDLDABF 95264,
EHDLDABF 224291, EHDLDABF 262193, EHDLDABF 265054, EHDLDABF 297465,
EHDLDABF 430395, EHDLDABF 436066, EHDLDABF 436113, EHDLDABF 590943,
EHDLDABF 645602, EHDLDABF 829503, EHDLDABF 888330, EHDLDABF 1354491,
EHDLDABF 1632464, EHDLDABF 1632481, EHDLDABF 1639228, EHDLDABF 1779284,
EHDLDABF 1848849, EHDLDABF 1927488, EHDLDABF 1944653, EHDLDABF 2146878,
EHDLDABF 2247588, EHDLDABF 2280476, EHDLDABF 2306856, EHDLDABF 2327830,
EHDLDABF 2405424, EHDLDABF 2458255, EHDLDABF 2469082, EHDLDABF 2534830,
EHDLDABF 2830123, EHDLDABF 3096181

nr database: MSO29417.1, PYS72837.1, PYS43783.1, HAF18775.1, OGR24435.1,
OLE18990.1, PYR62836.1, HAF12435.1, MSO68536.1, WP 068015720.1, TMD33946.1,
WP 115516831.1, TME56079.1, PYS66576.1, TMJ61823.1, TMF44238.1, TMJ72845.1,
WP 115694578.1, TMJ06204.1, MSP45182.1, WP 137043544.1, PYO50958.1, TMJ76533.1,
WP 011685509.1, OJY44468.1, TMB89188.1, PWT82990.1, TMJ36258.1, PYS74442.1,
HBB94777.1, TMC98478.1, TMK11227.1, TMK11950.1, TAN32529.1, MSO83078.1,
PYO08029.1, HCU12400.1, MPZ38244.1, WP 106859038.1, TMJ84751.1, TMD89804.1,
MSO45167.1, PZR72320.1, HBB87388.1, PYS34685.1, WP 056910038.1, TMH04654.1,
PYS56382.1, TMJ94997.1, PYS21966.1, OLB73649.1, PYO77657.1, TMJ90682.1, TMK33988.1
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General discussion

6.1 General conclusions

Understanding how environmental microbial communities are shaped and structured is pivotal

to comprehend how the environment works and is influenced by biological processes. Global

dispersion, diversified metabolisms and high mutation rates put microorganisms in a central

position in the biogeochemical cycles and at the base of the food chains, where phototrophic and

lithotrophic organisms enrich the environment with easily bioavailable nutrients (Barton et al.,

2010; Singh et al., 2010; Kivisaar, 2003; Ram and Hadany, 2014). The scientific world became

aware of this microbial biogeographic patterns, their ubiquity and diversity thanks to the advent

of sequencing technologies, which led to an overall substitution of isolation and culturing tech-

niques and to an increasing use of DNA and RNA environmental sequencing for the study of

microbial diversity (Gutleben et al., 2018; Shokralla et al., 2012). Arctic exploration especially

benefited from these technological innovations as the isolation and culturing of polar organisms

pose extra challenges due to the difficulty of reproducing environmental conditions in laboratory

settings.

Arctic communities must be studied because their habitat have been undergoing an unprece-

dented change due to global warming (Meier et al., 2007; King et al., 2019; Braun et al., 2019).

These communities are going to shift in relation to the changes in the environmental conditions,

possibly initiating positive feedback to the global warming itself, and a better understanding of

the polar microorganisms now will certainty allow a better understanding of future environmen-

tal shifts (Williamson et al., 2019; Makhalanyane et al., 2015; Wang et al., 2020). Furthermore,

microbial communities living in this habitat are of great interest because, thanks to their adapta-

tion to the environment, they represent a wide reservoir for the bioprospecting of new compounds

and cold-adapted enzymes (Segawa et al., 2013; Bell et al., 2013; Mangiagalli et al., 2020; Collins

and Margesin, 2019).

In my thesis I have explored different Arctic environment microbial datasets, from glacial envi-

ronments to proglacial systems and permafrost. The overall aim is to extend our knowledge on

this environment, showing also how different environmental microbial communities can be bioin-

formatically explored, and implementing new pipelines, software and databases where needed.
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I implemented PhyloPrimer, an online software to design primers amplifying taxon-specific genes

in environmental samples which was successfully validated with the design of primers targeting

different Streptococcus organisms (Chapter 2). Using a new sampling method and an ampli-

con metagenomic approach, I then compared, for the first time, microbial communities sampled

from clear (i.e. frozen englacial water channel) and cloudy ice (i.e. meteoric ice) showing that

microbial communities clustered in relation to the microbial distribution on the ice surface but

also to the ice types, suggesting an important role of the englacial channels in the development

of a glacial microbial community and in the microbial dispersion within the glacier (Chapter

3). In Chapter 4 I presented LongMeta, a pipeline to analyze both gene and taxon content in

whole shotgun metagenomic data which I used to explore rock weathering and nitrogen fixation

processes in proglacial systems. These processes were shown to be driven by a plurality of or-

ganisms where, however, different diazotrophic and rock weathering organisms were present at

different stages of the soil succession. Finally, I created a reliable assembly using whole shotgun

data obtained with Illumina and Nanopore sequencing technologies which allowed me to char-

acterize the cold-adapted microbial communities of the upper permafrost layer and to create a

solid database of cold-adapted enzymes (CAPP database) to inform, ultimately, bioengineering

studies for the design of cold-adapted industrially relevant enzymes, such as β-galactosidase and

polyphenol oxidase (Chapter 5).

6.2 Bioinformatics approaches

Each chapter presented and implemented a different approach for the analyses of microbial

communities. Chapter 2 and 3 focused on an amplicon metagenomic approach whereas Chapter

4 and 5 on a whole shotgun metagenomic approach (Figure 1.2) (Liu et al., 2020).

PhyloPrimer was developed with biomonitoring and detection studies in mind and therefore was

designed in order to develop highly taxon-specific primers to detect and verify the presence of

specific organisms within an environmental community (Chapter 2). For this reason, even if

the target of these studies usually represents only a minor part of the community, they can

still be considered metagenomic studies as the amplification is performed on the entire DNA

content of the environmental community. Going more towards the classic definition of amplicon

metagenomics where a wider portion of the community is studied, PhyloPrimer can also be

used to develop primers for universal gene amplification (e.g. 16S rRNA and 18S rRNA genes).

However, the design of universal primers is usually not required as there are many that are

publicly available and broadly used. In Chapter 3, for example, I have used primers designed

by Takahashi et al. (2014) and already used by hundreds of studies (e.g. Kasai et al., 2015;

Zamanzadeh et al., 2016; Naylor et al., 2017; McAnulty et al., 2017). The choice of predesigned
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primers, or at least the same gene regions, is often advantageous as it also allows less biased

comparisons among different environmental communities (Thompson et al., 2017; Gilbert et al.,

2018).

Data preparation and analysis in these two chapters required only minimal DNA amount, and it

was cheap, fast and, above all, suitable to answer the study hypotheses. However, when a wider

taxonomic and functional characterization of the microbial communities is required, a whole

shotgun metagenomic approach must be applied.

Chapter 4 and 5 both focus on whole shotgun metagenomic data, however, using different ap-

proaches for the data analysis. In Chapter 4, where I analyzed three different proglacial datasets,

I used a supervised approach for both taxonomic and functional annotation where the proglacial

dataset was first aligned to known protein sequences and then homologous regions were identi-

fied using LongMeta. In Chapter 5, where I analyzed frozen soil microbial communities, I used

an unsupervised approach in the functional (ORF prediction) and taxonomic bin definition.

ORFs and bins were then assigned to their function and taxonomy by homology assignments

with known sequences. The used approach was chosen in relation to the assembly quality, upon

which both approaches rely, and the study aims.

The assembly coverage in Chapter 4 was lower than the one in Chapter 5: 10x and 164x, respec-

tively. The assembly in Chapter 4 was 31 Gb whereas the one in Chapter 5 was 3 Gb. However

56.3% and 0.2% of the assembly belonged to sequences shorter than 1000 bp, and 89.7% and

3.1% of the assembly belonged to sequences shorter than 5000 bp for Chapter 4 and 5, respec-

tively. N50 was therefore higher in Chapter 5 with 40,615 bp compared to 2,240 bp in proglacial

system dataset of Chapter 4.

The higher assembly quality in Chapter 5 was due to different factors. First of all, in Chapter

4 the assembly was created from a highly fragmented dataset (i.e. 100/150 bp Illumina reads)

whereas, it was created from the longer Nanopore reads in Chapter 5. The use of ONT tech-

nologies in genome reconstruction has indeed been shown as a game-changer when working with

microbial sequences leading to more complete assemblies (Ayling et al., 2020; Nicholls et al.,

2019; Giguere et al., 2020; De Maio et al., 2019; Somerville et al., 2019). Further to the read

length, also the community characteristics and complexity may also have influenced the assembly

quality. In Chapter 5, the cold-adapted permafrost microbial communities were quite conserved

across samples (Figure A5.4), whereas proglacial surface soil communities from Chapter 4 were

more diversified as they showed clearer microbial trends and also biographic differences across

the different proglacial systems (Figure 4.8).

We saw a similar assembly quality trend in Chapter 4 where the datasets with longer read

lengths (i.e. Greenland and Sweden with PE 2x150 bp) assembled better than the one with
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shorter read length (i.e. Svalbard with PE 2x100 bp). Further, highest coverages and therefore

better assembly yields were observed in the ice rather than in the soil samples, the latter having

a higher microbial complexity (Figure 4.6).

The different approaches (i.e. supervised and unsupervised annotation) were also applied be-

cause of the different intents of the data analysis. One of the objectives of Chapter 5 was to create

a database of cold-adapted proteins (CAPP database). To do so, I had to use ab initio gene

prediction to detect also unknown coding regions in this way not relying on homology to known

proteins. In Chapter 4, instead, I explored known processes and therefore the similarity-based

supervised approach was suitable for the data analysis.

Part of my thesis aims was to develop new tools and pipelines. Whereas I simply used preexisting

pipelines for the analysis of the data in Chapter 3, I presented new tools, pipelines or databases

in the other chapters.

I developed PhyloPrimer to facilitate the design of taxonomic-specific primers (Chapter 2) and

LongMeta to create an easy reproducible pipeline for the analyses of metagenomic data (Chapter

4). I also applied the pipeline in Chapter 5, showing its reproducibility across different datasets

and also its assignment reliability where contig taxonomy showed to be consistent within the

same predicted taxonomic bins (Table 5.3 and A5.3).

In Chapter 5, I have developed a cold-adapted database of predicted proteins that, once publicly

available, will be used to inform cold-adapted protein design and modeling. The work done in

this chapter provides an example of the importance of data and discipline integration to obtain

complete results. Sure enough, in this chapter DNA (i.e. metagenomics), RNA (i.e. meta-

trascriptomics) data and environmental variables were integrated together to give a complete

picture of the microbial communities. And the further integration of bioengineering studies,

cloning technologies and other omic disciplines (e.g. proteomics) will allow to take advantage of

the CAPP database for the design of cold-adapted enzymes (Gutleben et al., 2018; Aguiar-pulido

et al., 2016).

6.3 Glacial and proglacial communities

I have investigated microbial communities found in the glacial environment (Chapter 3), along

proglacial soil successions (Chapter 4) and in the upper layer of permafrost soil (Chapter 5).

These communities can not be directly compared between each other as they were analyzed

with different approaches. However, we saw how they overall reflected what previously found

in the literature. The glacial communities were dominated by typical glacial autotrophic (e.g.

Cyanobacteria), spore-forming (e.g. Clostridium) and recalcitrant compound degrading (e.g.

Bacteroidetes) organisms. However, for the first time, I observed how microbial communities
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presented differences between different glacial areas and englacial and meteoric ice, showing

how microbial communities in the englacial channel may differ and shape accordingly to water

channel fluxes at the time of the ice formation, potentially indicating a pivotal role of englacial

channels in the shaping of glacial microbial communities (Chapter 3).

Proglacial systems showed glacial influxes in the first soil stages and consequent autotroph-

ic/heterotrophic trends along the soil successions, whereas the permafrost active layer environ-

ment showed a typical and consistent cold-adapted microbial community across sites.

In all the studied systems there was a correlation of the microbial community trends and clus-

tering with system’s geochemical variables and/or site distance separation, also confirming pre-

vious observations of microbial core community but also site endemisms and microdiversities

(Delgado-Baquerizo et al., 2018; Malard et al., 2019). For instance, on the glacier surface the

main taxonomic clustering was found between two main glacial surface areas characterized by

different geochemical settings (Table 3.2, Figure 3.3 and 3.5) (Chapter 3). Microbial trends

in the three soil successions (Chapter 4) followed different trends in different systems. Micro-

bial communities in the Sweden and Svalbard systems followed distance relation from the ice

edge, whereas, microbial communities in the Greenland system were mainly correlated with the

geochemical variables (Table 4.1). In Chapter 5, the frozen soil community, similarly to the

Greenland dataset in Chapter 4, showed similar correlation patterns both for distance and bio-

chemical variables. However, in the frozen soil data we saw higher geochemical correlation values

with the cDNA dataset, showing how differential presence of nutrients and enzyme cofactors can

influence microbial activity.

Finally, even if with different sampling scales, the Greenland area studied in Chapter 4 and

Chapter 5 was the same (extending from the ice edge in proximity of point 601 to Kangerlus-

suaq). However, microbial communities in the surface (Chapter 4) and the deepest frozen soil

(Chapter 5) showed different microbial diversity, especially in the sampling sites closer to the

ice edge. Whereas these samples were enriched with autotrophs in the surface soil, the frozen

soil showed the presence of the same organisms along all the succession and also a less oscil-

lating microbial community, which was observed, for example, in the surface soil along all the

surface soil successions (Actinobacteria vs Proteobacteria; Figure 4.8A). This difference could

be explained by the intrinsic differences between surface and the deepest frozen soil. Surface soil

is a less challenging environment, with its higher temperatures and water availability, and it is

more conditioned by the surrounding environmental conditions (e.g. proglacial gradients), not

being isolated as the permafrost. Therefore, whereas surface soil microbial communities follow

gradients set by the environment itself, and also symbiotic relationships with plants, the frozen
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soil communities are more isolated and mainly shaped by the challenging conditions, showing a

stabler microbial composition.

6.4 Future work

Bioinformatics is a field in continuous evolution. The application of the next generation sequenc-

ing technologies to environmental and biomedical sciences is broad and brings the scientific and

bioinformatics communities to constantly work on the improvement of sequencing quality and

data analyses, where the output of more reads and longer sequences will allow a better reso-

lution of microbial communities. This will lead to more MAG-based studies where complete

and almost complete metagenome-assembled genomes (MAGs) are retrieved from metagenomic

data, leading to a database enrichment and, in turn, to an increasingly better annotation due

to the increasing number of known sequences. Continuing the exploration of environments such

as the Arctic which is mostly unexplored will both benefit and help to the construction of the

publicly sequence databases. The increase in generated data and databases’ size will also pose

few challenges where more computational power and bigger storage spaces will be needed for

data analyses and to store and place sequence data and metadata. An important challenge will

be also the functional characterization of all novel genes found in MAGs, which may be more

difficult than their bioinformatics discovery.

All the results and pipelines presented in this thesis will be submitted to peer-reviewed journals.

However, I would like to do some follow-up work and analyses connected to the data presented

in Chapter 3 and 5.

The study presented in Chapter 3 showed promising results where I concluded that the englacial

channel systems may have a role in the dispersion of glacial microbial communities. However,

because of our indirect sampling method, the results are all based on the assumption that when

we sample the clear ice bands we are sampling frozen englacial water. In the future I would like

to directly sample flowing water from the englacial channels and see if same trends are seen.

Furthermore, I think that working with metatrascriptomic data would give a further proof that

englacial communities are active and can drive the creation of a typical glacial community.

The study I have developed in Chapter 5 is a start for the creation of a common and solid

database constituted by cold-adapted proteins. The analyses I performed on the β-galactosidase

and polyphenol oxidase sequences could be applied similarly to other enzymes or to the mined

biosynthetic gene clusters (BGCs). Furthermore, it would be interesting to check (e.g. with

protein modeling software or gene cloning and analysis) whether the detected modifications in

the studied proteins (i.e. β-galactosidase and polyphenol oxidase) would lead to a higher protein
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flexibility and to a decrease in the optimal enzymatic temperature compared to the mesophilic

homologous.

Finally, the comparison of surface and frozen soil microbial communities from Chapter 4 and 5

was only partially reliable because the samples were collected across different sampling scales

and years and were also analyzed with different methods. However, because of the interesting

results, where a clear difference was observed between surface and subsurface soil communities,

it would be interesting to conduct a study where both the surface soil layer and the surface

permafrost layer were sampled at the same sites in order to compare more consistently the

microbial communities.
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Dangendorf, S., Marcos, M., Wöppelmann, G., Conrad, C. P., Frederikse, T., and Riva, R. (2017).

Reassessment of 20th century global mean sea level rise. Proceedings of the National Academy

of Sciences of the United States of America 114.23, pp. 5946–5951.

Dani, K. G., Mader, H. M., Wolff, E. W., and Wadham, J. L. (2012). Modelling the liquid-water

vein system within polar ice sheets as a potential microbial habitat. Earth and Planetary

Science Letters 333-334, pp. 238–249.

Davidson, E. A. and Janssens, I. A. (2006). Temperature sensitivity of soil carbon decomposition

and feedbacks to climate change. Nature 440.7081, pp. 165–173.

Davies, M. R., McIntyre, L., Mutreja, A., Lacey, J. A., Lees, J. A., Towers, R. J., Duchêne,
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Fraunié, S., Gı́slason, G. M., Jacobsen, D., Hannah, D. M., Hodson, A. J., Hood, E., Lencioni,

V., Ólafsson, J. S., Robinson, C. T., Tranter, M., and Brown, L. E. (2017). Glacier shrink-

age driving global changes in downstream systems. Proceedings of the National Academy of

Sciences of the United States of America 114.37, pp. 9770–9778.

Miri, S., Naghdi, M., Rouissi, T., Kaur Brar, S., and Martel, R. (2019). Recent biotechnological

advances in petroleum hydrocarbons degradation under cold climate conditions: A review.

Critical Reviews in Environmental Science and Technology 49.7, pp. 553–586.

Mitchell, A. C., Lafrenière, M. J., Skidmore, M. L., and Boyd, E. S. (2013). Influence of bedrock

mineral composition on microbial diversity in a subglacial environment. Geology 41.8, pp. 855–

858.

Miteva, V. (2008). Bacteria in snow and glacier ice. Psychrophiles: From Biodiversity to Biotech-

nology, pp. 31–50.

212



Bibliography

Mocali, S., Chiellini, C., Fabiani, A., Decuzzi, S., Pascale, D., Parrilli, E., Tutino, M. L., Perrin,

E., Bosi, E., Fondi, M., Lo Giudice, A., and Fani, R. (2017). Ecology of cold environments: New

insights of bacterial metabolic adaptation through an integrated genomic-phenomic approach.

Scientific Reports 7.1, pp. 1–13.

Mondav, R., McCalley, C. K., Hodgkins, S. B., Frolking, S., Saleska, S. R., Rich, V. I., Chanton,

J. P., and Crill, P. M. (2017). Microbial network, phylogenetic diversity and community mem-

bership in the active layer across a permafrost thaw gradient. Environmental Microbiology

19.8, pp. 3201–3218.

Moon, T., Ahlstrøm, A., Goelzer, H., Lipscomb, W., and Nowicki, S. (2018). Rising Oceans

Guaranteed: Arctic Land Ice Loss and Sea Level Rise. Current Climate Change Reports 4.3,

pp. 211–222.

Morales, S. E. and Holben, W. E. (2009). Empirical testing of 16S rRNA gene PCR primer pairs

reveals variance in target specificity and efficacy not suggested by in silico analysis. Applied

and Environmental Microbiology 75.9, pp. 2677–2683.

Moran, M. A., Satinsky, B., Gifford, S. M., Luo, H., Rivers, A., Chan, L. K., Meng, J., Durham,

B. P., Shen, C., Varaljay, V. A., Smith, C. B., Yager, P. L., and Hopkinson, B. M. (2013).

Sizing up metatranscriptomics. ISME Journal 7.2, pp. 237–243.

Morgulis, A., Coulouris, G., Raytselis, Y., Madden, T. L., Agarwala, R., and Schäffer, A. A.
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