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ABSTRACT

The LHC will enter in 2026 its high-luminosity phase which will deliver a peak instanta-
neous luminosity of 7.5×1034 cm−2 s−1 and produce events with an average pile-up of 200.
In order to pursue its ambitious physics programme, the CMS experiment will undergo a

major upgrade. The level-1 trigger will be replaced with a new system able to run the particle flow
algorithm. An algorithm that reconstructs jets and computes energy sums from particles found
by the particle flow algorithm is presented in this thesis. The algorithm is able to provide similar
performance to offline reconstruction and keep the same pT threshold as in the previous CMS
runs. The algorithm was implemented in firmware and tested on Xilinx FPGA. An agreement
rate of 96% was obtained in a small-scale demonstrator setup running on a Xilinx FPGA. The
full-scale algorithm is expected to use around 41.5% of LUTs, 11.6% of flip-flops, and 2.9% of
DSPs of a Xilinx VU9P FPGA running at the frequency of 360 MHz.
The FCC-hh project studies the feasibility of a hadron collider operating at the centre-of-mass
energy of 100 TeV after the LHC operations have ended. The collider is expected to operate at a
base instantaneous luminosity of 5×1034 cm−2 s−1, and reach a peak value of 30×1034 cm−2 s−1

corresponding to an average pile-up of 200 and 1000, respectively. Rates of a trigger system of a
detector at FCC-hh were estimated by scaling rates of the Phase-2 CMS level-1 trigger and by
developing a parameterised simulation of the Phase-1 trigger system. The results showed that
at the instantaneous luminosity of 5×1034 cm−2 s−1 the 100-kHz pT threshold is expected at
85 GeV, 170 GeV, and 350 GeV for single muon, e/γ , and jet triggers, respectively.
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INTRODUCTION

Particle physics studies the properties and the interactions of the fundamental particles

that form the universe. Accelerator experiments constitute an important branch of particle

physics experiments. In these experiments, particles such as protons and electrons are

accelerated and collided at high centre-of-mass energy with other objects. These objects can be

either fixed targets, or other accelerated particles. The particles generated in the collision give

insight on the nature of the interaction that has produced them. Particle detectors are employed

to identify and reconstruct the properties of the produced particles. The data acquisition system

(DAQ) collects data produced by a particle detector and converts it to a format that can be

permanently stored and later analysed. The trigger system is a device that can recognise when

interesting activity has been identified by the detector and can subsequently activate the DAQ.

The trigger is crucial in experiments where only a small fraction of the events reconstructed by

the detector actually contains interesting signals, as it prevents the DAQ and storage systems

from being saturated with background events.

1.1 Triggering at hadron and lepton colliders

The physics of interactions at hadron and lepton colliders are substantially different. Conse-

quently, triggering solutions in particle detectors must adapt to the type of particle collider.

Figures 1.1(a) and Figure 1.1(b) displays the cross sections of interesting processes as a function

of the centre-of-mass energy
p

s at proton-proton and electron-positron colliders, respectively. At

hadron colliders, the cross section of interesting signals is typically many orders of magnitude

lower than the dominating background, which is inelastic proton scattering. For instance, the

total cross section of proton-proton scattering at
p

s = 14 TeV is around 108 nb. The cross section

of the Higgs boson production via vector boson fusion is 1010 times smaller. This can be compared

1
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(a) Proton-proton (b) Electron-positron

Figure 1.1: Cross-section of various physics processes at proton-proton and electron-positron
colliders. Figure (a) is taken from Ref. [1]; Figure (b) is taken from Ref. [2].

with lepton colliders where background interactions have a much smaller contribution. At lepton

colliders, the cross section of Higgs boson production in association with a Z boson is only two

times smaller than the dominant background interaction, i.e. fermion pair production.

In order to produce interesting physics within a reasonable experimental lifetime, hadron collid-

ers must reach high instantaneous luminosity (Linst ). This is achieved by producing an high rate

of events where very focused bunches of protons are collided, generating multiple simultaneous

interactions. Events are generally very busy and contain a large number of particles. Typically,

only one proton pair in an event leads to an interesting interaction, while the others constitute a

background. The interesting interaction is often called “primary vertex”, while the background

is referred to as “pile-up” (PU). This is not the case for lepton colliders, where Linst and the

background in an event can be lower thanks to the higher signal-to-background ratio.

Large amounts of information must be read from the detectors at hadron colliders, as they often

require highly segmented devices and precise tracking to reject pile-up interactions and identify

the primary vertex. This is not the case for a detector at a lepton collider, where the bandwidth

required is typically much lower thanks to lower collision rate. For instance, a detector at FCC-hh,

a circular hadron collider under study for the post-LHC era, is expected to yield around 2 PB/s of

untriggered data [3]. In contrast, the detector under study for the FCC-ee accelerator, which is

the lepton collider counterpart of FCC-hh, is expected to generate around 1 TB/s of untriggered

data [4], three orders of magnitude less.
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The differences in the general properties of hadron and lepton colliders lead to significantly dif-

ferent data rates and, therefore, trigger and data acquisition system architectures. Detectors at

hadron colliders typically require sophisticated trigger architectures. Reading out and processing

every event for the entire detector is generally not possible due to the enormous data rates and

computing costs, therefore triggers use strategies based on successive selections to filter out data.

Solutions for detectors at lepton colliders are radically different and generally much simpler. For

instance, the data acquisition system of the FCC-ee detector is expected to read out every event.

A fully software-based trigger running on a computer farm is run for data filtering.

1.2 Historical background and present status of triggers

The first particle physics experiments did not have a trigger and data acquisition systems. Select-

ing and storing data was a laborious process that was manually performed by the experimenters.

For instance, in the Rutherford scattering experiment conducted by Rutherford, Geiger, and

Marsden in 1911 [5], Geiger and Marsden manually counted the amount of α particles scattered

at given angles. The ability and speed of the experimenters in counting was a limiting factor in

the rate of events that could be processed, thus impacting the statistics of the experiment.

Methods to automate the measurement and alleviate the stress on the experiment operators were

proposed in 1919 by Kovarik [6]. Kovarik demonstrated a system able to detect signals produced

by incoming α particles and register them on chronograph paper. This system represented one of

the first instances of an automated trigger and DAQ system in physics.

In the second half of the twentieth century, trigger and DAQ techniques evolved with the devel-

opment of electronics. Bubble chambers were one of the first particle detectors in accelerator

experiments. The devices had an automated DAQ system that periodically took pictures of the

status of the chamber based on the accelerator cycle. No trigger system was in place, however, and

the selection was manually performed by scientists visually scanning the pictures for the signal.

The rate of these experiments was low, around a few Hz. The need for fully automated systems to

filter out data rose as the statistics required for discovery increased, due to the increasingly rare

phenomenon being studied.

The first trigger systems were designed for specialised experiments targeting a restricted set of

measurements. These systems were simple, and applied thresholds or coincidence requirements

to analog electric signals to look for basic detector activity or specific signal coincidences. For

instance, in 1964, Christenson and Cronin reported the measurement of the two-pion decay of the

K2
0 [7]. Their experimental setup consisted of two spectrometer arms, both equipped with spark

chambers that were triggered by a coincidence of a water Cherenkov detector and a scintillator

located at the end of each arm. A camera took a picture of the tracks revealed by the spark cham-

ber when the coincidence caused by the two-prong decay was detected, thus having a triggered

readout of the experimental apparatus.
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The UA1 and UA2 experiments at the Super Proton-Antiproton Synchrotron (SPPS) in 1981 [8]

were the first examples of a large collaboration experiment with a broad physics programmes

and a modern trigger. The amount of raw data produced by the experiments was too large to

handle for the DAQ technology of the time. For instance, each event in the UA1 experiment

was 100 kB in size. The accelerator had a collision rate of 250 kHz, therefore the experiment

produced around 25 Gb/s of untriggered data. The experiments faced the challenge of rejecting

a large amount of background events while being able to accept a broad range of rare different

signals. The UA1 and UA2 experiments adopted a complex three-level trigger system where

more information to discriminate between signal and background was available as the event

progressed through the selection chain. Ultimately the system reduced rates down to 4–5 Hz,

applying a rate reduction factor of ≈ 50000. The level-1 trigger of both experiments consisted

of electronic boards able to find events with interesting activity within ≈ 3 µs, which was the

time between two consecutive events. The hardware performed simple operations such as finding

energy clusters corresponding to electrons and hadron jets, computing energy sums, or identifying

muon tracks. The level-1 trigger of the UA1 experiment was a fully digital system, which was

considered to be more flexible and stable [9] than an analog trigger. Operations on digitised data

were performed using associative tables in RAMs that were hard wired on custom boards. UA2

designed a trigger solution that mixed both analog and digital electronics in NIM and custom

boards. The second and third trigger layers of the two experiments could afford longer processing

times, therefore they were equipped with microprocessors running on real time systems that

partially reconstructed events and applied more refined selections.

Similar techniques were used in the ALEPH, DELPHI, L3, and OPAL experiments [10–13] at the

large electron-positron collider (LEP) [14] and in the CDF [15] and D0 [16] experiments during

the first run of Tevatron [17]. Trigger requirements at LEP, which was a lepton collider, were less

demanding due to the much lower background cross sections. Therefore, the LEP experiments

implemented a trigger system able to mostly identify genuine electron-positron interactions. The

system mainly rejected data produced by effects such as the interaction between the beam and

the residual gas in the beam pipe. Tevatron, which was a proton-antiproton collider, delivered a

peak Linst around 5 times larger than at the SPPS with a bunch spacing of 3.5 µs in its first run,

corresponding to a collision rate of ≈ 250 kHz. The maximum rate that the storage system could

accept was 5 Hz. Therefore, in order to maintain the same rate reduction factor as the UA1 and

UA2 experiments at the higher Linst , the CDF and D0 experiments sent information from the

calorimeters with finer granularity. The experiments used this information to implement more

refined reconstruction algorithms able to better distinguish objects in the calorimeters.

In order to increase Linst and extend their physics reach, the HERA electron-proton collider [18]

and the Run-II of Tevatron [19] run with bunch spacings of 96 ns and 396 ns, respectively. This in-

troduced a new challenge for trigger systems. Previous trigger systems were not pipelined, hence

they had to finish processing an event before the next bunch crossing. This was not technically
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feasible in a time scale of ∼ 100 ns. Therefore, the triggers of the experiments at HERA [20, 21]

and Tevatron [22, 23] were redesigned to be pipelined. Data from the detector were fully digitised

and stored in frontend buffers able to keep data from over 40 consecutive bunch crossings. At the

same time, a subset of the detector data was sent to the level-1 trigger for a first selection. The

L1T consisted of custom boards with ad-hoc designed circuits and field programmable gate arrays

(FPGAs). Events accepted by the level-1 trigger were read out from the front end buffers and

sent to the high-level trigger, which consisted of a computer farm, for further filtering. The rate

of accepted events to save was also increased to 30–100 Hz thanks to the progress in computing

systems.

The large hadron collider (LHC) [24] adopted an even smaller bunch spacing, 25 ns, and pro-

duced events with around 50 simultaneous proton-proton interactions in order to increase Linst .

Trigger systems of the four LHC experiments, ATLAS, CMS, LHCb, and ALICE [25–28] adopted

ASICs and FPGAs in their level-1 trigger and commercial computers in their high-level trigger

to process a large amount of fine granularity data. In 2026 LHC [29] is expected to enter the

high-luminosity phase and produce around 200 simultaneous interactions per bunch crossing.

The experiments will completely redesign their triggers and try new triggering solutions to

achieve their physics goals. The level-1 trigger of the ATLAS [30] and CMS [31] detectors will

correlate information from multiple subdetectors by running algorithms similar to the offline ones

in hardware. LHCb [32] and ALICE [33] will try an innovative solution based on a triggerless

readout: the detectors will be read out every bunch crossing and every event sent to the high-level

trigger for filtering. The experience with these new systems will be crucial in understanding the

direction triggers in which future accelerator experiments will evolve.

1.3 Overview of the thesis

The original work in this thesis consists of two studies connected by the common theme of

developing trigger systems in high-luminosity colliders. A short overview of physics at hadron

colliders will be presented in Chapter 2. The main background and interesting signals will be

introduced along with their implications for the trigger system. The LHC and CMS experiments

will be described in Chapter 3. Focus will be given to the upgrade of the CMS level-1 trigger, which

is the context for Chapters 4 and 5. In the former, the design and performance of a jet trigger

algorithm will be presented. In the latter, the development and implementation on hardware of

the same algorithm will be shown. Finally, the analysis of the performance and rates of a level-1

trigger at FCC-hh, a proposed post-LHC hadron collider, will be presented in Chapter 6.
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2
PHYSICS AT HADRON COLLIDERS

An introduction to the main physics processes at hadron colliders and their impact on

the trigger will be given in this chapter. The particles and the forces described by the

standard model will be introduced in Section 2.1. The physics of the strong force will be

shortly explained in Section 2.2. Particular attention will be given to the impact that the force

has on properties of the proton interactions at hadron colliders, and to proton inelastic scattering,

which represents the dominant process at hadron colliders. Finally, a few interesting signals at

LHC will be presented in Section 2.3 together with some of their features that can be exploited to

trigger on.

2.1 The standard model

The standard model (SM) [34] is a quantum field theory describing the way the fundamental

particles of the universe interact via three of the four known forces: strong, weak, and electro-

magnetic. Figure 2.1 shows the particles that are included in the model. Particles are divided

in two major groups: fermions, i.e. particles with half-integer spin; and bosons, particles with

integer spin.

There are 12 fundamental fermions, divided in three generations, each one of increasing mass.

Each generation consists of a charged and a neutral lepton, the latter called neutrino, and a

pair of quarks. Quarks can interact via the strong force, differently from the leptons. Electrically

charged fermions can interact via the electromagnetic force. Every fermion can interact via the

weak force.

Five fundamental bosons are included in the model. Four of them are the force carriers, also

called gauge bosons: fermions interact with each others by exchanging these bosons. The strong

force is carried by gluons, the electromagnetic one by photons, and the weak one by the W and Z

7
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Figure 2.1: Particles of the standard model. Taken from Ref. [35].

bosons. Gluons are electrically-neutral, massless particles, and possess colour charge, therefore

they can interact with other gluons. Photons are massless and electrically neutral. The W bosons

are electrically charged and have a mass of mW ≈ 80 GeV. The Z bosons are electrically neutral

and have a mass of mZ ≈ 91 GeV. Finally, the Higgs boson is the particle responsible for giving

particles their mass via the mechanism of spontaneous electroweak symmetry breaking. It is

neutral and has a mass of mH ≈ 125 GeV.

The strength of a force is described in the standard model via a coupling parameter between

the fermion and force carrier boson. In addition, each force has a characteristic range of action.

The strong force has a range of ≈ 10−15 m and is the strongest force over its range of action.

The coupling of the strong force depends in the model on the energy scale of the interaction, as

described in Section 2.2. At energy scales around 100 GeV its value is ≈ 10−1. The electromagnetic

force is the second strongest force: it has infinite range and a coupling constant of ≈ 10−2. The

weak force is the weakest: it has a range of ≈ 10−17 m and a coupling constant of ≈ 10−7.
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2.2 The strong force

Processes mediated by the strong force have the largest cross section at LHC and are the main

background at hadron colliders. Therefore, understanding the characteristics of these interactions

is fundamental in order to develop effective triggers.

The strong force is responsible for binding quarks forming protons and neutrons and the residual

force coming from the quarks inside nucleons is also responsible for aggregating them in atomic

nuclei. Quantum chromodynamics (QCD) [34, 36] is the field theory describing the physics of the

strong interaction. Quarks and gluons, which have colour charge, can interact via this force. The

three interaction vertices of QCD are shown in Fig. 2.2.

The strong interaction exhibits a number of features that makes this force very complex and with

q

g

q

(a) Quark-gluon vertex

g

g

g

(b) Three-gluon vertex

g

g

g

g

(c) Four-gluon vertex

Figure 2.2: The three interaction vertices of QCD.

a large variety of phenomena. Firstly, three different types of colour charge exists. Secondly, the

force carrier itself is charged, enabling gluon-gluon interactions to occur, as shown in Figs. 2.2(b)

and 2.2(c). Finally, its coupling strength weakens as the interaction energy scale increases. In the

electromagnetic force, the force coupling grows as the distance between the interacting particles

decreases, which corresponds to raising the interaction energy. This is due to the screening effect

generated from the polarisation of virtual electron-positron pairs surrounding charged particles.

A similar effect occurs in QCD, however the gluon self-coupling also causes gluon pairs to be

produced in addition to the quark-antiquark pairs. The gluons causes an antiscreening effect

that increases the coupling of the strong force at higher distance, corresponding to lower energy

scales. The antiscreening effect is stronger than the screening effect from the polarisation of

quark-antiquark pairs. Consequently, the strength of the strong force behaves in opposite fashion

than that of the electromagnetic force. The coupling strength decreases at smaller distances,

i.e. at higher energy scales, and the contribution of the strong interaction to quarks becomes

negligible. This feature is called asymptotic freedom, as quarks behave as free particles in this

regime. Conversely, at lower interaction energy, i.e. larger distance, the strength of the strong

force increases. When a quark is being separated from an hadron, the intensity of the strong
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force binding the system together becomes larger. Eventually, if enough energy is introduced, the

system produces a quark-antiquark pair and two new hadrons are generated. This leads to a

phenomenon called colour confinement: single free quarks can not be observed, as quarks can

only be found in colour-neutral hadron systems.

These two phenomena make the strong force more difficult to study than the electromagnetic

and weak interaction. Interactions mediated via the electromagnetic and weak force are typically

predicted using perturbative methods, expanding the interaction in terms of a power series in the

force coupling. This method can be applied as the coupling of these two forces is small, allowing

the expansion to be truncated when the desired theoretical precision is reached. However, the

strong force has an increasingly strong coupling at lower energies. This implies that the theory

has two regimes. At energy scales close to asymptotic freedom, the coupling is small enough to

enable the use of perturbative methods to study the interaction. As the energy decreases, the

coupling of the force increases, eventually entering a regime where perturbative methods can not

be used any longer. In this situation alternative models and methods have to be used.

2.2.1 The parton model

Quarks inside all hadrons interact in the non-perturbative regime of QCD. Building a complete

model of hadrons using non-perturbative methods is hard, consequently the parton model [36]

was developed to circumvent the issue. In this model, hadrons are made up of two quark types,

the valence and the sea quarks, shown in Fig. 2.3. The valence quarks, represented in purple in

Fig. 2.3, determine the quantum numbers of an hadron. For instance a proton contains two up and

one down valence quarks, leading to an electric charge of 1. The sea quarks are quark-antiquark

pairs, displayed in green and orange in Fig. 2.3, that are produced when gluons exchanged by the

quarks, represented as looped lines in Fig. 2.3, split. The constituents of the proton, including the

sea quarks and gluons, are referred to as partons.

A parton distribution function (PDF) is the probability of finding a parton carrying a fraction x of

the total hadron momentum. PDFs can not be computed analytically, due to the non-perturbative

nature of QCD at the hadron scale, therefore they are typically measured in dedicated experiments

via electron-proton deep inelastic scattering [38]. Figure 2.4 shows two PDFs in a proton at two

different interaction energies Q produced by the CTEQ collaboration [39]. The resolving power

~/Q of the scattering increases with Q, causing the PDFs to vary. The evolution of the PDFs as

a function of Q is described in the high-energy interaction limit, which is in the perturbative

regime of QCD, by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equation [40–42].

2.2.2 General properties of proton-proton collisions

The collinear factorisation theorem [43] is used to model scattering processes in hadron collisions.

Figure 2.5 shows a diagram of a hard scattering process between two protons of momentum p1

and p2. Using the theorem the scattering can be seen as an interaction between free partons
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Figure 2.3: Representation of the proton structure in the parton model. The purple quarks are
valence quarks. The green and orange particles are sea quarks and antiquarks, respectively. The
looped lines are gluons. Taken from Ref. [37].

(a) Q = 2 GeV (b) Q = 100 GeV

Figure 2.4: CTEQ6M parton distribution functions at the interaction energy Q = 2 and 100 GeV.
Taken from Ref. [39].
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Fragmentation Hadronisation

Hadron 
jet

Hadron 
jet

Figure 2.5: Diagram of a hard scattering process between protons. Taken from Ref. [44, 45].

whose momentum is distributed according to the PDFs. Therefore, the cross section can be

computed as:

(2.1) σ=∑
i, j

∫
dx1 dx2 · f i(x1, Q2) f j(x2, Q2) · σ̂i, j(x1 p1, x2 p2)

where:

• The sum over i and j represents the sum over every parton participating the interaction.

• f i(x1,Q2) and f j(x2,Q2) are the PDFs of the two interacting partons.

• σ̂i, j(x1 p1, x2 p2) is the cross section of the hard process between the two partons i and j with

momenta x1 p1 and x2 p2, respectively. This term can typically be computed in perturbative

theory.

Any other product in an event that is not produced by the hard interaction constitutes the

underlying event (UE). The UE typically consists of interactions between the remnants of the

original protons and radiation emitted during the hard interaction. The UE is typically produced

by non-perturbative processes, therefore phenomenological models tuned with real collision data

are employed to describe it.

Hadron interactions typically generate a number of quarks and gluons. As these products get

further away from the interaction point, a process called hadron fragmentation begins: the

original particles emit new radiation that further results in more quarks being produced. The

radiation in this stage is typically low energy and collinear. Ultimately, the fragmentation stage

12
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ends in a group of quarks that aggregate in hadron states, in a process called hadronisation.

Some of these hadrons are unstable, and decay after a short time. Particle detectors typically

observe a group of hadron and leptons, the latter mostly originating from weak decays, centred

around a common axis. This group is called a hadron jet. In order to reconstruct the properties of

the original quark, all the particles originating from the same quark must be grouped together

in a process named jet clustering. More details on the jet clustering algorithms will be given in

Section 2.2.2.2.

In contrast to lepton colliders, the momenta of the two interacting partons, x1 p1 and −x2 p2,

are generally not equal. Therefore, the centre-of-mass system of the collision is boosted with

respect to the detector frame of reference. This causes products to be boosted along the beam

direction. The pseudorapidity η is typically used in experiments at hadron colliders to indicate

the longitudinal angle of a particle:

(2.2) η=− ln
[
tan

(
θ

2

)]

where θ is the longitudinal angle. The pseudorapidity is connected to the rapidity y:

(2.3) y= 1
2

ln
(

E+ pL

E− pL

)

where E is the energy of the particle and pL is the total momentum along the beam axis. In the

high-energy limit in which the mass contribution is negligible or null, the pseudorapidity is a

convenient approximation of the rapidity. Figure 2.6 shows the correspondence between η and θ.

η=0.5

η=1

η=1.5

η=2

η=3
η=4

η=2.5

η=0
θ=15

θ=0

θ=30
θ=45

θ=60

θ=75

θ=90

Figure 2.6: Correspondence between η and θ. Taken from [46].
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2.2.2.1 QCD scattering

The dominant interaction that generates some activity in the central area of a particle detector is

the inelastic proton-proton QCD scattering. Understanding its properties is fundamental, as QCD

scattering constitutes the pile-up background at hadron colliders and the dominant background

for the level-1 trigger. The total cross section for this process can be broken down into three

contributions [47]:

(2.4) σinel =σSD +σDD +σND

where:

• σSD is the cross section for single diffraction, i.e. a process where one proton leaves the

collision intact and the other is broken down in its components, generating new particles.

This process generates some activity in the area close to the beam line in the direction of

the diffracted particle.

• σDD is the cross section for double diffraction, i.e. a process where both protons are broken

down in their components. This process generates some activity in the area close to the

beam line in both directions.

• σND is the cross section for non-diffractive interactions. These processes generate particles

that can reach η= 0, i.e. the central part of a particle detector.

The non-diffractive component of the cross section constitutes what are known as minimum

bias events, i.e. events that are selected with the minimum possible requirements to detect an

inelastic collision. The cross-section of these events at
p

s = 13 TeV is around 78 mb [48].

Fig. 2.7 shows the highest (leading) pT , η, and multiplicity distributions for charged particles

measured by the CMS experiment in minimum bias events at
p

s = 13 TeV , compared with

predictions obtained from the event generators Pythia v8.153 [49] and EPOS [50] tuned for the

LHC experiments. The final products of the interactions in minimum bias events are typically

low-pT , with most of the products having pT < 5 GeV. Particles are uniformly spread over the η

range. In the θ dimension, this implies that the particle density increases closer to the beam pipe.

Therefore, detectors at hadron collider must carefully provide fine granularity reconstruction in

the forward region in order to successfully measure events in high pile-up conditions.

2.2.2.2 Jet clustering

A comprehensive review of the jet clustering algorithms and the properties they must satisfy is

found in Ref. [52]. All jet algorithms should satisfy two properties: infrared and collinear (IRC)

safety. Collinear gluon radiation during fragmentation and the emission of low energy gluons

do not affect jet reconstruction in a IRC safe algorithm. These properties make jet algorithms

insensitive to effects that would lead to less accurate reconstruction of the particle originating

14



2.2. THE STRONG FORCE

(a) Leading pT distribution of charged particles (b) η distribution of charged particles

(c) Multiplicity distribution of charged particles

Figure 2.7: Leading pT , η, and multiplicity distributions of charged particles in minimum bias
events measured by the CMS experiment at

p
s = 13 TeV compared with predictions by the event

generators Pythia and EPOS. Taken from Ref. [51].

15



CHAPTER 2. PHYSICS AT HADRON COLLIDERS

the jet. In addition, from a theoretical standpoint, collinear splitting and infrared emission are

typically related to divergent matrix elements in perturbation theory. The divergences cancel out

only if jets are reconstructed with a IRC safe algorithm.

The experiments at LHC, including CMS, run the anti-kT algorithm [53, 54] to reconstruct jets

in physics analyses, which is IRC safe. The anti-kT algorithm is a sequential recombination

algorithm. In this algorithm, the following distance measure is computed for all the possible

particle pairs in an event:

(2.5) di j =min(p−2
T,i, p−2

T, j)
∆R2

i j

R2 ∆R2
i j = (ηi −η j)2 + (φi −φ j)2

where i and j are the two particles in the pair and R is a configurable parameter that determines

the maximum radius of a jet. In addition, for each particle i the distance measure:

(2.6) dself = p−2
T,i

is obtained. The minimum of all di j and dself is then found. If it is di j, the corresponding particles

i and j are removed from the particle list, combined into a new object, and the resulting entity

treated as a particle. If it is dself, the object corresponding to it is considered to be a jet and

removed from the list of particles. Finally, all the di j and dself are recomputed on updated list of

particles and the previously described prescription applied again based on the new minimum

distance. This procedure is run until no particles remain. The CMS experiment typically sets

R = 0.4; this configuration of the anti-kT algorithm is often referred to as AK4.

2.3 The signals

In this section a few interesting signals at the LHC will be presented. Emphasis will be put on

features that can be exploited in the trigger to help distinguish these signals from the background

minimum bias interactions.

2.3.1 Electroweak physics

The electroweak theory provides a unified description of the electromagnetic and weak force.

Predictions of the theory have always been in agreement with experiments [34]. Increasing the

precision of the measured observables is fundamental in order to look for small deviations from

their expected values in the theory. Disagreements with experimental data could be caused by

physics not included in the standard model, which will be referred to as new physics (NP).

For instance, precision measurements of the properties of the electroweak bosons W and Z and

their couplings is an important branch of activity at LHC. These bosons leave a unique signature

in the detector which can be used in the trigger, as their visible decay products typically have

higher momentum than the particles produced in minimum bias interactions. For instance,
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Figs. 2.8(a) and 2.8(b) show the pT distribution of electrons in leptonic decays of W bosons atp
s = 100 TeV generated by Pythia v8.223 and a breakdown of the inclusive pT distribution of

muons measured by the CMS experiment at
p

s = 7 TeV, respectively. Both W and Z objects tend

to produce electrons and muons with pT higher then that observed in minimum bias events. For

instance, most of the reconstructed muons above 30 GeV appear to be produced by W and Z

boson decays [55]. Therefore, it is possible to trigger on these events and reject minimum bias

interactions by applying a pT threshold to electrons and muons.

(a) pT distribution of electrons in 1000 W → eνe events atp
s = 100 TeV (b) Breakdown of the inclusive pT distribution of

muons

Figure 2.8: Distribution of the pT of electrons in 1000 W → eνe events at
p

s = 100 TeV and
breakdown of the inclusive pT distribution of muons in CMS at

p
s = 7 TeV. Figure (b) was taken

from Ref. [55].

2.3.2 Higgs sector

The Higgs boson is a scalar boson whose field is responsible for giving masses to the particles of

the standard model [34], while retaining the renormalisability of the model. Renormalisation is a

procedure that absorbs in observable parameters infinities appearing in perturbative expansions

of quantum field theories. A theory is considered renormalisable when the number of parameters

required to absorb all the possible infinities of the theory is limited. Renormalisability is funda-

mental in order to have a theory able to produce useful predictions.

The Higgs field is a complex scalar field. Due to the electroweak symmetry breaking mechanism,

the vacuum expectation value (VEV) of the Higgs field is non-zero at energy below the electroweak

symmetry breaking scale, ∼ 100−200 GeV. Masses in the SM arise from the coupling of the parti-

cles of the model to the Higgs field. The Higgs boson can interact with all the massive particles,

including the boson itself, with a coupling directly proportional to particle mass. Figure 2.9 shows

the coupling of fermions and weak bosons measured by the CMS experiment.
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The discovery of the Higgs boson [57, 58] is the greatest achievement of LHC experiments at the
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Figure 2.9: Coupling of fermions and weak bosons compared to SM prediction measured by the
CMS experiment. Taken from Ref. [56].

time of writing. Measuring its decays and couplings, and comparing them to SM is of fundamental

importance, as deviations from the predictions could be a sign of NP. Figure 2.10 displays the

four dominant production channels of the Higgs boson. Each channel features a peculiar topology

that can be exploited to trigger on.

The Higgs boson physics programme has strongly driven the design of detectors at LHC and

FCC-hh. Figure 2.11(a) shows the η distribution of the most forward lepton in events containing

a Higgs boson produced via gluon fusion and decaying into four leptons; Fig. 2.11(b) displays the

η distribution of the most forward jet in events containing a Higgs boson produced via vector

boson fusion. Reconstructing all the four leptons produced by a Higgs boson decay is necessary in

order to successfully reconstruct the boson. Higgs boson production via vector boson fusion is

typically associated with jets in the two opposite ends in η, collinear with the collision axis. This

is a unique signature that can be detected by reconstructing the two jets in a jet trigger, provided

that detectors have sufficient η coverage. The forward hadron subdetector of the CMS experiment

covers the 3 < |η| < 5 range [26]; a detector covering up to |η| = 6 is being studied for FCC-hh,

which corresponds to an inner radius of 8 cm at a distance of 16.6 m from the interaction point in

the direction of the beam pipe [3].

Higgs boson pair production is another important measurement at LHC. The self-coupling of

the boson can be measured through this process, which provides a probe into the shape of the
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(a) Gluon fusion
(b) Higgsstrahlung

(c) Associated tt̄ -Higgs

(d) Vector boson fusion

Figure 2.10: Feynman diagrams of the dominant production channels of the Higgs boson.

(a) Most forward lepton in a Higgs boson decay
into four leptons

(b) Most forward jet in vector-boson fusion Higgs
boson production

Figure 2.11: Comparison between proton interactions at
p

s = 14 TeV and 100 TeV of the
pseudorapidity distributions of two Higgs boson production modes. The products are significantly
more distributed towards the forward region of the detector at higher energy. Taken from Ref. [59].
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Higgs potential and, consequently, the spontaneous symmetry breaking mechanism. This pro-

cess, however, has an extremely low cross section, around 30 fb at
p

s = 13 TeV [60], requiring

large integrated luminosity for its observation. Obtaining a measurement of this process is an

important goal of the HL-LHC and FCC-hh experiments.

2.3.3 New physics

The standard model has passed all experimental tests it has been confronted with so far, with

an excellent level of agreement between theory and data. The model appears to be complete,

as it does not predict any new fundamental particle or physics process. However, there are

phenomenon in the universe that the model is not able to explain:

Gravity: the model does not include any quantum-level description of the gravitational force.

Dark matter: data from the rotational speed of visible matter galaxies shows a discrepancy

between the tangential velocity and the observed luminous matter, as galaxies appear to

rotate faster than expected. This discrepancy can be solved by introducing a new type of

non-luminous matter, which does not couple to the electromagnetic force, but that interacts

gravitationally called dark matter. The only particle in the standard model that fits with

the properties of the dark matter is the neutrino. However, neutrinos appear to be too light

to enable formation of structures like stars, and can only represent a portion of the dark

matter in the universe [61].

Matter-antimatter symmetry: most of the processes in the SM produce matter and antimatter

in equal measure. However, matter is predominant in the universe. Charge conjugation-

parity (CP) asymmetry has been observed in the weak sector of SM in the quark mixing,

which causes certain decays to prefer matter over antimatter. The contribution from

these CP-violating processes, however, appears to be too small to completely explain the

prevalence of matter over antimatter [61].

Neutrino mass: neutrino oscillations demonstrate that neutrinos have a very small, but non-

zero, mass, with the heaviest mass ∼ 100 meV. Mass terms can be implemented in the

standard model via a coupling with the Higgs boson, however the model can not explain

why the masses of these particles are so small compared to the other constituents of the

model.

Hierarchy problem: the mass of the Higgs boson is susceptible to quantum corrections of

energy scale up to the Planck mass mP ∼ 1019 GeV. These corrections are induced by

fermion loops and should cause the Higgs boson to have a much higher mass than observed.

An explanation for this is that some numerical cancellation between the Higgs bare mass

and the quantum corrections happen to balance out. This is considered to be unnatural as
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it would require a fine tuning between the corrections and the bare mass terms in order to

return observed Higgs boson mass.

Many theoretical extensions to the SM were proposed in order to address these issues. A popular

model is supersymmetry (SUSY). Supersymmetry introduces a new supersymmetric partner

for each particle in the standard model. The spin of the supersymmetric particles differs from

that of their counterparts by half integer, therefore each fermion in the SM has a boson as a

supersymmetric partner, and vice versa. The R quantum number is introduced in SUSY: SM

particles have R = 1 and SUSY particles have R =−1. The R number is conserved in some SUSY

models, therefore the lightest SUSY particle (LSP) is stable and has the properties required in

order to be a dark matter candidate. The supersymmetric particles add new boson loop corrections

to the Higgs boson mass that have opposite sign of that of the standard model counterparts. The

two corrections can balance out if the masses of the supersymmetric bosons are light enough,

thus restoring naturalness to the Higgs boson mass.

No experimental evidence of SUSY has been found so far. In SUSY theories where R is conserved,

if a heavy supersymmetric particle is produced, it is expected to generate a decay chain ending

with the LSP production, shown in Fig. 2.12(a). The decay chain typically leaves a number of

hadron jets and leptons, and a pT imbalance (pmiss
T ) associated to the LSP, which does not

interact with the detector. A trigger on the total scalar sum of the pT of all jets (HT ) can be used

to provide a robust trigger on this signal that is independent of the number of jets in an event.

This trigger can be used in combination with a pmiss
T trigger.

Mono-jet searches are model-independent searches for dark matter particles. If the process

producing dark matter particles recoils against a jet, a signature with a jet and pmiss
T is expected.

An example of a mono-jet process is shown in Fig. 2.12(b): a neutral mediator, Z′, decays into a

pair of “invisible” dark matter particles recoiling against a gluon, which produces an hadron jet.

Jet triggers are crucial in selecting these events.

2.4 Summary

The standard model describes the way all fundamental particles interact via the strong, weak,

and electromagnetic forces. Quarks and gluons have colour charge and can interact via the

strong force, modeled by the QCD theory, which is carried by gluons. The strong force has the

largest coupling in the model at the interaction energy at which it is typically studied. Processes

mediated by this force typically have the highest cross sections at hadron colliders. Non-diffractive

scattering between protons, often referred to as minimum bias events, is the main background

at hadron colliders that triggers must usually reject. Products of minimum bias events have

typically low pT and are uniformly spread over the η range, i.e. are denser closer to the beam

pipe. Hadron jets are groups of particles centred around a common axis originating from a quark

or a gluon produced in an interaction. The anti-kT algorithm with R = 0.4 is the hadron jet
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(a) SUSY decay chain

(b) Monojet search

Figure 2.12: Examples of two new physics signatures: a SUSY decay chain and a monojet process
associated with dark matter particles. Figure (a) is taken from Ref. [62]; Figure (b) is taken from
Ref. [63].

reconstruction algorithm used by the CMS experiment.

Signals associated to electroweak physics, Higgs boson, and new physics are of particular interest

at the LHC. These signals typically have unique pT distributions and topologies that allow the

trigger to distinguish them from the minimum bias background.
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3
THE LHC AND CMS EXPERIMENTS

A brief overview of the LHC and CMS experiment and their upgrade for the high-luminosity

phase will be presented in the first half of this chapter. In the second half the upgrade

of the level-1 trigger of the CMS experiment in preparation for the HL-LHC upgrade

will be introduced. Emphasis will be put on the particle flow triggers as the original work of this

thesis, presented in Chapters 4 and 5, relies on the output of this algorithm.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) experiment [24, 64] is a circular proton-proton collider built

at CERN in Geneva, Switzerland. At the moment of writing, the LHC is the largest and most

powerful particle accelerator ever built. The collider is 27 km long and is located at the border

between France and Switzerland. The LHC is able to accelerate protons up to an energy of

7 TeV, corresponding to a maximum centre-of-mass energy
p

s of 14 TeV. The design Linst is

1034 cm−2 s−1. The first run of the LHC started in 2009 and ended in 2013. Until 2012, the

accelerator operated at
p

s = 7 TeV; the energy was then raised to
p

s = 8 TeV. The instantaneous

luminosity was progressively increased up to 1.2×1034 cm−2 s−1 over Run 1, and during Run-2

to Linst =2×1034 cm−2 s−1 , corresponding to an average pile-up (〈PU〉 ), the average number of

simultaneous proton-proton interactions per bunch crossing, of 50. This was an excellent result

as the instantaneous luminosity exceeded the LHC design value. The centre-of-mass energy was

also increased to
p

s = 13 TeV during Run-2, in order to directly search for high-mass resonances

and raise the cross-section of interesting physics processes.

Four main experiments are located at four interaction points, shown in Figure 3.1. The ATLAS [25]

(A Toroidal LHC ApparatuS) and CMS [26] (Compact Muon Solenoid) experiments are located at
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Figure 3.1: Overview of the the LHC experiments, taken from Ref. [65].

interaction point 1 and 5, respectively. They are general-purpose experiments that are designed

to detect a wide range of physics processes, ranging from electroweak physics measurements to

searches for new particles predicted by supersymmetric models. The LHCb [27] experiment is

located at the interaction point 8; its physics goal is to study b quark physics and CP symmetry

violations. Finally, the interaction point 2 hosts the ALICE [28] experiment which investigates the

properties of the Quark-Gluon Plasma (QGP), a state of matter that manifests itself at extremely

high temperature and density. Quark-gluon plasma is obtained at LHC by colliding lead ions in

dedicated LHC fills.

3.1.1 The high-luminosity upgrade

By the end of Run-3, the ATLAS and CMS experiments are expected to collect around 300 fb−1

each. At this stage, carrying operations at the instantaneous luminosity of 2×1034 cm−2 s−1 will

not produce a significant statistical gain on a reasonable timescale. For instance, it is expected

that the running time required to halve the statistical error of a given measurement after Run-3
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will be over ten years, if the instantaneous luminosity is left unchanged [66]. Consequently,

at the end of 2027, the LHC will enter the high luminosity phase, which is referred to as HL-

LHC [66]. In this phase the instantaneous luminosity will be increased to 5×1034 cm−2 s−1 ,

corresponding to 〈PU〉 = 140. In addition, the instantaneous luminosity is planned to further

increase to 7×1034 cm−2 s−1 over the years, reaching 〈PU〉 = 200. The extremely high volume

of collisions will enable the ATLAS and CMS experiments to record an integrated luminosity

between 3000 and 4000 fb−1 each. The large dataset will be used to perform high-precision

measurements of the standard model and probe increasingly rare new physics phenomena.

To achieve higher luminosity, a large redesign of the CERN’s accelerator facilities, such as

the injector systems, the kicker and the cryogenics, will be required. In addition, all the LHC

experiments will undergo a major upgrade program, which will enable the experiments to

maintain sensitivity to interesting physics processes despite the much higher pile-up background.

3.2 The CMS experiment

The CMS detector is located in Cessy (France) at the intersection point 5 of the LHC. A diagram

of the Run-1 CMS detector is displayed in Fig. 3.2. CMS is a quasi-hermetic, general-purpose

Figure 3.2: Cross-section of the Run-1 CMS detector. Taken from Ref. [67].

detector that covers the entire azimuthal angle φ and pseudo-rapidity η between -5.2 and 5.2. The

large solid angle coverage and variety of complementary subdetectors enable CMS to measure a

broad range of physics phenomena. Subdetectors are installed in a layered structure where each

layer serves a specific function. The layers can be summarised from the inside out as:
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Silicon tracker: identifies interaction vertices, reconstructs the tracks of charged particles,

whose bending radius due to the magnetic field is used to obtain the associated particle’s

charge and momentum.

Electromagnetic calorimeter (ECAL): measures the energy of photons and electrons, and

contributes to the reconstruction of the charged hadrons.

Hadron calorimeter (HCAL): measures the energy of charged and neutral hadrons.

Superconducting solenoid: produces a 3.8 T magnetic field in the inner part and a 2 T field

in the flux return yoke that is used to bend the tracks of charged particles.

Muon chambers: measures the tracks of muons and their momentum in synergy with the

silicon tracker.

CMS will be upgraded in view of the HL-LHC upgrade. The upgraded detector is referred to as

Phase-2 CMS, in contrast to Phase-1, which is the detector used in Run-2, and Run-3 of LHC.

Phase-2 CMS will retain the same layered structure. Many subdetectors will be replaced or

upgraded in order to maintain the same reconstruction performance under more demanding

pile-up conditions. Most of the electronics front-end and back-end will be upgraded to cope with

the increased data rates. In the following sections, both Phase-1 and Phase-2 versions of each

CMS layer will be briefly presented.

3.2.1 Silicon tracker

The silicon tracker [68] is used to obtain the tracks of charged particles and infer their momen-

tum and charge. It also identifies the primary vertex. The Phase-1 silicon tracker provides good

performance up to |η| = 2.5. The tracker is composed of two different subdetectors of finer granu-

larity as they approach the interaction point in order to maintain the same track reconstruction

performance as the particle density increases. The inner subdetector employs pixel detectors;

each pixel is 100×150 µm2 big in the φ×η directions. Micro strip silicon detectors surround the

pixel detectors; the size of each strip increases with distance from the beam pipe.

The Phase-2 upgrade of the tracker [69] will be able to build tracks of particles up |η| = 4. The

inner sector of the tracker will be equipped with silicon pixels 25×100 µm2 or 50×50 µm2 big in

φ×η. The outer tracker will be composed of silicon strip pairs, and will be able to provide track

stubs built from hit doublets to the trigger. In order to reduce data rates, only stubs above a

specific pT threshold will be sent out. The selection is performed via modules called “pT modules”.

A schematic of how the filtering is applied is shown in Fig. 3.3: for each hit, an acceptance

window, marked in green in the picture, is created in the second layer; stubs whose second hit is

found within the window are considered to have pT higher than the threshold and sent out. The

magnetic field bends the tracks of charged particles; a narrow window corresponds to a higher pT

threshold. A pT threshold of 2 GeV is sufficient to reduce data rates by an order of magnitude
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Figure 3.3: Illustration of stub selection by a pT module. Taken from Ref. [69].

and fit in the bandwidth limits of the system [69].

3.2.2 Electromagnetic and hadron calorimeters

The calorimeters provide an energy measurement of photons, electrons, and charged and neu-

tral hadrons up to |η| = 5. The barrel, endcap, and forward calorimeter respectively cover the

0< |η| < 1.479, 1.479< |η| < 3, 3< |η| < 5 ranges.

The barrel and endcap ECAL [70] are equipped with scintillating PbWO4 crystals of size

0.0174×0.0174 in η×φ. Crystals in PbWO4 were chosen as an active material for their ra-

diation resistance, density (8.28 g/cm3), radiation length (X0 = 0.89 cm), and Molière radius

(2.2 cm). These properties altogether ensure that ECAL is able to contain and measure an elec-

tromagnetic shower in a confined space. In addition this material produces around 80% of the

scintillation photons within 25 ns, providing good time resolution.

The barrel and endcap HCAL [71] is a sampling calorimeter composed of alternating layers of

plastic scintillators and brass, which was chosen as an absorber material due to its non-magnetic

properties. The forward hadron calorimeter (HF) uses quartz fibers and steel absorbers to mea-

sure the energy of hadrons via the Cherenkov effect.

The endcap calorimeter will have absorbed a significant amount of radiation by the start of

HL-LHC operations and will be replaced by the High Granularity Calorimeter (HGCAL) [72]

in the Phase-2 upgrade. HGCAL is a sampling calorimeter with a fine segmentation in both

longitudinal and transverse direction, enabling accurate 3D positioning of energy deposits. A

cross section of the upgraded endcap calorimeters is displayed in Fig. 3.4. The subdetector is

divided into electromagnetic and hadron sections. The former is composed of 28 absorber layers

in tungsten and copper alternating with silicon as active material; the latter consists of 12

absorbers layers in brass and copper interleaved with silicon sensors in the front section, and

highly-segmented plastic scintillators in the rear section.

The reconstruction performance of the CMS detector will greatly benefit from the high granularity

information. The high-density of the calorimeter will cause showers to be contained in a small
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Figure 3.4: Longitudinal cross section of HGCAL. The electromagnetic section is labelled with
CE-E, the hadron section with CE-H. The green area employs silicon detectors and the blue one
makes use of plastic scintillators. Taken from Ref. [72].

region, which is fundamental in order to prevent overlap between energy deposits coming from

different objects in the congested environment of the HL-LHC. The longitudinal and transverse

structure of the energy deposits will be used to discriminate between electromagnetic showers,

taus, jets and pile-up.

3.2.3 Muon chambers

The muon chambers [73] employ gaseous detectors to reconstruct tracks of muons exiting the

inner part of the detector. Muons are minimum ionising particles that do not get stopped by

the detector. Therefore, their momentum is obtained from the curvature of the track left in the

tracker and the muon chambers. A magnetic field strong enough to produce a measurable effect

on tracks outside the solenoid is ensured by a iron yoke, in which the muon chambers are located.

The yoke also serves the purpose of containing the magnetic field. The barrel muon chambers,

covering up to |η| = 1.1, employ drift tubes (DT) and resistive plate chambers (RPC). The endcap

muon chambers cover the 1.4< |η| < 2.4 range and consist of RPCs and cathode strip chambers

(CSC).
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Three main upgrades to the muon detectors are expected for the Phase-2 of the experiment [74].

The existing muon detectors will be upgraded for longevity. Gas electron multiplier (GEM) detec-

tors will be added in the endcap region for redundancy and to improve the track reconstruction

performance [75]. The coverage of the endcap muon detector will be extended up to |η| ≈ 3.

3.3 The Level-1 Trigger

The level-1 trigger (L1T) of the CMS experiment will be presented in this section. A short overview

of the entire architecture of the trigger system will be given. The L1T system used during in the

Phase-1 of the CMS experiment will be then introduced. The Phase-2 upgrade of the system will

be described, with particular attention to the particle flow implementation.

3.3.1 Overview of the CMS trigger system

Figure 3.5 shows a diagram of the CMS trigger system [76, 77]. Data produced by the detector

Figure 3.5: Diagram of the CMS trigger system. Taken from Ref. [77].

every bunch crossing is digitised and stored on front-end pipelines. A subset is processed to

produce trigger primitives (TPs). TPs are used to build a coarse granularity version of the event

that requires less bandwidth and can be sent every bunch crossing to the level-1 trigger. Within a

few µs the L1T analyses the TPs on electronic boards, and issues an accept or reject signal to
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the front end buffers. The decision on whether to accept or reject an event is based on a trigger

menu, i.e. a set of algorithms that define the criteria for which an event is considered interesting.

An accept signal causes the front end buffer to send the full-event data to the event builder

network. The event builder network collects data from all the detector data sources and combines

them together to form a single event entity that is sent to the CMS computing services. Here, a

high-level trigger (HLT) runs offline reconstruction algorithms on a computing cluster. A set of

progressive filters is run in order to further select events in the time scale of a second on average.

Finally, events accepted by the HLT are sent to the CERN computing centre and stored for offline

analysis.

3.3.2 The Phase-1 Level-1 Trigger

The Phase-1 level-1 trigger was commissioned in 2015 and 2016, upgrading the Run-1 L1T

in order to maintain the Run-1 physics acceptance at the increased luminosity and rates of

Run-2 [78]. The system consists of around 100 hardware boards that process around 5 Tb/s of

data. This information is used to reduce the detector readout rate from 40 MHz to a maximum of

100 kHz. The system must complete processing of an event within 3.8 µs, determined by the size

of the front end buffer, and be ready to process new data every 25 ns.

3.3.2.1 Architecture

A diagram of the architecture of the Phase-1 L1T is displayed in Fig. 3.6. The system is split in two

separate sections, one processing inputs from the muon systems and one from the calorimeters.

The muon trigger is organised in three different subsystems, each one processing muon hits in

a specific η range. The barrel muon track finder (BMTF) find tracks in the |η| < 0.8 region of

the detector, where muons only hit the DTs and RPCs in the barrel. The overlap muon track

finder (OMTF) processes data in the 0.8 < |η| < 1.25 region, which corresponds to the overlap

between the barrel and the endcap muon detectors. The endcap muon track finder (EMTF)

reconstructs muon tracks in the |η| > 1.25 range, corresponding to the area uniquely occupied by

the endcap muon detectors. Muon tracks are found by running pattern matching algorithms. A

new algorithm, based on a Kalman filter [79], will be deployed in the BMTF for Run-3 of CMS,

improving the reconstruction performance in the corresponding η range.

The calorimeter trigger receives calorimeter towers, i.e. energy deposited in a group of ECAL

crystals and the HCAL tower behind them. The calorimeter trigger is organised in a two-layer

structure and uses time-multiplexing to process data from a single event in a single board [80].

An example of time multiplexing is shown in Fig. 3.7. In a time multiplexed trigger of period N, a

multiplexing layer sends data from every N-th event to a specific board. In order to constantly

process new events, N boards are required. Data from consecutive events are sent to consecutive

boards in a round-robin fashion. In the calorimeter trigger, a time multiplexing period of 9 is

used. The first layer serves as a multiplexing stage. The second layer finds calorimeter objects
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Figure 3.6: Architecture of the Phase-1 L1T. Taken from Ref. [78].

and computes energy sums, e.g. hadron jets and pmiss
T . The output is sent to a demultiplexing

stage which takes care of sorting the objects and transmitting those with highest energy to the

global trigger.

The global trigger (GT) runs a set of selection requirements called the “trigger menu”. These

selections range from single-object pT thresholds to complex object correlations involving several

trigger objects. The GT can run up to 512 selections in parallel. In the final stage, the GT computes

a final logical OR on the output of all selection criteria to determine whether to issue an accept

signal.

3.3.2.2 Technologies

The Phase-1 L1T consists of a pipeline of electronic boards that communicate with each other

via high speed optical links. This is required in order to fit into the latency and bandwidth con-

straints of CMS. High-throughput algorithms are run on FPGAs, integrated circuits that can be

programmed in the field after production. FPGAs contain configurable logic blocks (CLBs), digital

signal processors (DSPs), and memory blocks. A diagram of a simple four-input CLB is shown

in Fig. 3.8: configurable logic blocks contain look-up tables (LUTs) and flip-flops (FFs). LUTs

are volatile memory units that are configured only once during the initial FPGA programming
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Figure 3.7: Example of time multiplexing with a period of 7. A multiplexing layer sends every
seventh event to a specific board. In order to constantly process data consecutive events are
distributed to consecutive boards in a round-robin fashion, requiring for seven boards in total to
keep processing new data. Taken from Ref. [81].

Figure 3.8: Diagram of a simple configurable logic block with four inputs. Taken from Ref. [82].
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stage. They are typically used to implement combinatorial logic by loading the corresponding

truth table into memory. FFs are devices able to store a logical bit and are typically used to

store and synchronise data at the end of a clock cycle. High-end FPGA such as the Xilinx Virtex

Ultrascale FPGAs, contain powerful CLBs consisting of eight 6-input LUTs and 16 FFs [83]. DSP

cores are units typically used to process digital signals. They can perform a variety of arithmetic

and logic operations, e.g. multiplications. Complex algorithms can be implemented on FPGAs

by programming and connecting its components to form a circuit performing the logic of the

algorithm. FPGAs have the processing power advantages of a circuit and can be reprogrammed

at any time, enabling bugs to be fixed or additional features to added at a later stage.

Standardisation is paramount in the L1T design in order to limit maintenance costs. Its hardware

boards are based on the µTCA (Micro Telecommunications Computing Architecture) standard [84].

A generic and flexible processing element was obtained by equipping boards with a large number

of high-bandwidth input/output links and large FPGAs (Xilinx Virtex 7). Based on this model,

three board variants were implemented, each one optimised for a specific task:

Calorimeter Trigger Processor v7 (CTP7): a card optimized for data sharing within a single

crate. Designed for the calorimeter layer-1, where data exchange in the same crate is

required to prepare data for time multiplexing.

Master Processor v7 (MP7): a card optimized for data processing and sharing via a large

number of optical inputs and outputs. Designed as a generic data processing board for a

variety of applications.

Muon Track Finder v7 (MTF7): a card with large look-up tables optimized for the muon

trigger, where large memory banks are required to store information necessary to correctly

reconstruct muon tracks.

3.3.3 The Phase-2 Level-1 trigger

The Phase-1 L1T is expected to have an accept rate of 1500 kHz if the same trigger menu and

algorithms are kept at Linst = 5×1034 cm−2 s−1 [85]. This rate would increase to 4000 kHz at

Linst = 7×1034 cm−2 s−1 . It is impossible for the CMS detector to operate and successfully acquire

data under these conditions without raising the trigger thresholds and critically compromise

its physics reach. The main objective of the Phase-2 upgrade of the L1T is to maintain and

potentially expand the physics acceptance of the CMS experiment at the higher luminosity

conditions of HL-LHC while remaining within the bandwidth limits of the detector. This is

achieved by introducing in L1T a track trigger and high granularity 3D TPs from HGCAL [31],

which drastically improve the reconstruction performance of the system. In addition, the readout

of the pre-existing subdetectors is upgraded to handle higher L1T accept rates. The Phase-2 L1T

consists of around 500 boards that analyse an input data rate of 50 Tb/s. The maximum accept

rate will be increased to 750 kHz and the maximum latency to 12.5 µs. These improvements
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enable the Phase-2 L1T to maintain a physics acceptance similar to the Phase-1 system with an

accept rate of 260 and 500 kHz at an instantaneous luminosity of 5×1034 and 7×1034 cm−2 s−1 ,

respectively [85].

The Phase-2 L1T is able to compute two types of objects:

Standalone objects: objects reconstructed by using data from a limited set of subdetectors, e.g.

from only the calorimeters;

Particle flow objects: objects found using the particle-flow (PF) algorithm [86], further details

on the algorithm will be given in Section 3.3.3.3

The redundancy enables the L1T to be more robust in case of issues. Having track information

enables the system to run the pileup per particle identification (PUPPI) algorithm [87] for pile-up

subtraction, making PF objects extremely resilient to the harsh pile-up conditions of HL-LHC.

The PUPPI algorithm will be briefly presented together with PF algorithm in Section 3.3.3.3.

3.3.3.1 Architecture

The diagram in Fig. 3.9 represents the architecture of the Phase-2 L1T system. Three main

Figure 3.9: Architecture of the Phase-2 upgrade of the CMS L1T. Taken from Ref. [31].

branches receive and process inputs from a set of subdetectors. The calorimeter trigger receives
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input from the barrel ECAL and HCAL, the HGCAL, and HF. The barrel calorimeter trigger

(BCT) combines data from the barrel calorimeters to form clusters. Clusters from the BCT are

sent together with HGCAL clusters, which are computed by the HGCAL backend, to the global

calorimeter trigger (GCT). The GCT computes calorimeter-only standalone objects and energy

sums.

The muon trigger is organised, as in the Phase-1 system, in barrel, overlap, and endcap muon

track finder. The global muon trigger (GMT) receives standalone muons and muon tracks. The

GMT removes muon duplicates and misreconstructed muons. In addition, it computes track-

matched muons by matching tracks in the muon chambers to the ones in the tracker. Tracks are

matched by propagating the trajectory of particles in the tracker to the muon chambers.

The global track trigger (GTT) receives tracks that are computed by the tracker backend. It

identifies the primary vertex in an event and computes hadron jets and energy sums only using

the received tracks.

The three branches send their standalone objects to the global trigger (GT). Tracks, clusters,

muons, and the primary vertex position are transmitted to the correlator trigger (CT). The CT is

at the centre of the Phase-2 L1T and reconstructs objects with the PF algorithm using inputs

from all subdetectors. The subsystem can also run the PUPPI algorithm to subtract pile-up.

Further details will be given in Section 3.3.3.2.

Finally, the GT receives objects from the GCT, GMT, GTT, and CT and runs a trigger menu to

make a decision on whether to accept the event.

3.3.3.2 The correlator trigger

The CT combines inputs from all the trigger subsystems to obtain the best possible reconstruction

performance in the L1T. The system is organised in two layers, both using time multiplexing

with a period of six bunch crossings. The first layer reconstructs single particles and subtracts

pile-up using the PF and PUPPI algorithms. It is composed of 36 boards, six of them processing a

single event in parallel. The |η| < 3 range of each event is split in regions; each board processes

a set of regions. Particle flow and PUPPI in the 3 < |η| < 5 range, which is not covered by the

tracker, are run in the GCT and the output sent to the first layer of the CT. These objects are

then forwarded to the second layer together with the objects found in the |η| < 3 range.

The second layer reconstructs trigger objects from particles found by the first layer and consists

of 30 boards, five of them processing a single event. Each card receives the full list of PF inputs

found in the first layer and finds a specific set of objects. The organisation of the algorithms

has not been defined, at the moment of this writing. It is expected, however, that the hardware

resources will be enough to easily accommodate the following algorithms:

1. Jets

2. Energy sums
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3. Taus

4. Electrons and photons, with and without isolation

5. Muons using particle flow, with and without isolation

It is likely that even after implementing these algorithms there will be space to implement

additional features, if required. Objects found by each board type are sent to the GT for the final

decision.

3.3.3.3 The particle flow and PUPPI algorithms

The particle flow algorithm [86] reconstructs individual particles in an event by using an opti-

mized combination of all subdetector information. The PF algorithm has been adopted by CMS

as the flagship offline reconstruction algorithm. The Phase-2 L1T upgrade will introduce high

granularity information from calorimeters and tracks that will enable an implementation of a

similar algorithm in the L1T for the first time.

Particles are identified by the PF algorithm as either electrons, photons, charged hadrons, neutral

hadrons, or muons based on the unique signature left in the detector. Figure 3.10 summarises

how each particle type interacts with the CMS detector: electrons produce tracks in the tracker

and deposit their energy in the ECAL; photons do not leave a track and interact with the ECAL;

charged and neutral hadrons leave most of their energy in the HCAL, the former also interacts

with the tracker; muons are minimum ionising particles and are the only ones that can reach

and interact with the muon chambers, in first approximation. The PF algorithm computes the

particle direction and energy based on the object type.

The initial step of the PF algorithm is muon identification. Track-matched muons found in the

GMT are promoted to PF muons and their track removed from further processing. Energy clusters

in the calorimeter are, then, computed and classified using machine learning techniques in either

electromagnetic, hadronic or from pile-up interactions based on their shape, energy, and ratio

between energy in the electromagnetic and hadron section of the calorimeter. These clusters will

be referred to as particle flow clusters. PF clusters of electromagnetic type are associated to

nearby tracks. Based on the pT difference between PF clusters and the relative tracks, clusters

can be tagged as electrons, overlapping electrons and photons, or be ignored if they appear to be

produced by an hadron shower initiating in the ECAL. Remaining electromagnetic PF clusters

that have no nearby tracks are classified as photons, while those with an associated track are

merged with the hadronic-type PF clusters to form new hadronic clusters. These clusters are

matched to tracks that are in the vicinity if they have compatible pT . Hadronic clusters with

an associated track are labelled as charged hadrons, otherwise as neutral hadrons. In the HF,

where no tracks are available, every PF cluster is classified as either photon or neutral hadron

based on the type.

PUPPI removes particles coming from pile-up vertices by using information on the primary
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Figure 3.10: Transverse slice of CMS showing how different particles interact with the detector.
Taken from Ref. [88].

vertex received from the global track trigger. Charged particles not originating from the primary

vertex are removed. The momentum of neutral particles is scaled based on the probability to

originate from the primary vertex. This probability is computed for each neutral particle based

on its pT , and the pT and distance of all charged particles within a cone of a specific radius

from the neutral one. In the forward section of HGCAL and HF, which are not covered by the

tracker, every particle is treated as a neutral particle. A probability similar to the previous one is

computed based on all the particles surrounding the one under consideration, instead of only the

charged ones. The particles obtained from the PF and PUPPI algorithm will be referred to as

particle flow candidates.

3.3.3.4 Technologies

The newest technologies were used in the Phase-2 upgrade to design a reduced set of generic

boards able to serve a large variety of uses. Boards will follow the ATCA (Advanced Telecommu-

nications Computing Architecture) standard [89] and will be equipped with large FPGAs and

high-speed optical links. Serenity and Advanced Processor, shown in Fig. 3.11 are the two main

R&D hardware platforms that are being studied. Both are equipped with around 100 optical links

running up to 28 Gb/s. Xilinx VU9P FPGAs are being considered as main processing component

for both boards.

Serenity is the hardware platform on which the jet trigger presented in Chapters 4 and Chap-

ters 5 was developed. It is a flexible and modular data-processing board that hosts FPGAs via

daughter cards. This solution enables a large variety of FPGAs of different form factors to be used,
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(a) Serenity (b) Advanced Processor

Figure 3.11: Pictures of the Serenity and Advanced Processor prototype boards. Courtesy of the
Serenity and Advanced Processor consortiums.

as daughter cards can be adapted to match the application requirements, and prevents FPGAs

from being damaged during manufacturing and testing of the motherboard. The motherboard pro-

vides services such as power, clock, and interfaces to the optical links, and hosts a CPU via a COM

Express type-10 computer-on-module [90] for higher-level control and monitoring of the device.

An Artix-7 FPGA on the motherboard interfaces the control CPU to the on-board components.

The board control and monitoring system is provided by the SMASH (Serenity MAnagement

SHell) framework which is configurable in order to adapt to the different hardware configurations.

The EMP framework (Extensible Modular (data) Processor framework) [91] provides access to

board services, such as optical links, memory buffers, or clock, to the algorithms loaded on the

processing FPGA. The framework provides a general and configurable firmware infrastructure

that simplifies development of trigger algorithms. The setup separates data processing and board

infrastructure firmware, allowing developers to focus only the former.

3.4 Summary

The high-luminosity upgrade of the LHC will collide protons at
p

s = 14 TeV and Linst 5×
1034 cm−2 s−1 . The CMS experiment will be upgraded to retain its physics sensitivity despite

the larger background. The level-1 trigger will be completely replaced by a new system equipped

with large FPGAs and high-speed optical links running up to 28 Gb/s. The system will receive

fine granularity inputs from the calorimeters, and tracks from the tracker and muon chambers.

The correlator trigger is a subsystem of the L1T that will run the particle flow algorithm to
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identify single particles in an event and powerful pile-up subtraction techniques to reject those

not produced in the hard interaction vertex.
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4
DESIGN AND STUDY OF A JET AND SUM TRIGGER ALGORITHM

As presented in the previous chapter, the goal of the Phase-2 upgrade of the L1T of the

CMS detector is to be able to maintain and potentially expand the physics reach of

the experiment at an instantaneous luminosity which is 3-4 times larger than at LHC.

The new system uses state-of-the-art hardware to process a large volume of high-granularity

inputs. The improved granularity and hardware enables a variety of powerful and sophisticated

algorithms to be run, such as particle flow [87]. At the time of this work, some of these algorithms

were being studied and developed, others were still to be. In particular, an algorithm to reconstruct

hadron jets and compute the pmiss
T and HT energy sums from the particle flow inputs was not

available. Until then, most of the trigger upgrade studies were performed by running the AK4

algorithm on the particle flow inputs, as a proxy for an actual jet trigger algorithm. In this

chapter, the design and performance of a jet and sum trigger algorithm for the upgrade of the

CMS Phase-2 L1T will be presented.

An overview of how a trigger algorithm is developed will be first described in Section 4.1. The

Phase-1 jet and sum algorithm, which is not part of the original work of this thesis and was used

as a basis, will be presented in Section 4.2. The Phase-2 jet and sum algorithm will be introduced

in Section 4.3. Its performance will be presented in Section 4.4, alongside with the impact on

the trigger menu of the upgraded L1T. Finally, conclusions and possible improvements will be

discussed in Section 4.5.

4.1 Overview of the development of a trigger algorithm

Developing and optimising a trigger algorithm is a complex procedure that requires multiple

steps and iterations. Algorithms must be designed bearing in mind the timing, bandwidth, and

hardware constraints of the trigger system. FPGAs have limited computing capabilities as opera-
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tions as multiplication and division can be computationally expensive. In addition, the trigger

system is a synchronised system, and algorithms running on the L1T boards must be able to

produce results after a fixed amount of time, ruling out methods that have indefinite length and

complexity. This often implies that the L1T can not run simple adaptations of reconstruction

algorithms that are used in offline analyses.

Once an algorithm has been designed, its performance needs to be studied. More specifically, two

different aspects must be analysed: the reconstruction performance and the FPGA hardware

usage. Looking at the former means verifying that the algorithm provides satisfactory recon-

struction capabilities. This is typically done using GEANT4 [92] simulations of the CMS detector.

Studying the usage means estimating the amount of resources taken by the algorithm on the

FPGA to ensure it can physically fit on the target hardware, and making sure processing meets

the timing constraints of the trigger. The two performance aspects are not studied independently:

often new unforeseen constraints are found during firmware development, causing the algorithm

to adapt to them and prompting a new study of its reconstruction performance. Therefore, multi-

ple iterations are typically required in order to obtain an optimal algorithm.

The final step of the algorithm development is validation. Typically, physics studies are performed

in an emulator of the trigger in the CMS simulation framework. FPGA firmware is written in a

different software language, and is typically harder to write and prone to bugs. Therefore, the

final stage involves verifying that both hardware and emulator produce identical results starting

from the same inputs. This step enables testing the trigger algorithm before deploying it and

ensuring its behaviour is well-understood.

This chapter will focus on the implementation in the CMS GEANT4 simulation of the jet and

sum algorithm, and the study of its physics performance. The next chapter will focus on the

implementation on FPGA of the same algorithm, the study of its hardware performance, and the

validation with the emulator.

4.2 The Phase-1 jet and sum algorithms

The AK4 jet finding algorithm, the algorithm used by CMS during offline reconstruction, has a

variable computing time that depends on the number of inputs. Therefore, it cannot be run on

the trigger without modifications and an alternative jet clustering algorithm has to be developed.

The ideal jet algorithm has similar performance to AK4, but constant computing time. The jet

trigger algorithm implemented in the Phase-1 L1T [93] was used as a base idea to build the

Phase-2 version. The Phase-1 jet algorithm finds jets by building fixed-size squares centred on a

seed, i.e. a trigger tower (TT) that is a local maximum. A trigger tower corresponds is a η−φ area

in the calorimeter that combines input from both ECAL and HCAL in a single entity. Its size is

0.087×0.087 in the η×φ space in the barrel, corresponding to a group of 5×5 ECAL crystals

packed together with the HCAL tower behind. Mechanical constraints causes the tower size
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to become bigger in the endcap and forward region. Seeds must have pT > 4 GeV, and satisfy

the inequality mask in Fig. 4.1 to find local maxima while preventing double counting and self

vetoing of jets. The preliminary jet pT is given by computing the sum of the pT measured in a

9×9 TT square centred on the seed. The square size in the barrel calorimeter, 0.783×0.783,

>
≥
≥ ≥
≥≥ ≥

≥ ≥ ≥ ≥
≥
≥

>>>>
> > >

> >
>

>

> >>>>
> >>>>

≥ ≥ ≥ ≥ ≥
≥ ≥ ≥ ≥ ≥

>
≥
≥
≥
≥

>

≥
≥

>
≥
≥
≥
≥
≥
≥

≥

>
>
>
>

>
>

≥ ≥

>
>
>
>

>
>
>

> >

≥
≥
≥

Figure 4.1: Inequality mask that is applied to each trigger tower to identify a seed. The purple
area represents the area that is studied for pile-up sampling and subtraction.

matches the average area covered by the anti-kT algorithm with a ∆R parameter of 0.4. The

window becomes larger in the endcap and forward detectors due to increasing TT size.

The Phase-1 jet algorithm estimates and removes pile-up energy from jets. The energy surround-

ing the jets is sampled and subtracted to provide a dynamic correction that reliably works on

a range of pile-up conditions. The pT in the four 9×3 strips around the jet, shown in purple in

Fig. 4.1, is computed. The total pT contained in the three lowest strips is subtracted from the jet

pT . Discarding the highest strip enables rejection of fluctuations produced by the presence of

other nearby jets. Finally, jets are calibrated based on their pT and η to compensate for differences

in the response of the detector which varies depending on the material traversed by the particles

and their energy.

In addition, the algorithm computes a variety of energy sums. Amongst those, it calculates the

missing transverse energy, Emiss
T , using TT information, and the total scalar transverse energy,

HT, of all jets whose pT > 30 GeV. The sine and cosine trigonometric functions required in order

to compute Emiss
T are implemented on FPGAs by storing their values in LUTs, to save hardware

resources.
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4.3 The Phase-2 jet and sum algorithms

The Phase-2 jet algorithm - dubbed the “histogrammed jet algorithm” - uses a fixed-window

jet clustering algorithm centred around a seed, which is very similar to the Phase-1 algorithm.

The algorithm was designed to run in the second layer of the correlator trigger subsystem to

reconstruct jets using particle flow candidates as input. An explanation of the particle flow

objects in the trigger is available in Section 3.3.3.3. The algorithm is quite generic and adaptable,

therefore its performance using input from only the calorimeter was explored as a sideline, to

understand how it would need to be adapted in case of usage in the calorimeter trigger. Particle

flow clusters were used as input in this scenario.

The algorithm creates pseudo trigger towers by building a 2D histogram in η−φ space using

the pT of the particle flow input as a weight. Seeds are found by applying a similar logic to the

Phase-1 jet trigger. Multiple jet sizes were investigated. A preliminary study presented in the

HGCAL Technical Design Report [72] showed that using smaller jet size than ≈ 0.8×0.8 may

provide better performance at high 〈PU〉 , as it can give a better compromise between including

jet energy and excluding pile-up contributions. Bin widths and number of bins used to create

the clustering window were changed to find the optimal jet size. The following configurations

were investigated for jets built using PF clusters, the label that will be used to refer to them is

highlighted in bold:

Phase-1 jets: inputs were binned using an histogram that reproduces the segmentation of the

Phase-1 calorimeter trigger towers. Jets were clustered using 9×9 bins.

Phase-1 with pile-up subtraction jets (PUS): same as the Phase-1 configuration, with the

addition of the Phase-1 pile-up subtraction algorithm. Effectively the same algorithm

presented in Section 4.2.

0.4×0.4 jets: inputs were binned in bins that are 0.08×0.08 big in η×φ. Jets were clustered

using 5×5 bins resulting in a window size of 0.4×0.4.

As for jets built using PF candidates, the η×φ space was split in 120×72 bins, each one being

0.083×0.087 big. These jet sizes were investigated:

0.4×0.4 jets: jet were clustered using 5×5 bins corresponding to a window size of 0.415×0.435.

0.6×0.6 jets: jet were clustered using 7×7 bins corresponding to a window size of 0.581×0.609.

0.8×0.8 jets: jet were clustered using 9×9 bins corresponding to a window size of 0.747×0.783.

The performance with PUS was not investigated with PF candidates, since pile-up subtraction is

intrinsic in PUPPI.

The same inequality mask as in Fig. 4.1 was scaled down to 5×5 and 7×7 bins, to investigate jets

found with these window sizes. The total momentum over the investigated window is assigned as
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the preliminary jet pT , while the seed η and φ position are assigned as the jet axis.

Calculation of Emiss
T and HT was implemented and studied using PF candidates as input. The

former was computed by first dividing the φ space in intervals, computing the total pT of the

inputs in each φ range, and finally multiplying the total pT by the corresponding value of the

trigonometric functions sin and cos at the centre of the φ interval, in order to emulate a LUT.

The quantity HT was obtained by computing the total pT of all jets whose pT > 30 GeV.

4.3.1 Jet calibration

Jets were calibrated based on their pT and position in order to compensate for the dishomogeneous

response of the calorimeter which can vary based on the jet energy and its position. Factors were

computed using two different samples based on the type of particle flow input. Correction factors

for jets built using PF candidates were obtained by matching generator-level jets, i.e. hadron jets

reconstructed by running the AK4 algorithm on particles in output from the event generator,

to histogrammed jets in a QCD and tt̄ Monte Carlo samples at 〈PU〉 ≈ 200. A larger QCD-only

sample at 〈PU〉 ≈ 200 was used for the PF clusters. Matching was performed by searching for

the closest histogrammed jet to a generator-level one within ∆R < 0.5, with ∆R =
√
∆η2 +∆φ2 .

Mismatches were prevented by also requiring a reverse matching, i.e. by verifying that the

generator-level jet was the closest jet to the histogrammed one. This matching procedure will

be used various times in this thesis to pair various types of objects and will be referred to as

cross-matching.

Calibration factors were computed by first obtaining the distribution of the ratio pgen
T /pL1T

T

between the generator and trigger jet pT in bins of pL1T
T and η. This distribution was then fit with

a Gaussian function to have a better estimate of its centre, which was used as calibration factor.

The number of events containing PF candidates available for this study was much smaller

than the one containing PF clusters. This caused correction factors for jets produced with PF

candidates to have large fluctuations due to insufficient statistics. Correction factors for these jets

were adjusted in order to reduce fluctuations. Firstly, factors were fit with the following function:

(4.1) f (pL1
T )=


a (pL1

T )2 +b pL1
T + c 30 GeV< pL1

T < 80 GeV

d pL1
T + e 80 GeV< pL1

T < 200 GeV

f pL1
T + g 200 GeV< pL1

T < 600 GeV

with a, b, c, d, e, f , and g parameters of the fit. New corrections were, then, obtained from the

resulting function over the fitted range. Correction factors below 30 GeV were set to f (pL1
T =

30 GeV).

Figure 4.2 shows as an example the correction factors for Phase-1 jets built with PF clusters in

the 1.83< ηL1T < 1.93 region, and for 7×7 jets built using PF candidates. Factors computed for

jets built with both input types in the 3<|ηL1T| < 5 region had large uncertainties, due to limited

statistics. The fluctuations were so significant that it was not possible understand the trend of
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(a) Phase-1 jets with PF clusters
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Figure 4.2: Calibration factors in the 1.83< ηL1T < 1.93 region of jets built with PF clusters and
PF candidates. The red line in Fig. (b) shows the factors actually used to correct jets computed
from PF candidates.

the factors. Therefore, the same technique previously used to mitigate fluctuations could not be

performed and the energy of jets in this η range was not corrected.

Calibrations for this η range could be derived by either producing a larger QCD sample, or by

studying another physics process. The Higgs boson production via vector boson fusion is a valid

alternative, as it features jets in the forward region of the detector.

4.4 Performance of the jet and sum trigger algorithm

The reconstruction performance of the jet trigger will be presented in this section. The perfor-

mance of jet configurations presented in Section 4.3 was analysed and compared to that of the

AK4 algorithm run on the same inputs, which represents the ideal reconstruction performance.

Jets identified with the AK4 algorithm will be referred to with the AK4 jets label. Jet energy

correction factors were computed for AK4 jets with both particle flow input types in the same

way as the others. Factors for AK4 jets obtained from PF candidates were adjusted using data

interpolation as well.

Jets with PF clusters and candidates were studied on the same QCD and tt̄ sample their cali-

brations were calculated from. Generator-level jets were cross-matched with jets obtained from

the histogrammed and AK4 algorithm. The resulting jet pairs were processed to compute the

reconstruction performance of the trigger.

An important quantity that will be used in this section is the trigger response:

(4.2) Response= pL1T
T − pgen

T

pgen
T
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where pL1T
T is the momentum of the jet found using the trigger inputs, and pgen

T is the momentum

of the generator-level jet matched to it.

Finally, the detector was split in four regions, identified based on the subdetectors involved in the

particle flow reconstruction:

Barrel: |η| < 1.5, which is the region covered by the barrel hadron and electromagnetic calorime-

ter

Endcap with tracker: 1.5 < |η| < 2.5, which is the region covered by the tracker and the

HGCAL

Endcap without tracker: 2.5< |η| < 3, which is the region only covered by the HGCAL

Forward: 3< |η| < 5, which is the region only covered by the HF detector; jets in this region are

not energy-corrected

The performance of the various jet configurations was analysed in these four regions to understand

the impact that each subdetector has on the algorithm performance. Since PF candidates are

built with the same trigger primitives as PF clusters in the |η| > 2.5 region and provide the best

input quality available, jets obtained from PF clusters were not studied in this area.

4.4.1 Jet energy corrections

Correction factors in three η regions for jets built with PF clusters and PF candidates are

respectively shown in Figs. 4.3 and 4.4.

All jet configurations with PF clusters, including AK4, tend to overestimate the momentum of

jets, as the correction factors are less than 1. This can be attributed to the pile-up contribution,

as factors get closer to one when a smaller jet window or a pile-up subtraction algorithm is used.

The correction factors of the 0.4×0.4 and Phase-1 with PUS jet types also appear to depend less

on the jet momentum, as they are constant over a wide range of pT .

Factors are greater than 1 for all jet configurations with PF candidates, showing that the jet

energy is underestimated. This indicates that the pile-up subtraction algorithm, PUPPI, is

successfully subtracting pile-up energy and is partially removing energy from the primary vertex

in doing so.
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(a) 0.4×0.4 jets
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(b) Phase-1 jets
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(c) Phase-1 with pile-up subtraction jets
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(d) AK4 jets

Figure 4.3: Jet energy correction factors for jets obtained using the histogrammed algorithm on
PF clusters with the three different jet configurations and with the AK4 algorithm.

4.4.2 Jet area study

The performance of the histogrammed jet configurations under study was compared to AK4

jets by looking at each η region separately to find the optimal algorithm tune. Figures 4.5(a)

and 4.5(b) display the response of jets computed from PF clusters: the Phase-1 and 0.4×0.4 jet

configurations provide similar performance to AK4 in the barrel and endcap, respectively. The

results in the endcap region are in agreement with what shown in the HGCAL Technical Design

Report [72], where it is shown that the anti-kT algorithm with R = 0.2 performs better than AK4,

as smaller jet sizes appear to be more resilient to pile-up in this area. The same seems to not

apply to the barrel, where a larger jet performs better.

Using PUS appears suboptimal in all regions. Not using any pile-up subtraction algorithm

and letting the correction factors correct for pile-up energy is a possible solution at HL-LHC,

where luminosity levelling will keep the instantaneous luminosity and pile-up conditions roughly

constant throughout a fill. Moreover, the pile-up energy density is expected to be uniform over
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(a) 0.4×0.4 jets
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(b) 0.6×0.6 jets
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(c) 0.8×0.8 jets
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(d) AK4 jets

Figure 4.4: Jet energy correction factors for jets obtained using the histogrammed algorithm on
PF candidates with the three different jet sizes and with the AK4 algorithm.

the detector space due to the high pile-up level, removing the need for a local measurement.

However, handling pile-up with this method might become more technically difficult to achieve in

fills without luminosity levelling, as multiple sets of jet energy corrections that depend on the

luminosity level would have to be dynamically deployed. In this situation, using an algorithm

with pile-up subtraction might be advisable.

The 0.8×0.8 jet configuration have very similar performance to AK4 with PF candidates as input,

according to Figs. 4.5(c)–4.5(f). Performance worsens with smaller windows: jets obtained with a

0.6×0.6 window size have slightly worse response; clustering using a 0.4×0.4 window tends to

significantly underestimate pT , showing that an important fraction of jet energy is not included

any longer. This behaviour differs from jets computed with PF clusters and seems to indicate that

there is no benefit in using smaller jet sizes to reduce pile-up contribution in the endcap, possibly

because PUPPI is able to successfully remove most of it.

The 0.4×0.4 jet configuration was selected for further studies for jets built with PF clusters,

due to its much improved performance in the endcap. As for the jets built with PF candidates,
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(d) PF candidates, endcap with tracker
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Figure 4.5: Comparison of the response of the jet trigger configurations under study and AK4
algorithm on PF clusters and candidates split in detector regions. Jets in the forward region are
not energy-corrected. Distributions are normalised to unit area.
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using a 0.8×0.8 window seems the best choice, however it will be shown in Chapter 5 that

implementing a clustering window of that size is harder than 0.6×0.6, which was implemented

and demonstrated in firmware instead. For these reasons, the performance of both 0.6×0.6 and

0.8×0.8 jets was studied in more detail.

All selected algorithms have similar response to AK4, showing that the pT resolution of the

inputs is the limiting factor in defining the response and, consequently, finding an alternative

algorithm able to provide much better response is unlikely.

4.4.3 Performance of the histogrammed jet algorithm

Figure 4.6 shows the response of the 0.4×0.4 jet configuration on PF clusters, and 0.6×0.6 and

0.8×0.8 jet configurations on PF candidates as a function of pgen
T and η.

The response curve displayed in Fig. 4.6(a) is asymmetric with a longer tail towards the positive

side for low-pT jets and towards the negative side for jets with pT > 100 GeV. The plot demon-

strates that jets below 100 GeV still receive a significant contribution from pile-up, which becomes

negligible above that energy. In general, the response improves as the pT of the jet increases.

Figure 4.6(b) more clearly shows that the 0.4×0.4 jet configuration has better performance in the

endcap, as previously discussed.

The response of the 0.6×0.6 and 0.8×0.8 jet configurations, respectively presented in Figs.4.6(c)

and 4.6(e), is almost identical. The response distributions appear much more symmetrical com-

pared to jets built with PF clusters, although a slightly longer tail towards the negative side can

be observed, especially in the 0.6×0.6 jet configuration. This is compatible with what previously

suggested by the calibration factors in Section 4.4.1: PUPPI is removing a fraction of energy from

primary vertex, causing the jet energy to be underestimated. This feature is more pronounced in

0.6×0.6 jets as the smaller window misses more energy from the hard interaction. Figs.4.6(d)

and 4.6(f) show that the response does not significantly vary over the detector, maintaining the

same response even in the region not covered by the tracking system, where the PUPPI is less

effective. This suggests that using the same pile-up subtraction techniques employed in the

|η| > 2.5 region on the PF clusters in the |η| < 2.5 area of the detector might further improve

the performance of the jet finder. The differences that were observed between the Phase-1 and

0.4×0.4 configuration could potentially be reduced by using these techniques.

Jets built from PF candidates should to have better spatial resolution than the ones built from

PF clusters, thanks to the additional track information. However, only a small improvement was

actually observed. Comparing Fig. 4.7(b) with Figs. 4.9(a), and Fig. 4.7(d) with Fig. 4.9(c) shows

that the AK4 algorithm has better η resolution, especially when PF candidates are used as input.

The same can be observed in the φ resolution by comparing Fig. 4.8(b) with Figs. 4.9(b) and 4.8(d)

with Fig. 4.9(d). This demonstrates that the algorithm choice is limiting the η and φ resolution

of the trigger. Therefore, it might be possible to improve the spatial resolution of the trigger by

using a different algorithm. For instance, computing the jet position as the average of the position
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Figure 4.6: Left: Response of the 0.4×0.4 jet configuration on PF clusters, and the 0.6×0.6 and
0.8×0.8 jet trigger configurations on PF candidates in three different pgen

T bins. Right: Response
of the same configurations on the left averaged over detector regions. The feature on the left
tail of Fig. (b) is caused by a miscalculated correction factor. Jets in the |η| > 5 region are not
energy-corrected. Distributions are normalised to unit area.
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of the histogram bins within the clustering window weighted by their momentum might return

better results.

An offset in the η position of the jets was found in forward calorimeters, i.e. the 3< |η| < 5 region

of the detector, which is shown in yellow and purple in Fig. 4.7(d). This issue does not appear to

be caused by bug in the jet finder, but rather by an offset in the particle flow inputs, as Fig. 4.9(c)

indicates that AK4 jets are also affected by the same problem. The source of the problem was

found to be in a mismatch in the physical and logical segmentation of the HF detector which

caused an offset in the position assignment of the energy deposits and, consequently, in the recon-

structed location of the jets. The offset could be removed during jet finding by either subtracting

the center of the η resolution curves to inputs in the corresponding η range or to jets found using

those inputs. This operation is expected to be very simple to perform on FPGA as well. However,

subtracting the offset during input generation in the first layer of the correlator trigger is a more

appropriate solution, as this would address the problem for every algorithm that receives particle

flow inputs. In case this last solution appears to not be feasible, then a patch could be applied in

the jet finder.
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Figure 4.7: Left: η resolution of the 0.4×0.4 jet trigger configuration on PF clusters and 0.8×0.8
jet trigger configuration on PF candidates in three different pgen

T bins. Right: η resolution of the
same jet configurations averaged over detector regions. Offsets in the η position of the inputs
were observed in the forward calorimeters. Distributions are normalised to unit area. The η

resolution of the 0.6×0.6 jet finder on PF candidates was found to be identical to the one of the
0.8×0.8 configuration and is not shown.
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Figure 4.8: Left: φ resolution of the 0.4×0.4 jet trigger configuration on PF clusters and 0.8×0.8
jet trigger configuration on PF candidates in three different pgen

T bins. Right: φ resolution of the
same jet configurations averaged over detector regions. Distributions are normalised to unit area.
The φ resolution of the 0.6×0.6 jet finder on PF candidates was found to be identical to the one of
the 0.8×0.8 configuration and is not shown.
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Figure 4.9: Left: η resolution of the AK4 jet algorithm on PF clusters and candidates split in η

bins. Offsets in the η position of the inputs were observed in the forward calorimeters. Right:
φ resolution of the same jet configurations average over detector regions. Distributions are
normalised to unit area.
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4.4.4 Performance of the energy sum algorithms

The performance of the energy sum algorithms was studied using PF candidates and 0.6×0.6

jet inputs. The response of the algorithm was computed in an analogous fashion to Eq. 4.2 by

comparing sums computed by the trigger with the equivalent obtained from the event generator.

Figure 4.10 shows the responses of the pmiss
T and HT algorithms as a function of the respective

value in the event generator. The HT response is centred on 0, while the pmiss
T response has a
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Figure 4.10: Response of the HT and pmiss
T algorithm to tt̄ events as a function of the respective

value in the event generator. The HT response appears to be centred on 0, while the pmiss
T one

does not.

negative offset. Two possible reasons were investigated to understand the source of the offset.

First, it was checked whether discretising the sine and cosine functions had severely degraded

the pmiss
T performance, causing the offset. pmiss

T was computed in the same events using the

actual values of the functions, instead of the discretised ones. Figure 4.11 presents a comparison

of the response of the trigger algorithm in the two scenarios. No difference was observed, thus

excluding discretisation as a cause.

Second, it was verified whether it was an issue with the tt̄ event topology. Four other event types

were analysed to confirm :

• Higgs boson produced via vector-boson-fusion decaying invisibly

• Z boson decaying invisibly

• Z boson decaying invisibly produced in association with a photon

• Z boson decaying into a b-quark pair produced in association with an Higgs boson decaying

invisibly
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Figure 4.11: Comparison between the pmiss
T response of the trigger when the trigonometric

functions are stored in a LUT and when they are actually evaluated in events with pmiss
T between

160 and 250 GeV. No substantial difference between the two distributions was observed.

In all samples, except the first, the invisible particle had pT > 120 GeV to produce measurable

pmiss
T . Figure 4.12 shows that the offset is present in most of samples, although its position

mildly depends on the event topology. This excludes the event topology as a cause.

In conclusion, the offset appears to be an issue with the PF candidate calibration. This is sup-

ported by Fig. 4.4, which shows that the pT of jets obtained from PF candidates is underestimated,

indicating that the response of the particle flow reconstruction needs further corrections, at least

when in an hadron jet. The response of the Hmiss
T trigger also suggests that calibrating the PF

candidates may solve the issue. Hmiss
T is defined as the transverse component of the vector:

~H = ∑
jets

~pjet if pT > 30 GeV

This quantity is typically used in analysis where the missing energy mostly has an hadronic

signature, as in searches for SUSY particles. Figure 4.13 shows that the response of the Hmiss
T

trigger is centred on zero, as jets are calibrated.

Further work should investigate and address the issue. The following method, which is already

applied in offline analyses by the CMS experiment, could be performed to compute a corrected

pmiss
T response:

1. Jets are found with the clustering procedure and their energy corrected.

2. Particles that are included in any of the reconstructed jets are removed from the list of

particles in the event.

3. pmiss
T is computed using the remaining particles and the corrected jets.

Maintaining the offset in the pmiss
T trigger and not applying any corrections means that a scaling

between the measured pmiss
T and the actual pmiss

T must be introduced. However, Fig. 4.12 shows
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Figure 4.12: Response of the pmiss
T trigger to four different event types. An offset in the measure-

ment was observed in most of them.

that the pmiss
T response slightly differs based on the signal under consideration and the efficiency

turn-on depends on the event topology. Because of this, a signal-independent set of scaling factors

can not be used. This is known in CMS analysis, which usually take account for the specific

efficiency turn-on of the signal under study.

4.4.5 Trigger efficiency and rates

A turn-on describes the efficiency of a trigger as a function of the momentum of an object. Turn-on

curves were computed for the 0.6×0.6 and 0.8×0.8 jet trigger configurations on PF candidates

for a variety of pT thresholds as a function of the pgen
T of the jet. The jet trigger efficiency was

computed by first cross-matching the leading pT jet in the event generator to a histogrammed

jet. Pairs of generator and histogrammed jets were then split into pgen
T bins and in each bin the
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Figure 4.13: Response of the Hmiss
T trigger. Taken from [94]. Results produced by Katie

Walkingshaw-Pass in collaboration with the author.

efficiency for a specific threshold T was computed:

(4.3) ε(pgen
T )= npass(pgen

T )

ntot(pgen
T )

where npass is the number of events whose pL1T
T > T and ntot is the total number of events

with pgen
T in that bin. Turn-on curves of the HT and pmiss

T triggers were also obtained with an

analogous method from pairs of sums computed by the trigger and from equivalent inputs in the

event generator.

Fig. 4.14 shows the efficiency of single-jet trigger using 0.6×0.6, 0.8×0.8 and AK4 jet configura-

tions with PF candidates as input in QCD and tt̄ events. Jets in the forward region of the detector

were excluded, as they are not calibrated. Both configurations have very similar efficiency to AK4,

with 0.8×0.8 being slightly sharper, and plateau at 100%, which is of fundamental importance as

high-momentum jets should always be detected.

Figure 4.15 displays the efficiency of the HT and pmiss
T triggers presented in Section 4.4.4. The

turn-on of the HT trigger was computed from jets in the |η| < 2.4 range as this trigger is typically

used to collect events containing hadronic decays of high-mass objects, which usually produce

jets in the central region of the detector. The efficiency of the HT trigger was obtained in QCD

and tt̄ events. Only tt̄ events were considered in obtaining the turn-on of the pmiss
T trigger in

order to have genuine pmiss
T . For comparison, Figure 4.15 also shows the efficiency turn-ons of

the HT trigger using AK4 jets as input and of the pmiss
T trigger when the actual sin(φ) and cos(φ)

of each input is evaluated in the sum calculation. The HT trigger has similar efficiency to the

same algorithm run on AK4 jets and plateaus at 100%. As previously suggested by Fig. 4.11,

Figure 4.15(b) shows that discretising the sin and cos function does not cause any significant
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(a) 0.6×0.6 jets (b) 0.8×0.8 jets

Figure 4.14: Efficiency turn-on curves of single-jet triggers using 0.6×0.6, 0.8×0.8, and AK4 jets
in QCD and tt̄ events using PF candidates as input. The |η| > 3 range was excluded as jets in this
area do not have energy corrections applied. Taken from Ref. [31]. Results produced by Aaron
Bundock in collaboration with the author.
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Figure 4.15: Efficiency turn-on curves of HT and pmiss
T triggers. The efficiency of the HT trigger

is compared with the same HT algorithm run on AK4 jets. The efficiency of the pmiss
T trigger is

compared with the “‘offline”’ algorithm that computes pmiss
T by evaluating the value of sin(φ) and

cos(φ) of each input. Results produced by the author in collaboration with Emyr Clement and
Katie Walkingshaw-Pass.

61



CHAPTER 4. DESIGN AND STUDY OF A JET AND SUM TRIGGER ALGORITHM

degradation of the pmiss
T trigger efficiency. The pmiss

T turn-on appears to be less steep than the

other triggers, which is expected, and plateaus at 100%.

Background rates from events at 〈PU〉 = 200 were computed for the single-jet, pmiss
T , and HT

triggers and are shown in Fig. 4.16. A potential trigger menu targeting Linst =7×1034 cm−2 s−1

is presented in the technical design report of the Phase-2 upgrade of the L1T [31]. The 0.6×0.6

jet configuration was chosen as the flagship algorithm for jet reconstruction using particle flow

inputs in the menu studies. The analysis of HT and pmiss
T triggers in the menu was performed

using the offline reconstruction algorithms on PF candidates as a proxy for the L1T algorithms,

as the energy sum algorithms presented in this thesis were developed after the document was

finalised. The offline algorithms have similar performance to the ones implemented in the trigger,

however. Thresholds in the menu are reported in terms of a so-called “offline” threshold, i.e. the

pgen
T value corresponding to 95% efficiency in the turn-on curve of the chosen trigger. For HT

and pmiss
T triggers, the 90% working point is reported. A bandwidth of 70 kHz is allocated in the

menu for the single-jet trigger, corresponding to an offline threshold of 180 GeV. An additional

70 kHz is reserved for a double jet trigger with a offline pT threshold for each object of 70 GeV.

The HT and pmiss
T have an allocated bandwidth of 11 and 18 kHz, which corresponds to an offline

threshold of 450 and 200 GeV, respectively. This is consistent with the efficiency and rates of the

energy sum triggers shown in Figs. 4.15 and 4.16. A quadruple jet trigger with pT thresholds of

70, 55, 40, and 40 GeV and a HT threshold of 400 GeV is also presented, with a rate of 9 kHz.

The jet and sum trigger algorithms are fully integrated in the CMS trigger menu and are funda-

mental to collect interesting signals. The presented thresholds are similar to the ones currently

used in the Phase-1 L1T [93], even through the Phase-2 luminosity is three to four times larger

than the Phase-1. Therefore, the algorithms meet the goals of the Phase-2 upgrade of the L1T.

4.5 Conclusions

The design of a generic algorithm able to reconstruct hadron jets and compute the pmiss
T and

HT energy sums was presented in this chapter. Its design was optimised in CMS simulations

to return the best response with particle flow candidates. Jet reconstruction performance using

particle flow clusters was also studied, to investigate its capabilities when information from only

the calorimeters is used.

The 0.6×0.6 and 0.8×0.8 jet configurations were found able to return similar jet response to AK4

when run on PF candidates. Its η and φ resolution are not as good as the AK4 algorithm, however

possible improvements were identified. As for the algorithm performance with PF cluster, the

Phase-1 and 0.4×0.4 jet configurations were found to be optimal, depending on the detector

region. Results from PF candidates suggest that better response could be obtained by applying

pile-up suppression techniques to PF clusters, before attempting clustering. This could help,

potentially, in attenuating differences in response between the two tunes.
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Figure 4.16: Background rate as a function of the pT threshold of single-jet, pmiss
T , and HT triggers.

Taken from Ref. [31]. Single-jet trigger rates were computed by Aaron Bundock in collaboration
with the author. pmiss

T and HT trigger rates were obtained by the author in collaboration with
Emyr Clement and Katie Walkingshaw-Pass.
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The pmiss
T and HT response was investigated using PF candidates as input. The algorithm tends

to underestimate pmiss
T . The cause was found to be in the pile up subtraction algorithm, PUPPI,

which removes energy from the primary vertex. Implications of the issue and possible solutions

were investigated and discussed.

In the next chapter, the implementation of the 0.6×0.6 jet clustering algorithm and the HT and

pmiss
T calculation on a FPGA board will be presented together with a proof-of-concept demonstrator

running on actual hardware.
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IMPLEMENTATION OF THE PHASE-2 JET AND SUM TRIGGER

ALGORITHM

The design and the reconstruction performance of an algorithm able to find jets and com-

pute HT and pmiss
T was introduced in Chapter 4. In this chapter the development of the

same algorithm on FPGA will be presented. The goal of this work is to understand the

feasibility of implementing the algorithm in firmware, discovering the impact of the algorithm on

the trigger hardware, and presenting a proof-of-concept demonstrator on an actual trigger board.

The tool that will be used to develop the algorithm, Vivado High-Level Synthesis, will be in-

troduced in Section 5.1, together with definitions of important metrics used in FPGA firmware

design. Inputs to the algorithm, and its design and implementation on an FPGA will be presented

in Section 5.2 and 5.3, respectively. The proof-of-concept demonstrator will be described in Sec-

tion 5.4 together with its testing and validation against the CMS simulation. Resource usage

estimates of the final version of the algorithm, and possible optimisations and improvements will

be discussed in Section 5.5.

5.1 High-Level Synthesis workflow

Vivado High-Level Synthesis (HLS) [95] enables users to produce FPGA firmware starting

from code written in C, C++, and SystemC programming languages. HLS is an important

change in paradigm in FPGA development. FPGA firmware is typically programmed in an

hardware description language (HDL) such as Verilog or VHDL. HDL languages are description

languages and are different from imperative programming languages such as C++. Code in HDL

represents an actual circuit, while code written in an imperative programming language is a

set of instructions that are executed by a CPU from top to bottom. HDL languages are widely
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considered to be difficult to learn, master and understand. Code in high-level programming

languages is generally much easier to write and maintain. HLS provides tools to bridge the gap

between the two platforms, ultimately simplifying FPGA firmware development. A significant

fraction of the firmware of the Phase-2 upgrade of the L1T was written using HLS, unlike

the firmware of Phase-1 L1T, as HLS enables physicists with no HDL background to develop

prototypes and demonstrate ideas on actual hardware.

Figure 5.1 shows a diagram of the firmware development. Code in HLS usually targets a specific

Xilinx device, running at a given clock speed. C++ was the development language of this work. A

Synthesis Export Vivado

Implementation

C++ HDL Module FW

Vivado HLS Vivado

Figure 5.1: Diagram of the firmware development workflow.

set of directives can be used to instruct the tool to run various optimisations. More specifically, it

is possible to make sectors of an algorithm run in parallel, or to pipeline them. Pipelining is a

fundamental technique that enables a piece of firmware to receive new input before previously

submitted data has completed processing, enabling for a continuous flow of information to be

accepted.

A process called synthesis converts code into HDL code. At this stage HLS provides information

about the performance of the resulting design. The latency is of particular interest, defined as

the number of clock cycles, or time, between the first data in input and the first output. HLS

also returns an estimate of the number of FPGA resources that are required to implement the

algorithm. This resource usage estimate will be referred to as post-synthesis usage. Post-synthesis

usage estimates are typically indicative and can substantially change in the successive steps of

development. The HDL code generated by HLS can be exported as a generic HDL module that

can be loaded in the Vivado software suite to obtain firmware or to interface it with other HDL

modules. Vivado returns the FPGA resources actually used by the firmware once it is produced.

This process is quite lengthy and complicated, therefore HLS can also run a simplified version of

this workflow which will be referred to as implementation. This process returns a more precise

estimate of the resource usage than the synthesis step. Resource usage figures obtained from this
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step will be referred to as post-implementation usage.

All the results presented in this chapter were produced using the Vivado HLS and development

suite version 2019.2.

5.2 The inputs

The correlator trigger subsystem is split in two layers, as presented in Section 3.3.3.2. The first

layer computes particle flow candidates and sends them to the second layer, which reconstructs

objects and calculates quantities to trigger on. At the time of writing, the correlator trigger is

expected to run using time multiplexing with a period of 6 bunch crossings.

The particle flow algorithm is a local algorithm, as it requires information from a small area close

to the particle that is being reconstructed. Therefore, the complexity of the algorithm is reduced

in the first layer by splitting the detector into regions and processing each one separately. The

region layout at the time the algorithm was developed is shown in Fig. 5.2: dashed lines delimit

regions, solid lines group regions that receive input from the same subdetectors together. Regions

-3 -2.5 -1.5 0-5 32.51.5 5
η

ϕ

43.5 4.50.75-0.75-3.5-4-4.5
6.3
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2.8

3.5

4.2

4.9

5.6
Barrel Endcap 

with 
tracker

Endca p w/o  trac ker

Forward

Figure 5.2: Layout of the detector regions used in the particle flow reconstruction in the correlator
layer-1 trigger subsystem. Dashed lines delimit regions, solid lines group regions that receive
data from the same subdetectors together.

are processed by six FPGA boards over multiple clock cycles, thanks to time multiplexing. PF

candidates in a region are sent to the second layer as soon as processing is finished. Boards are
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expected to complete analysing one row of regions at the same φ before moving to the next one.

The specific order was not fully defined at the time this work was done.

In its current implementation, each board can find up to 24 PF candidates per region and

send them to the second layer via 28 Gb/s optical links. One 16-bit, and two 10-bit integers

are employed to represent the pT , η, and φ of each object, respectively. These quantities use

integer values to save hardware resources, instead of floating point values in units such as GeV.

Conversion from internal units ipT, iη, and iφ to “physical” pT , η, and φ can be done using:

pT = ipT · 0.25 GeV η= iη · 0.00436 φ= iφ · 0.00436(5.1)

The conversion factor from integer to floating point units is referred to as least significant bit.

Inputs are sent in relative coordinates, with the origin being in the negative η and φ corner of

the region.

5.3 Design of the algorithm

The jet trigger algorithm implemented in the CMS simulation was redesigned to fit the require-

ments of the trigger system. The main difference between the CMS simulation and the actual

system is in the way the data is received. In the CMS simulation, a list of all the inputs in

an event is immediately available for processing. This enables the algorithm to first produce a

histogram of all inputs, then compute jets and sums, and, finally, output the results. This is not

the case in the actual trigger. Inputs are sent to the second layer over multiple clock cycles, and

divided by regions, as explained in the previous section. Buffering inputs until the full event is

received before starting processing is not possible. This solution would nullify the benefits of time

multiplexing and require a design able to process a large number of inputs in a short time, which

can not fit on the L1T FPGAs.

Therefore, the hardware implementation of the algorithm was redesigned to start processing

as soon as enough input data is received to produce output in a streaming fashion. This was

achieved by building histograms of the various input regions as they arrived, buffering a limited

number of bins, and finding jets as soon as a histogram covering an area larger than a jet has

been buffered. This solution has the advantage of reducing the amount of resources required, as

the FPGA has to store only small parts of the event and can overwrite memory areas as soon as

the information stored in them has been processed.

The jet and sum algorithm was divided in three separate HDL modules connected together as in

Fig. 5.3:

Histogrammer: receives inputs in an area of the detector and builds an histogram. Outputs

the bin content of the histogram.
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Buffer: receives bins from the various areas of the detector, buffers them until a set of bins with

the same φ covering the entire η range (which will be referred to as φ slice) is received.

Outputs φ slices.

Jet and sum finder: receives φ slices, finds jets and computes HT and pmiss
T .

Splitting the jet finder algorithm in small blocks facilitates rapid development, as synthesising

large firmware designs usually takes long time and can require a prohibitive amount of computing

resources. Only one block was developed and tested at the time, thus saving time by not having

to synthesise the entire algorithm. The entire chain is pipelined: each block can process new data

Histogrammer Buffer Jet and sum 
finder

PF
inputs

Jets
SumsBinsBins

Figure 5.3: Diagram showing how the FPGA version of the jet and sum algorithm was organised.

before it has finished analysing the information previously received, enabling for a continuous

stream of inputs to be acquired without interruptions.

In the next two sections the design and performance of the histogrammer and jet finder will

be presented. A Xilinx VU9P FPGAs running at 360 MHz, which is the expected clock speed

of the CT boards, was targeted. It will be shown that the two components were designed to be

adaptable for a multitude of uses and configurations. The design of the buffer heavily depends on

the order in which inputs from the first layer are received. A specific order was assumed in the

demonstrator setup. The buffer of the demonstrator will be presented in Section 5.4.2.

5.3.1 The histogrammer

The histogrammer receives PF candidates from the first layer of the correlator trigger and builds

pseudo trigger towers by computing an histogram of the η and φ positions of the inputs using

their pT as a weight. The firmware runs the following operations for each set of inputs:

1. Each input gets a η and φ bin index, ηbin and φbin, assigned by computing:

ηbin = floor
(

iη
∆iη

)
φbin = floor

(
iφ
∆iφ

)
(5.2)

where ∆iη and ∆iφ are the bin size in the η and φ dimension, respectively.

2. The content of each bin is defined as:

(5.3) pbin
T = ∑

inputs

pinput
T if ηinput

bin and φ
input
bin correspond to bin position

0 else
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3. The resulting bins are output to the next stage of the chain.

The firmware has a configurable number of inputs, Ninputs, and bins, Nη

bin and Nφ

bin. The size of

the bins is changeable as well. This enables use of the same histogram logic to create different

binning schemes matching the various characteristics of the regions of the detector. In addition,

developing a flexible histogram enabled studies of latency and hardware usage for a variety of

different configurations, in order to study how these performance metrics scaled and extrapolate

them to larger designs.

Figures 5.4(a) and 5.4(b) respectively show the LUT and FF usage of the histogrammer as a

function of the number of η bins and inputs. The number of φ bins was fixed at eight. The LUT

and FF usage linearly scales with the number of η bins and inputs. The usage of these two

resources is connected to the total number of additions run by the algorithm in order to build the

histogram. For each bin, HLS has to allocate logic for a number of additions equal to the number

of inputs in order to compute Eq. 5.3. Therefore, the total number of sums that must be run to fill

the histogram is:

(5.4) Nadditions = Ninputs ·Nη

bin ·N
φ

bin

This explains the linear scaling of the LUT and FF usage with the number of η bins and inputs.

The same scaling was observed as a function of the number of φ bins. This limits the usage of

this histogrammer to small regions of the detector with a limited number of inputs. However,

this design enables a fast and highly-parallelised execution of the histogram fill operation.

Figure 5.4(c) shows that the DSP usage linearly increases with the number of inputs. DSPs are

typically used in multiplications and divisions. In this case DSPs were used to obtain the ηbin

and φbin using Eq. 5.2. Each input requires two DSPs for bin indexing, thus the linear increase.

The algorithm was found to have a latency of 7–8 clock cycles, depending on the number of bins

and inputs, corresponding to 19–23 ns at 360 MHz. The design is pipelined, allowing for a new

region to be processed every clock cycle, before processing of the previous one was finished.

5.3.2 The jet and sum finder

The firmware of the jet finder was designed to be flexible and configurable in order to match

various histogram and jet configurations. In this section, Nη

slice will be used to refer to the number

of bins of a φ slice; Nφ

jet will be used to refer to the number used as side of the jet clustering

window.

The jet and sum finder is a pipelined firmware component that receives a φ slice each clock

cycle. A diagram showing an overview of the jet finder logic is shown in Fig. 5.5. The data on

which the jet finder is run is held in a temporary cache of size Nη

slice ×Nφ

jet units, implemented

as a shift register in the φ dimension. φ slices must be sent sorted in φ. The jet finder stores

φ slices in the register for the first Nφ

jet clock cycles, in order to fill the cache. After Nφ

jet clock

cycles, the firmware has received a contiguous detector slice large enough to perform jet finding.
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Figure 5.4: Resource usage of the histogrammer as a function of the number of inputs and η bins.
The number of φ bins was fixed at 8. The LUT and FF usage scales linearly with the number of η
bins and inputs. The same linear increase was observed as a function of the number of φ bins.
DSP usage rises with the number of inputs.

Nη

slice modules containing memory and logic able to apply the seed mask of Fig. 4.1 to a bin and

compute the total energy around it are implemented. Each module is assigned to a different bin

in the central φ slice of the cache, highlighted in red in Fig. 5.5. Finally, the modules output jets

that can be sent to the next stage of the trigger via optical links.

New jets are found every clock cycle as new φ slices are received (orange slice in Fig. 5.5) and

old ones are overwritten by the shift register (gray slice in Fig. 5.5) until the end of the event.

The algorithm stores the first Nφ

jet −1 φ slices in an additional cache. These slices are stitched

to the ones received in the final part of the event, once all the φ slices have been received, in

order to find jets around φ=π. Jet energy corrections were not implemented in firmware in this

prototype, but they can be introduced as a large LUT storing them, as it is currently done in the

Phase-1 L1T.
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Figure 5.5: Diagram of the jet finder logic. The jet finder cache is implemented as a shift register.
Data shifts to the right as new φ slices are received. The rightmost slice (gray) is overwritten to
make space for the incoming one (orange). The red slice is the φ slice where seeds are searched
for. A jet finding module is assigned to each bin in the centre of the register.

Jets are saved in a 32-bit word, with a 16-bit and two 8-bit integers holding the ipT, iηjet, and

iφjet, respectively. The ηbin and φbin of the jet seed are saved as its coordinates.

Sums were implemented by having three registers. Two of them store the total px and py in

the event (px,tot and py,tot) from histogram bins as φ slices are received. Another register stores

the total HT after jets are found. The total px and py of φ slice are obtained by first computing

its total pT and then multiplying it by the corresponding sine and cosine, which are stored in

LUTs. The pmiss
T is obtained by computing Emiss

T =
√

p2
x,tot + p2

y,tot , which involves computing

a square root. Computing a square root on a FPGA is not a trivial operation. The coordinate

rotation digital computer (CORDIC) algorithm [96] was used. CORDIC is an iterative method

that computes the square root by running a constant number of successive approximations.

Figure 5.6 shows the LUT and FF usage of the jet and sum finder as a function of the number of η

bins, i.e. the size of the φ slice, and the jet size. A number of jet finder modules equivalent to the

size of the incoming φ slice must be allocated in the FPGA. Consequently, the LUT and FF usage

linearly increases with the number of η bins. The number of comparison and additions required to

find a jet scales with the area of the jet, hence the LUT and FF usage scales with the window size.

The jet finder also uses 4 DSP units. Two of them are required in order to multiply the total pT of
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Figure 5.6: Resource usage of the jet and sum finder as a function of the number of η bins and jet
size. The number of φ bins was kept constant at 8. The LUT and FF usage scales linearly with
the number of η bins, quadratically with the jet size. No dependence on the number of φ bins was
observed.

a φ slice by the relative sin and cos value and break it down in its x and y components. The other

two are used to compute the squares in Emiss
T =

√
p2

x,tot + p2
y,tot . The CORDIC algorithm uses only

LUTs and FFs as the algorithm computes the square root via bitshift operations. Increasing the

number of φ bins does not affect resource usage, since this just increases the number of φ slices

and the total time required to process a single event. The latency of the algorithm, defined as

the number of clock cycles between the first input and the first output, was found to be around

50 clock cycles for jets built using a window made of 9×9 bins, corresponding to ∼ 139 ns at

360 MHz.

5.4 The jet trigger demonstrator

The proof-of-concept demonstrator will be presented in this section. The goal of the demonstrator

is to show that the algorithm can be loaded in hardware, and verify that it produces correct

results. Building the demonstrator enables discovering and investigating issues and difficulties

that may be encountered when preparing the final version of the algorithm. A Serenity board

hosting a Xilinx KU15P FPGA, running at 240 MHz was used (Fig. 5.7). A conservative clock

speed was selected in this first prototype.

5.4.1 Inputs

PF candidates in the η range 0–1.5 and φ range 0–0.7 of the detector, corresponding to a part of

its barrel, were used to demonstrate the capabilities of the jet finder. According to Fig. 5.2, this

area is divided to two regions:
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Figure 5.7: A picture of the Serenity board located in the laboratory of the University of Bristol
that was used to run the demonstrator algorithm. The board hosts a Xilinx KU15P FPGA.

Region 1: 0≤ η< 0.75 and 0≤φ< 0.7.

Region 2: 0.75≤ η< 1.5 and 0≤φ< 0.7.

Inputs in the first region were sent in the first clock of each event, and inputs in the second region

in the successive one. A larger region could not be investigated due to the long time and large

amount of memory required to produce the firmware.

5.4.2 Implementing the jet trigger demonstrator

The jet trigger was set up to reconstruct jets with the 0.6×0.6 jet configuration presented in

Section 4.3.

The histogrammer was configured to bin each region in 9×8 bins in η×φ. Bin were 19×20 internal

units big, corresponding to 0.083×0.087 in the physical η×φ when converted with Eq. 5.1.

A buffer was built to receive bins from the two regions, which are sent by the histogrammer over

two consecutive clock cycles, and connect them together side-to-side in a single memory area. The

φ slices resulting from uniting the histograms are sent sorted in φ in ascending order over eight

clock cycles, i.e. the total number of φ bins.

The jet finder was configured to work with a 18×8 histogram, i.e. resulting histogram size in

the buffer, by receiving φ slices that are 18-bin long. The 7×7 bin window size was selected,

which is equivalent to the 0.6×0.6 jet configuration in Section 4.3. The window made of 9×9 bins,
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corresponding to the 0.8×0.8 jet configuration in Section 4.3, could not be used to cluster jets due

to the limited size of the histogram in the φ direction.

Post-synthesis and post-implementation resource usage estimates of each algorithm component

obtained from HLS are shown in Table 5.1 together with the latency. The total latency of the

algorithm is 57 clock cycles.

The three algorithm modules were linked together, integrated within the EMP framework to

Table 5.1: Latency and estimated resource usage broken down in each component of the jet
trigger demonstrator running on a Xilinx KU15P FPGA at the frequency of 240 MHz. The sum
of the three components is shown under the “Total” row. The resources actually required by the
algorithm firmware on a board are shown in the “Firmware” row.

Component Latency
Synthesis Implementation

DSPs FFs LUTs DSPs FFs LUTs
Histogrammer 6 2.4% 1.8% 12% 2.4% 1.5% 6.3%

Buffer 6 0% 2.5% 20% 0% 1% 1.7%
Jet finder 45 0.2% 2.7% 9.9% 0.2% 1.8% 4.1%

Total 57 2.6% 7% 24% 2.6% 4.3% 12.1%
Firmware 57 2.6% 4.3% 12.0%

interface with the board components, and imported in Vivado to generate firmware to load on

the Serenity board in Fig. 5.7. Figure 5.8 shows the floorplan of the FPGA logic. The blue area

represents the physical location of the FPGA resources that are used by the firmware. The

red rectangle with the label “payload” highlights the area taken by the logic of the jet trigger

algorithm. The resource usage of the algorithm is shown in the “Firmware” row of Table 5.1. The

resources used by the EMP framework are not included in this number as they do not depend

on the algorithm. The table shows that synthesis typically over-estimates the LUT and FF

usage, sometimes by a significant margin. On the other hand, the post-implementation estimates

obtained from HLS appear to quite accurate, as the predicted figure is very close to the one

actually used by the generated firmware.
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Figure 5.8: Floorplan of the jet trigger algorithm integrated with the EMP framework on the
Xilinx KU15P used as a demonstrator. The blue region inside the red “payload” rectangle is the
area containing the jet trigger algorithm logic. Result produced by author with the collaboration
of Aaron Bundock, Emyr Clement, and Katie Walkingshaw-Pass.
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5.4.3 Validation of the jet trigger algorithm demonstrator

The output of the demonstrator was validated by comparing it to the results of the jet and

sum algorithm emulator implemented in the CMS simulations run on the same events. The

CMS simulation was adjusted to find jets and compute sums only over the demonstrator region.

Calibrations were not applied to jets. PF candidates from 50000 tt̄ events at pile-up 200, of which

28000 had at least one PF candidate in one of the two regions, were run in both CMS simulation

and demonstrator board.

The output jets and sums from the hardware and software algorithm versions were compared

and differences between the two used to understand and fix bugs until a satisfactory agreement

was obtained. Figure 5.9 shows the final pT , η, and φ distributions of jets for both hardware and

emulator. Figure 5.10 displays the same type of comparison for pmiss
T and HT .

The jet and sum agreement rate was obtained in events with at least a reconstructed jet or a

non-zero sum, based on the algorithm under verification. The jet output of a event from the

hardware was considered to be in agreement with the one from the emulator if every jet in the

hardware output was cross-matched with ∆R < 0.01 to a jet in the emulator output and had

identical momentum. The hardware and emulator HT were considered in agreement in an event

if identical; as for pmiss
T , hardware and emulator were considered in agreement if their difference

was lower than 1 GeV. The jet, pmiss
T , and HT agreement rate was found to be 95.0%, 94.8%, and

97.7% respectively.

The remaining events in disagreement were investigated. The main remaining source of dis-

agreements was found to be in the different variable type used to represent the η and φ position

of the PF candidates in the emulator and firmware. This discrepancy caused some inputs in the

emulator to be assigned to an adjacent bin to that assigned in the firmware. In addition, less

than 1% of events were found to have more than 24 inputs per region, which is greater than the

designed maximum amount of inputs, as explained in Section 5.2. The emulator does not include

input truncation, leading to a different behaviour compared to the hardware. Inputs are expected

to be sent sorted by pT in the future, reducing the amount of energy lost by truncating the input

list.
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Figure 5.9: Hardware-emulator comparison of the pT , η, and φ distributions of jets in ∼ 28000
tt̄ events at pile-up 200. An agreement rate of 95.0% was achieved. Results produced by author
with the collaboration of Aaron Bundock, Emyr Clement, and Katie Walkingshaw-Pass.
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Figure 5.10: Hardware-emulator comparison of pmiss
T and HT distributions in ∼ 28000 tt̄ events at

pile-up 200. An agreement rate of 94.8% and 97.7% was achieved for pmiss
T and HT , respectively.

Results produced by author with the collaboration of Aaron Bundock, Emyr Clement, and Katie
Walkingshaw-Pass.

5.5 Scaling to the final design

An estimate of the resource usage of the full-detector version of the jet and sums trigger algorithm

was obtained by combining the results from the demonstrator usage in Section 5.4.2 and the

scaling shown in Sections 5.3.1 and 5.3.2.

Estimates were computed from the post-implementation usage estimates of the demonstrator

design obtained from HLS targeting a Xilinx VU9P FPGA running at 360 MHz. Usage figures of

each component were scaled to the full-detector version based on the following criteria:

Histogrammer: The first layer or the correlator trigger is expected to process four regions in

parallel, therefore four histogrammers will be required. The size of the region changes

based on the detector area and is binned using 6×8, 9×8, or 12×8 bins in the η×φ space

based on the region size. If appropriate load balancing is used, it is expected that each

histogrammer will require the amount of resources of a 9×8 histogrammer on average.

Consequently, the final usage of this component was be obtained by multiplying by four the

usage of the 9×8 histogrammer used in the demonstrator.

Buffer: The buffer logic strongly depends on the order the input regions are sent to the second

layer, which must be defined in order to predict the hardware usage. In first approximation

the usage can be assumed to linearly depend on the detector area covered by the buffer.
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Jets built using a 7×7 bin window requires a row of regions at the same φ to be buffered in

order to run, i.e. an area that covers 120×8 bins in η×φ. The buffer will have to be eight

times bigger than the one used in the demonstrator. A even larger buffer will be required in

order to find jets with a 9×9 bin window. This corresponds to the 0.8×0.8 jet configuration,

which has the best reconstruction performance. The buffer will have to store 120×16 bins in

order to run the algorithm. The resource usage of this configuration is difficult to predict, as

figures might not linearly scale. Therefore, usage estimates for 9×9 jets were not obtained.

Jet finder: The jet finder must process a number of φ slices that depends on the time multi-

plexing period. The shorter the time multiplexing period is, the more data needs to be

processed by the jet finder in order to fit time constraints, thus increasing usage. A time

multiplexing period of six bunch crossings corresponds to 54 clock cycles at 360 MHz. The

entire calorimeter histogram must be sent to the jet finder within this time limit. The

histogram is made of a total of 8640 bins, requiring at least 160 bins to be sent per clock

cycle to the jet finder. The jet finder receives bins in φ slices, which are made of 120 bins in

the full design. Two φ slices per clock cycle will have to be sent to the jet finder in order to

fit in the time limits, corresponding to 240 bins per clock. The FF and LUT usage of the jet

finder linearly increases with the size of the φ slice and the same can be assumed for the

number of φ slices in input. In conclusion, the FF and LUT resource usage of the full-scale

algorithm was obtained from the demonstrator by scaling by the number of bins in input

per clock cycle, i.e. 240/18≈ 13.3. As for the DSP usage, two DSPs are required per φ slice

to break down the total pT of each slice in its component, and two to calculate p2
x,tot and

p2
y,tot. Consequently, a usage of six DSPs was considered.

Table 5.2 shows the latency and post-implementation resource usage estimates of the demon-

strator design running on a Xilinx VU9P FPGA at the frequency of 360 MHz, together with the

corresponding full-detector FPGA usage projections. The final design is expected to use 41.5% of

LUTs, 11.6% of FFs, and 2.9% of DSPs of a Xilinx VU9P FPGA. The total latency of the full-scale

algorithm is expected to be between 60 and 70 clock cycles at 360 MHz, i.e. 167–195 ns.

Table 5.2: Latency, estimated post-implementation resource usage, and full-detector design
projections of each component of the jet and sum trigger. A Xilinx VU9P FPGA running at the
frequency of 360 MHz was targeted. The sum of the three components is shown under the “Total”
row.

Component Latency
Demonstrator Full detector

DSPs FFs LUTs DSPs FFs LUTs
Histogrammer 7 0.7% 0.7% 2.6% 2.8 2.6% 10.3%

Buffer 6 0% 0.5% 0.7% 0% 4.1% 5.8%
Jet finder 47 0.1% 0.7% 1.9% 0.2% 4.9% 25.4%

Total 60 0.8% 1.9% 5.2% 2.9% 11.6% 41.5%
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5.6 Future work

Future improvements to the algorithm should focus on: optimising its design to reduce its high

LUT usage; developing the 0.8×0.8 jet algorithm; preparing a multi-board demonstrator; testing

the algorithm at 360 MHz.

A significant fraction of LUTs are used to run additions and comparisons in the histogrammer

and jet finder, hence the number of these operations must be reduced in order to save LUTs.

Both histogrammer and the jet finder run redundant sums and comparisons, therefore there is

potential for further optimisations that can reduce the usage. The number of sums run by the

histogrammer can be computed using Eq. 5.4 and is much larger than the number of inputs,

which is the minimum number of sums required to fill the histogram. This strategy used in

implementing the histogrammer enables for a low-latency and highly-parallelised histogram fill,

at the cost of a significant increase in the LUT usage. The number of additions can be reduced

by filling an histogram with fewer inputs in parallel. A temporary input buffer is required to

do this, as the histogrammer has to save the inputs that have not yet been added. Future work

should investigate this strategy and verify that the overhead of an input cache is lower than the

resources required by a fully-parallel histogram fill.

The LUT usage of the jet finder could be improved by reducing the number of jet finder modules

used in the design. The current implementation of the jet finder assigns a jet finder module to

each bin in the centre of the component’s cache. However, the actual maximum number of jets

that can be found in the cache is much lower than the implemented number of jet finder modules.

For instance, a maximum of five jets built with a 7×7 bin window can be found in the 7×18

internal memory of the component. Therefore, the algorithm could be redesigned to reduce the

number of redundant comparisons and additions, saving LUTs.

Implementing a 9×9 jet finder, corresponding to the 0.8×0.8 jet configuration, is more complicated

than developing a 7×7 one due to the larger buffer size. Increasing the buffer size using HLS

was not possible due to the substantial computing resources that the tool required to perform

this operation. For the same reason it was not possible to develop of a demonstrator able to find

jets on a larger area. Computational limits might be overcome by redesigning the buffer, or by

splitting it into smaller units which can be independently produced by the tool. Alternatively, this

component could be implemented using a hardware description language such as VHDL, which

might be the best solution, as HDLs are typically more suited for buffering and routing data.

Preparing and testing a demonstrator setup where multiple boards from different trigger sub-

systems are connected together via optical links is a fundamental step towards understanding

the performance of the system and solving wider trigger issues. An initial test with a multi-

board demonstrator was set up by loading the particle-flow algorithm running on the first layer

of the correlator trigger onto a Serenity board and connecting it via optical links to another

Serenity board running the histogrammed jet algorithm. Three consecutive tt̄ events out of fifty

output from the demonstrator were in agreement with the emulator. The results indicate that
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a temporary communication problem had occurred, and suggest that the boards successfully

synchronised for a brief period, as few events were successfully processed. Future work should be

put in investigating the issue and produce a multi-board system with a higher agreement rate.

Finally, the demonstrator was configured to run at 240 MHz, as a conservative clock speed. The

final design is expected to run at 360 MHz. Future tests should confirm that the demonstrator

returns correct results at the increased clock frequency.

5.7 Conclusions

The implementation in hardware of a trigger algorithm able to find jets and compute pmiss
T and

HT was presented in this chapter. The firmware resource usage was understood, and strengths

and weaknesses of the algorithm identified. A demonstrator system running the 0.6×0.6 version

of the jet trigger algorithm on a section of the CMS detector was prepared and implemented on a

Xilinx KU15P FPGA. Its output was validated against software emulation in CMS simulations,

obtaining an agreement rate of 95.0%, 94.8%, and 97.7% for jets, pmiss
T , and HT , respectively.

Disagreements were found to be mainly caused by the different representation of the position of

the inputs in the hardware and emulator.

The latency and resource usage estimates of the 0.6×0.6 jet trigger algorithm running on the full

detector were obtained for a Xilinx VU9P FPGA running at a clock frequency of 360 MHz. The

algorithm is expected to use around 42% LUTs, 12% FFs and 3% DSPs; a latency between 167

and 195 ns is expected. Possible optimisations to reduce LUT usage, and strategies to implement

the 0.8×0.8 jet algorithm were discussed and presented.
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6
TRIGGERS AT THE FUTURE CIRCULAR COLLIDER HADRON

COLLIDER

The trigger studies undertaken for the Future Circular Collider (FCC) in hadron configu-

ration will be presented in this chapter. An introduction to the FCC projects will be given

in Sections 6.1 and 6.2, in which the technical specifications of the projects with their

physics goals will be presented. In Section 6.3, challenges that the trigger and data acquisition

have to face at the FCC will be introduced. Two different estimates of trigger rates obtained

with different methods will be described in Sections 6.4 and 6.5 alongside with their impact on

the physics reach of a proposed particle detector at FCC-hh. Finally, possible solutions to the

triggering problem based on the projected trigger rates will be discussed.

6.1 The FCC-ee and FCC-eh projects

The FCC is a 100-km long particle collider project that will operate in the post-LHC era [3, 4]. A

schematic of the accelerator complex is shown in Fig. 6.1: the system will exploit the preexisting

infrastructure at CERN to accumulate and boost particles before injecting them in the FCC

accelerator ring. Three possible collider options are under consideration: an electron-positron

collider (FCC-ee), a proton-proton collider (FCC-hh) and a proton-electron collider (FCC-eh). This

work focuses on the proton-proton collider, which will be presented in a more extensive manner

in Section 6.2.

6.1.1 FCC-ee

FCC-ee will collide e+e− at
p

s in the 88 – 365 GeV range. Four collision energy regimes are

of particular interest:
p

s ≈ 91 GeV, corresponding to the Z pole;
p

s > 160 GeV, corresponding
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Figure 6.1: Schematic of the FCC accelerator and potential location. Taken from Ref. [3].

to the W± pair-production threshold;
p

s ≈ 240 GeV, corresponding to the peak cross section

of the ZH production;
p

s > 340 GeV, corresponding to the tt̄ pair-production threshold. Due

to power limitations coming from synchrotron radiation losses, the instantaneous luminosity

must be reduced as the centre-of-mass energy increases. The minimum peak Linst will be

1×1034 cm−2 s−1 using ≈ 30 bunches at
p

s ≈ 340 GeV, two orders of magnitude higher than the

peak LEP2 instantaneous luminosity of 1×1032 cm−2 s−1 obtained using 4 bunches [14]. At the Z

pole, where the maximum peak Linst is achieved, FCC-ee will deliver Linst ≈ 2.3×1036 cm−2 s−1

using ≈ 16000 bunches.

FCC-ee will open the possibility for a large set of precision electroweak and Higgs physics

measurements to be performed in a controlled, well-predicted environment. New physics process

that couple to the electroweak bosons produce small perturbative corrections to observables

predicted by the Standard Model. FCC-ee will enable experiments to substantially reduce the

uncertainty on these observables in order to increase the sensitivity to these deviations from the

theory. At the Z pole, FCC-ee will be able to produce 105 times more integrated luminosity that at

LEP, potentially reducing the statistical uncertainties to 300 times less than at LEP. At the W±

pair production threshold, FCC-ee is expected to achieve a precision of 0.5 MeV and 1.2 MeV on

the W boson mass and decay width, respectively. At the tt̄ pair production threshold, a precision

of 17 MeV and 45 MeV for the top-quark mass and decay width will be achievable. During the

FCC-ee operation at least one million Higgs boson will be produced in order to push the statistical

84



6.2. FCC-HH EXPERIMENT

uncertainty on its properties down to at least few per mil and be sensitive to correction to the

Higgs couplings. Additional details on the physics program of FCC-ee can be found in Ref. [4].

6.1.2 FCC-eh

FCC-eh will collide 60 GeV electrons with 50 TeV protons; the centre-of-mass energy will be

3.5 TeV. This collider can operate during the same time span as FCC-hh. Its high energy and

instantaneous luminosity will enable a broad set of goals to be achieved: precision QCD and

parton distribution function measurements; Higgs boson measurements; precision electroweak

and top physics measurements; new particle discoveries. More details on FCC-eh can be found in

Ref. [3].

6.2 FCC-hh experiment

The FCC-hh [3] accelerator will be equipped with 16 T dipoles to steer and collide protons atp
s = 100 TeV . In the first years of operation FCC-hh will deliver Linst = 5×1034 cm−2 s−1

and 〈PU〉 ≈ 200. In its second phase, the instantaneous luminosity will be increased up to

30×1034 cm−2 s−1, corresponding to 〈PU〉 ≈ 1000. Protons will be initially accumulated and

boosted by the SPS and LHC, and later transferred to the FCC-hh in order to reach the final

collision energy and luminosity. In the current design, collisions will be delivered to two high-

luminosity experiments and to two other experiments located at the injection points, similarly to

the LHC design. In this section an overview of the FCC-hh goals, physics, and detector design

will be given.

6.2.1 QCD physics at FCC-hh

Minimum bias events dominate the central region of particle detectors in terms of object produc-

tion, as described in Section 2.2.2.1. By combining estimates from many physics generators using

different event production techniques, the total inelastic cross-section at FCC-hh is predicted to be

σinel = 105.1±2.0 mb [97], around 35% higher that measured at LHC, which is 78.1±3.0 mb [48].

Particle multiplicity in the central region at
p

s = 100 TeV is expected to almost have a twofold

increase compared to
p

s = 13 TeV, with the former being
dNch

dη

∣∣∣∣
η=0

= 9.6±0.2 [97] and the latter

being
dNch

dη

∣∣∣∣
η=0

= 5.31±0.18 [98]. The average transverse momentum in the |η| ≈ 0 region is ex-

pected to be 〈pT〉 ≈ 0.76±0.07 GeV, 40% higher than at
p

s = 8 TeV, which is 〈pT〉 ≈ 0.55±0.16 GeV.

Events at FCC-hh will have around 35% more pile-up interactions and around 270% higher

particle density than events at the same Linst at 13 TeV at LHC. At Linst = 30×1034 cm−2 s−1,

around 100 thousand charged particle tracks per bunch crossing are expected, representing an

extreme background environment in which signals will have to be identified.
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6.2.2 Goals

Obtaining an accurate measurement of the Higgs boson properties is of primary importance at

FCC-hh. In particular, obtaining an accurate estimate of the Higgs boson cubic self coupling via

the pair production of Higgs bosons is of specific interest. The cross section of this process atp
s = 100 TeV is σgg→HH ≈ 1.2 pb [99], 40 times larger than at

p
s = 13 TeV [60]. Despite the

higher energy, the cross section remains small, requiring a large integrated luminosity in order to

reach sufficient statistical significance. By the end of their operation, experiments at FCC-hh are

expected to have collected a combined integrated luminosity of 30 ab−1. This is to be compared

with the expected total from LHC, 3 ab−1. The higher integrated luminosity and cross section will

be sufficient to obtain a measurement with 5% precision on the Higgs boson cubic self coupling

and will enable a broad range of studies and searches for new physics at this energy scale to be

performed.

New frontiers for direct and indirect discovery of dark matter and new particles will be open

thanks to the higher energy and large dataset. Weakly interacting massive particles whose mass

is too large to be observed at the LHC may be produced; the precision of the SM parameters

measured at the HL-LHC may be improved to search for deviations from their predictions.

Studies have shown that a five fold increase in the discovery reach for SUSY particles compared

to HL-LHC is expected [3, 100].

6.2.3 FCC-hh detector

As discussed in Section 2.3.2, design choices for a detector operating at
p

s = 100 TeV were

led by the physics at this energy. Figure 2.11 [59] displays a comparison of the pseudorapidity

distribution at 14 and 100 TeV for two interesting physics signals. Figure 2.11(a) shows the

distribution of the most forward lepton in events containing a Higgs boson decaying into four

leptons; Fig. 2.11(b) shows the distribution of the most forward jet in events containing a Higgs

boson produced via vector-boson fusion. Both distributions show that the interesting physics

tends to be located at higher pseudorapidity as the centre-of-mass energy increases. Therefore,

the detector must cover a higher η range in order to measure interesting physics events and fulfil

the FCC-hh physics program. A reference physics detector for FCC-hh was designed, based on

the ATLAS, CMS, and LHCb detectors [3], and is shown in Figs. 6.2 and 6.3. The detector is

50 m long and has a diameter of 20 m. The central part of the detector covers up to |η| = 2.5 and

features a 4 T solenoid with a diameter of 10 m. The tracking system, the electromagnetic (ECAL)

and the hadron (HCAL) calorimeter are contained within the solenoid. A barrel muon system is

located outside the central solenoid. Two forward detector systems are located along the beam line,

similar to LHCb, extending the detector coverage to |η| = 6. Each forward system features: a 4 T

solenoid with a inner radius of 2.5 m containing the forward tracker; a forward electromagnetic

and hadron calorimeter; a forward muon system. The tracking system is designed to provide fine

granularity in order to deal with the high particle density. The tracker must be able to separate
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Figure 6.2: Design of the FCC-hh reference detector. Taken from Ref. [3].

Figure 6.3: 2D cross-section diagram of the FCC-hh reference detector. Taken from Ref. [3].

tracks, and have good vertex and momentum resolution. The ECAL, the endcap HCAL and the

forward HCAL are based on liquid argon due to its radiation hardness, while the barrel HCAL

uses scintillating tiles with steel and lead absorbers. Muon systems are designed to run more

as a identification system, with less focus on its standalone performance, due to the excellent

performance of the inner tracking system which provides a good momentum resolution when

used in combination with the muon chambers.
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6.3 Triggering at FCC-hh

Figure 1.1(a) and Table 6.1 respectively show the cross-section and the rates of a few interesting

standard model processes at FCC-hh compared to HL-LHC. A typical event at 〈PU〉 ≈ 1000

Table 6.1: Rates of a few interesting physics processes at different energy and luminosity values.
Taken from Ref. [3].

Process Unit HL-LHC Phase-1 FCC-hh Phase-2 FCC-hhp
s = 14 TeV

p
s = 100 TeV

p
s = 100 TeV

bb̄ MHz 25 125 750
bb̄ pb

T > 30 GeV/c MHz 0.08 1.3 8
Jets pjet

T > 50 GeV/c MHz 1.1 15 90
W++W− production kHz 10 65 390

W+ → l + ν kHz 0.6 3.8 23
W− → l + ν kHz 0.5 2.7 19

Z production kHz 3 20 120
Z → ll kHz 0.1 0.7 4.2

tt̄ production kHz 0.05 1.8 11

at FCC-hh will be extremely busy: each bunch crossing is expected to generate around 20 bb̄

pairs and three jets with pT > 50 GeV. High granularity detectors that produce large amount

of data will be required at FCC-hh in order to reconstruct events with the required precision.

Around 10 Pb/s of data are expected to be produced by the detector, if read at the full bunch

crossing rate [101]. The FCC-hh trigger systems will have to face the arduous task of maintaining

identification capabilities similar to or better than the ATLAS and CMS trigger systems in events

with an occupancy at least ten times higher than at LHC. New more sophisticated algorithms

using state-of-the-art technology and the full granularity of the detector, as well as innovative

triggering strategies and architectures will have to be developed to face this challenge.

6.3.1 Trigger architectures at FCC-hh

Developing a trigger architecture for a detector at FCC-hh is a difficult task. It is hard to predict

how technology will develop in the next 20 years. A possible way to understand this is to consider

how the various technologies have evolved over the years and extrapolate. Constraints on the

trigger architecture can be assumed based on the projections. Looking at the trigger architectures

currently used at LHC, two main choices stand out: a trigger system similar to the one used

in ATLAS and CMS, or one similar to ALICE and LHCb. In the former, one or more layer of

hardware triggers filter data before sending it to a HLT running on a computing cluster. In the

latter, the detector is fully read out every bunch crossing and its data sent to a HLT. A purely

software-based trigger enables for more flexible and powerful trigger algorithms, however it

requires an infrastructure able to cope with the massive data rates coming from the detector.

Data rates at ALICE and LHCb are low enough to permit this, however this is not the case for
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ATLAS and CMS.

Material budget and the power consumption of the CMS tracker, for instance, strongly limit the

amount of data that can be readout from the device [69]. The tracker is equipped with around

15000 links requiring a total power of 13 kW to be operated. Additional links must introduced

to read out the tracker every bunch crossing. However, in order to dissipate the thermal power

produced by the readout electronics, a larger cooling infrastructure has also to be introduced.

The material budget added by the optical links and cooling system causes a non-acceptable

degradation of the reconstruction performance, ultimately imposing a limit on the data that can

be read out.

A similar limit applies to the FCC-hh detector. The detector is expected to generate around

10 Pb/s of data, if every event is fully read out. About 6.5 Pb/s are expected to come from the

tracker [3, 102]. A 10 Gb/s LpGBT link requires around 1 W to be operated [69]. Therefore,

a tracker equipped with ≈ 650000 optical links will dissipate around 650 kW. The material

introduced by the links and the cooling system will negatively affect the performance of the

FCC-hh detector, unless a major breakthrough in the technology enables greatly increasing the

communication speed and reducing the number of links.

Consequently, a system based on a triggered readout of the detector was investigated. Focus was

put on studying the L1T, which can be technically very challenging due to many constraints such

as data rates, efficiency and available technologies. Using the CMS trigger as a reference, trigger

rates and physics acceptance for a L1T of a detector at FCC-hh were investigated in order to

understand the scale of the problem and of possible trigger rates that the data acquisition system

may have to sustain.

6.3.2 Trigger inputs

Due to bandwidth limitations, the FCC-hh L1T is expected to receive data from a subset of

detectors. Subdetectors can send trigger primitives carrying either full or reduced granularity

information, depending on bandwidth limits. Input from the FCC-hh calorimeters is expected to

be required. It is not yet clear if reduced granularity data will be enough to provide sufficient

discrimination capabilities. Muons have always been a reliable trigger, thanks to their identifica-

tion ease, therefore inputs from the muon chambers are necessary in order to provide a complete

trigger menu.

An open question is whether partially reading out the tracker will be required. Benefits of

including the tracker can be seen in the CMS Phase-2 L1T upgrade presented in Chapter 3:

reconstructing tracks and the primary vertex is crucial in high pile-up environments. Tracks

enable powerful reconstruction algorithms and pile-up rejection techniques to be run at trigger-

level: particle flow [87] can be employed to reconstruct single particles in the detector with

great precision; objects in the calorimeter can be identified with increased efficiency; photons

and electrons can be separately identified; the longer lever arm improves the muon resolution,
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which is fundamental in the FCC-hh detector, as mentioned in section 6.2.3; algorithms such as

PUPPI [87] can be used to remove pile-up particles and weigh the momentum of the remaining

particles based on the pile-up level.

However, it was also shown that the use of tracks drastically increases trigger complexity. In-

troducing the tracker implies introducing a new trigger subsystem, significantly increasing the

number of boards required in the L1T and requiring more manpower to commission and maintain

the system. In addition, more bandwidth in output from the detector is required in order to read

out data from the tracker. The number of links and power must be increased, with an impact on

the material budget and cooling system of the detector, as previously mentioned.

Although experience with the ATLAS and CMS detector shows that tracks are fundamental

in maintaining a good balance between physics acceptance and data rates in the trigger, it is

important to investigate whether it is possible to use the calorimeter and muon system to build a

L1T system with sufficient rejection capabilities. The system could be followed by the HLT to

perform the final selection, or, alternatively, by a second level of triggering that reads out tracks

at a reduced rate.

In the next sections an estimation of rates at FCC-hh for a L1T system with and without tracks

in input will be presented to investigate both scenarios.

6.4 Estimation of trigger rates using a scaling method

Understanding whether a hardware trigger receiving a complete set of inputs from the detector

can provide satisfactory performance is of fundamental importance before delving into more

detailed trigger studies. An initial first estimate of trigger rates for a L1T system receiving

inputs from tracker, calorimeter and muon system was computed to this purpose. The physics

acceptance of this trigger system was studied by generating a number of interesting physics

events, understanding the required L1T thresholds in order to accept those events, and studying

the relative background trigger rates.

The method used to estimate trigger rates at FCC-hh was a simple rescaling of the CMS Phase-2

L1T rates to FCC-hh luminosity. Although simple, this method provided a rough estimates of

rates in a short time span. Rates of jets, muons, electrons and pmiss
T triggers were computed atp

s = 100 TeV and Linst = 5×1034 cm−2 s−1 .

Trigger rates of the CMS L1T were scaled to FCC-hh under the assumption that jets affect and

drive a large fraction of the trigger rates. The electron rate is dominated by misidentified jets.

The muon rate is led by jets reaching the muon detectors and hadrons decaying into muons. The

pmiss
T rate is largely determined by jet momentum mismeasurements. The procedure used to run

this scaling was identical for each trigger object type that was studied and can be summarised as

follows:
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1. For a variety of pT thresholds, scaling factors ρ(pT) are computed:

(6.1) ρ(pT)=
RCMS

object(pT)

RCMS
jet (pT)

where RCMS
object(pT) is the rate of a specific trigger object as a function of pT , and RCMS

jet (pT)

is the rate of the single-jet trigger as a function of pT at the same luminosity in CMS.

2. Single-jet trigger rates at FCC-hh, RFCC
jet (pT), are estimated by running a simulation of the

FCC-hh detector.

3. Rates of the trigger object at FCC-hh, RFCC
object(pT) are obtained by multiplying the single-jet

trigger rate by the scaling factors:

(6.2) RFCC
object(pT)= ρ(pT) ·RFCC

jet (pT)

6.4.1 Computing the scaling factors

Scaling factors were computed by dividing the jet rate by the other object rates at constant pT

threshold. The technical design report of the Phase-2 upgrade of the CMS L1T [31] had not been

published at the time this work was done and jet trigger rates for the CMS Phase-2 L1T were not

available. Consequently, the Phase-2 single-jet rate was estimated from the Phase-1 single-jet

rate. Single-jet trigger rates are dominated by real jets coming from the hardest interaction in a

bunch crossing. Therefore, the effect of pile-up combinatorics and detector differences between

Phase-1 and Phase-2 CMS on single-jet rates are negligible and the Phase-2 rate can be obtained

by scaling the Phase-1 L1T single-jet rate to Linst = 5×1034 cm−2 s−1 .

Figure 6.4 shows rates of various jet triggers, including single-jet, as a function of the trigger

threshold at
p

s = 13 TeV and Linst = 1.15×1034 cm−2 s−1 for Phase-1 CMS. Single-jet rates in

Fig. 6.4 were scaled by the luminosity ratio to match Linst = 5×1034 cm−2 s−1 at HL-LHC. Rates

above 31.4 MHz, i.e. the maximum bunch crossing frequency in HL-LHC fills, were capped at

31.4 MHz.

The Phase-2 L1T rates for single-muon, single-electron, and pmiss
T are shown in Fig. 6.5. These

rates are taken from the technical proposal for the Phase-2 upgrade of the CMS detector [85], as

the technical design report of the Phase-2 upgrade of the CMS L1T [31] had not been published

yet at the time this work was done. The algorithms used to reconstruct Phase-2 L1T objects

in the technical proposal are a simplification of the actual Phase-2 algorithms. Phase-2 muons

are reconstructed by extrapolating tracks of muons in the muon chamber to the tracker. Each

extrapolated muon is then matched to the closest track in the tracker. The pT of the track in the

tracker is assigned as the muon pT . Phase-2 electrons are identified by matching tracks whose

pT is larger than 10 GeV to energy clusters in the electromagnetic calorimeter.

The scaling factors ρ(pT) were computed as in Eq. 6.1 and are shown in Fig. 6.6. At higher pT

thresholds, where no rate estimations were available, ρ(pT) was computed by fitting a linear

function to ρ(pT) at lower pT and extrapolating.
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Figure 6.4: Rates for a variety of jet triggers in hardware (“hw”) and emulator (“emu”) in CMS at
a centre-of-mass energy of 13 TeV and instantaneous luminosity of 1.15×1034 cm−2 s−1. Taken
from Ref. [103].

.

6.4.2 Generating 100 TeV events and computing the 100 TeV rates

Minimum bias events at
p

s = 100 TeV were generated using Pythia 8.223 [49]. The detector

response to these events was simulated using Delphes [105]. Delphes is a fast simulation tool

that runs a parameterised simulation of a particle detector response and its reconstruction. In a

parameterised simulation the detector performance is modeled by a set of operative parameters.

The Delphes simulation of the FCC-hh detector is able to: propagate tracks in a magnetic field,

simulate a tracking system; compute the response of the electromagnetic and hadron calorimeters;

simulate a muon identification system. The detector response simulation is then used to compute

a variety of quantities, such as calorimeter deposits, and physics objects. Delphes is less accurate

than simulating the full detector response using a software such as GEANT4 [92], but on the

other hand it is much faster.

The single-jet trigger rate was computed using jets reconstructed by Delphes with the particle-flow

algorithm [106], under the assumption that the performance of the jet reconstruction algorithm

run by the trigger is not significantly different from the offline one. The jet trigger rate at a

specific pT threshold, RFCC
jet (pT), was computed as:

(6.3) RFCC
jet (pT)= r(pT) ·Linst ·σinel
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(a) Muon

(b) Electron (c) pmiss
T (tkMet in the plot)

Figure 6.5: Phase-2 CMS object rates that were used as a reference for the FCC extrapolation.
Muon and electron rate plots are taken from Ref. [85]. The pmiss

T plot is taken from Ref. [104].
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Figure 6.6: Ratios between single-jet trigger rate and single-electron (green), single-muon (red),
and MET (blue) trigger rates as a function of the trigger pT threshold for the CMS Phase-2 L1T
at a instantaneous luminosity of 5×1034 cm−2 s−1 and

p
s = 14 TeV . The width of the band

represents the uncertainty.

where r(pT) is the fraction r(pT) of minimum bias events that have at least one jet with pT

greater than the pT threshold, Linst is the instantaneous luminosity, and σinel is the minimum

bias cross section.

Rates of jet triggers at the luminosity of 5×1034 cm−2 s−1 are displayed in black in Fig. 6.7; rates

of electron, muon, and MET triggers are respectively shown in green, red, and blue in Fig. 6.7

and were obtained by multiplying the jet rate by the scaling factors in Fig. 6.6. This method can

not give predictions for triggers using pT thresholds lower than 30 GeV due to saturation of the

jet trigger rate. In addition, due to limited statistics, trigger rates at pT thresholds greater than

140 GeV could not be estimated.

6.4.3 Generating the benchmark physics

The sensitivity of a set of benchmark physics channels as a function of the trigger pT threshold

and rate was investigated in order to understand the impact on physics reach of the pT thresholds.

More specifically, events with W, Z, and Higgs boson production in their leptonic final states atp
s = 100 TeV were generated using Pythia 8.223:

• Z → ee

• W → eνe
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Figure 6.7: Single-jet (black), single-electron (green), single-muon (red), and MET (blue) trigger
rates as a function of the trigger pT threshold for a L1T system having similar performance to the
CMS Phase-2 L1T system at an instantaneous luminosity of 5×1034 cm−2 s−1 and

p
s = 100 TeV .

The width of the band represents the uncertainty. A line showing the 1 MHz threshold was added
as a reference.

• H → ZZ → eeee

• H → WW → eνeeνe

• Z → µµ

• W → µνµ

• H → ZZ → µµµµ

• H → WW → µνµµνµ

Based on the decay channel, the distribution of the leading electron or muon pT was computed

for each one of them. Figure 6.8 shows the pT distribution of the leading electron. A similar

distribution was observed for the leading muon. The physics acceptance for a specific type of

event at various pT thresholds was computed by dividing the number of events whose leading

object pT was above the corresponding trigger threshold by the total number of generated events.

Figure 6.9 shows the efficiency of processes listed above as a function of the electron and muon

pT thresholds. Fig. 6.10 displays the fraction of accepted events as a function of the trigger rate,

which was computed by replacing the pT thresholds of Fig. 6.9 with their corresponding rates

from Fig. 6.7.
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Figure 6.8: pT distribution of the leading electron in electroweak events. Distribution were
obtained from 1000 events in each process type.

6.4.4 Discussion of results

Raising the centre-of-mass energy from
p

s = 13 TeV to
p

s = 100 TeV causes a significant

increase in rates. A comparison between Figs. 6.7 and 6.4 shows that the single-jet trigger rate

has increased by around 20 to 40 times depending on the threshold, thus increasing all the other

object rates by the same amount. The results presented in this section can be studied under three

different points of view in order to find candidate pT thresholds.

First of all, it can be assumed that the same bandwidth allocations as in the CMS Phase-2 L1T

menu will be applied to the FCC-hh L1T to determine pT thresholds. The resulting thresholds

between the two experiments can be compared. According to the trigger menu presented at

page 32 of Ref. [107], candidate pT thresholds for the CMS Phase-2 L1T are: 31 GeV for the

single-electron trigger, firing with a background rate of 38 kHz; 18 GeV for single-muon trigger,

with a background rate of 27 kHz; 200 GeV for the pmiss
T trigger, with background rate of 18 kHz.

According to Fig. 6.7, thresholds at FCC-hh for the electron and muon trigger will approximately
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(a) Electron (b) Muon

Figure 6.9: Fraction of accepted events for a set of physics processes as a function of the pT
threshold at

p
s = 100 TeV and instantaneous luminosity of 5×1034 cm−2 s−1 .

(a) Electron (b) Muon

Figure 6.10: Fraction of accepted events for a set of physics processes as a function of the trigger
rate at

p
s = 100 TeV and Linst = 5×1034 cm−2 s−1 . A line showing a possible trigger threshold

and the relative rate was added for reference.
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have a twofold increase to 70 GeV and 40 GeV, respectively. The pmiss
T trigger will roughly be

unchanged, if the trend shown between 60 and 140 GeV is extrapolated to higher pT thresholds.

Secondly, potential pT thresholds can be found assuming that single-object triggers will be used

to select electroweak physics. Single-muon triggers can maintain sensitivity to these processes

while keeping reasonable rates: a pT threshold of 30 GeV can retain good physics acceptance with

a rate of 33 kHz, shown in the red dotted line in Fig. 6.10(b). Jets are more often misidentified

as electrons than as muons, as shown in Fig 6.6, which leads to higher rates for single electron

triggers. Consequently, the same pT threshold as the single-muon trigger can be achieved with a

single-electron rate of 140 kHz, leading to a similar fraction of accepted events for the channels

under study, as shown in Fig. 6.10(a).

Lastly, thresholds can be determined by dividing the total available rate between the various

objects that were studied in this section to build a possible menu. Assuming that the level-1

trigger will have a maximum accept rate of 750 kHz, as in the CMS Phase-2 L1T, and keeping a

safety margin of 50%, 375 kHz is the total available rate budget. Around 30 and 140 kHz could

be respectively assigned to single muon and electron triggers in order to accept electroweak

physics, while the remaining 200 kHz be equally shared between single jet and pmiss
T triggers. The

100 kHz pT threshold for jets is around 200 GeV, if the trend between the 80 GeV to 140 GeV in

Fig. 6.7 is extrapolated to higher pT thresholds. The pmiss
T threshold is 140 GeV, if the remaining

100 kHz are allocated in the pmiss
T channel, obtaining the same threshold as CMS.

This study seems to show that rates are manageable at FCC-hh at the base luminosity of

5×1034 cm−2 s−1 . The final luminosity of 30×1034 cm−2 s−1 was not considered, however scaling

rates by a factor 6, i.e. the ratio between the base and ultimate luminosity, shows that single-

object triggering may not be sufficient for electroweak and Higgs boson physics, while staying

within the rate limits. Cross-object triggers will be crucial in rejecting background events while

maintaining lower rates and good physics acceptance at high pile-up. This study uses a simple

rescaling of CMS rates method to help understanding the scale of the challenge of triggering at

FCC-hh. The impact of using more complex triggers is hard to study with this technique.

This work has a limited scope of prediction: it does not predict rates for pT thresholds below

30 GeV, which is a very interesting range to study; it does not provide a reliable rate estimation

above 140 GeV, due to the lack of data; it uses a simple scaling of rates, effective to get a first

understanding of the problem, but a more solid method is required to have a more conclusive

answer. In the next section, a more sophisticated method based on a simulation of the trigger will

be used to predict rates in order to circumvent part of the limits of the rescaling method.
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6.5 Estimation of trigger rates using a parameterised
simulation

The goal of the work presented in this section is to obtain a more robust estimate of trigger

rates by developing a parameterised simulation of a detector and trigger system at FCC-hh

which has the same performance as CMS. More specifically, a simulation of the Phase-1, e/γ,

and muon trigger was initially built; in a second stage, simulation of the Phase-2 jet trigger

was also added. An e/γ is an object that is compatible in the trigger with either an electron or

a photon, as, having no tracks, no discrimination between the two is possible in the Phase-1

L1T. Using a parameterisation solved some of the issues of the rescaling method, provided a

better understanding of the main background physics processes and issues in triggers at hadron

colliders, and returned a more reliable estimate of trigger rates.

In the next sections, two object types will be referred to: generator-level and trigger-level objects.

The former are products in output from the event generator, their properties will be denoted by

the superscript “gen”. The latter are objects reconstructed by the L1T; the superscript “L1T” will

be use to mark their properties. The superscript “EG” will be used to refer to properties of e/γ

objects.

6.5.1 Overview of the method

Using a full simulation of the FCC-hh detector response to events at
p

s = 100 TeV was not

possible due to computing limits, lack of detailed detector design and relative GEANT4 description.

Therefore, a parameterised simulation was used, due to its greater speed and simplicity.

The set of steps listed below was followed for each trigger object type in order to build, validate,

and run the simulation:

1. The main contributions to the trigger rate were understood and each one associated to a

specific generator-level object in the event.

2. A set of parameters to model the contribution based on the generator-level objects identified

in step 1 was defined.

3. Events with the contributing processes were generated in Pythia at
p

s = 13 TeV and the

CMS detector response was computed using a full GEANT4 simulation [92].

4. Trigger-level objects were cross-matched to generator-level objects from which they will

result.

5. Parameters chosen in step 2 were computed based on the object pairs obtained in step 4.

6. The parameterisation was validated by running closure tests at 13 TeV.
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7. Correction factors were computed to take account for any small differences between the

two simulations.

8. Minimum bias events at
p

s = 100 TeV were generated and run in the parameterised

simulation to obtain preliminary single-object trigger rates.

9. The correction factors computed in step 7 were applied to obtain the final rates.

10. Statistical and systematic rate uncertainties were estimated.

6.5.2 Parameter definition and calculation

Each rate-contributing process was modeled in the simulation by building two parameters. The

first parameter is a probability ε that a trigger-level object will be produced by a generator-level

object, as a function of pgen
T . The second parameter is either a pT distribution of the trigger-level

objects or a pT resolution, again as a function of pgen
T .

Parameters were computed from pairs of generator and trigger-level objects that were cross-

matched together in a GEANT4 simulation of the CMS experiment with ∆R < 0.3.

The probability to reconstruct a trigger-level object ε was computed in pgen
T bins and was defined

as:

(6.4) ε= Ngen
matched

Ngen
tot

where Ngen
matched is the number of matched generator-level objects in the bin, and N jet, gen

tot is the

total number of generator-level objects, both matched and unmatched, in the same bin.

Momentum resolutions were obtained by grouping object pairs in pgen
T bins, and computing

the distribution of pL1T
T − pgen

T in each bin. Alternatively, pL1T
T distributions were obtained by

grouping pairs in pgen
T bins, and then computing the distribution of pL1T

T in each bin.

The parameters were obtained from CMS Monte Carlo samples that were produced in the context

of the Phase-2 detector studies and only included a response of the Phase-2 calorimeter. The CMS

Phase-2 calorimeter is the same as the Phase-1 only in the barrel section, i.e. up to |η| < 1.44, as

the Phase-1 endcap is replaced by HGCAL in the Phase-2 upgrade. Therefore, emulation of the

Phase-1 L1T calorimeter trigger was only available in the barrel. Parameters computed from

Phase-1 calorimeter trigger objects were only obtained on the barrel data due to this limitation,

and later extended to the whole detector η coverage in the FCC-hh simulation.

In the next sections details on the backgrounds and parameterisation of each trigger object type

will be presented.

6.5.2.1 Phase-1 jet trigger parameterisation

Genuine hadron jets produced in non-elastic QCD interactions reconstructed by the L1T system

were considered to be the main contribution to the jet trigger rate. The jet reconstruction perfor-
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mance of the CMS Phase-1 L1T was parameterised by computing the jet identification probability

and pT resolution. Details on the algorithm used to reconstruct jets in the Phase-1 L1T are given

in Section 4.2 and in Ref. [93].

Generator-level jets were cross-matched to trigger-level ones in a CMS detector response simu-

lation to QCD events containing at least one jet with pT ranging from 15 GeV to 7000 GeV at

〈PU〉 = 140.

However, only pairs including leading generator-level jets in an event were selected for parameter

calculation, as sub-leading jets typically have worse reconstruction performance. In addition, jet

pairs whose pjet, gen
T < 25 GeV were excluded since low-momentum jets are hard to model due to

high pile-up contribution and do not affect rates in the pT thresholds of interest. A distribution of

the distance ∆R for two different pjet, gen
T bins is shown in Fig. 6.11.

Figure 6.12(a) shows the jet identification probability εjet obtained using Eq. 6.4. Two jet pT

0 0.05 0.1 0.15 0.2 0.25 0.3
RΔ

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

a.
u.

< 35jet, gen
T

30 < p

< 110jet, gen
T

100 < p

|
CMS simulation, 14 TeV, PU 140, Phase 1 L1T

|<1.44jet, genη

Figure 6.11: Distribution of the distance ∆R between the matched jets in two pjet, gen
T bins.

Distributions are normalised to unit area.

resolutions in two different pjet, gen
T bins are shown in Fig. 6.12(b). An offset to the jet pT resolu-

tion can be observed. The source of the shift was ascribed to pile-up, which was too high for the

pile-up correction techniques used in the Phase-1 trigger to compensate.

6.5.2.2 Histogrammed jet trigger parameterisation

The development and performance of a new jet trigger algorithm, called the histogrammed jet

algorithm, for the Phase-2 upgrade of the level-1 trigger of the CMS experiment was presented in

Chapter 4. An estimation of the single-jet trigger rate using the histogrammed jet algorithm at
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Figure 6.12: Jet trigger identification efficiency and resolution parameterisation obtained from
the parameter calculation procedure. Distributions are normalised to unit area.
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FCC-hh was computed to understand the impact of the improved response from use of tracking

in the L1T on rates.

Parameters for the simulation were obtained in the same fashion to the Phase-1 jet trigger.

The momentum resolution and identification probability were obtained by cross-matching his-

togrammed jets to generator-level ones in a sample containing QCD events containing at least

a jet with pT ranging from 15 to 7000 GeV at 〈PU〉 ≈ 200. Pairs with pjet, gen
T < 50 GeV were

excluded; an higher exclusion threshold compared to Phase-1 jets was chosen in order to com-

pensate for the increased pile-up background. The jet trigger pT resolution and identification

probability are shown in Fig. 6.13. Figure 6.14 shows that the histogrammed jet algorithm has

higher identification probability than the Phase-1 algorithm. The resolution curves in Fig. 6.13(b)

are centred on zero as the algorithm has jet energy correction factors that compensate for pile-up

contributions.

6.5.2.3 EGamma trigger parameterisation

Hadrons mistakenly identified as e/γ objects by the L1T system were considered to be the main

contribution to the e/γ trigger rate. Generator-level jets were considered in modeling this process,

as a proxy for their components. The probability for a hadron jet to produce a fake e/γ and

its momentum distribution as a function of pjet, gen
T were obtained. Generator-level jets were

cross-matched to e/γ in the same QCD sample used for the Phase-1 jet parameterisation. The

same selections described in Section 6.5.2.1 were applied in the matching stage, with the only

difference that pairs whose pjet, gen
T > 3 GeV were considered. Differently from the jet case, low-pt

jets have a non-negligible probability to be reconstructed as e/γ in the pEG, L1T
T range of interest,

therefore they had to be included in the parameterisation.

Figure 6.15(a) shows the εEG used in the simulation. The plot shows a feature around 128 GeV

that require an understanding of the CMS e/γ trigger to be explained. e/γ are identified in the CMS

level-1 trigger by looking for specific energy deposit patterns in the calorimeter. Thresholds on the

H/E ratio, i.e. the ratio between the energy that is deposited in the hadron and electromagnetic

calorimeter in the pattern, are used to distinguish e/γ from jets for energies below 128 GeV, where

the jet rate is high. The identification criterion is relaxed above this energy threshold, as the

jet contribution becomes negligible, causing every valid pattern that is found by the e/γ trigger

algorithm to be identified as e/γ regardless of its H/E ratio. In conclusion, the probability shown

in Fig. 6.15(a) is led by the H/E selection criterion for pjet, gen
T < 128 GeV; a larger fraction of the

jets forms clusters whose energy is greater than 128 GeV as the the jet pT increases, which leads

to the rise in the probability above this pjet, gen
T value.

pEG, L1T
T distributions were obtained by grouping pairs in the same pjet, gen

T bins, and then

computing the distribution of pEG, L1T
T in each bin. Smaller pjet, gen

T bins than the ones used in

the jet trigger work were required, which led to lower statistics in each bin, larger statistical

fluctuations in the pEG, L1T
T distributions, and artifacts in the trigger rates resulting from the
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Figure 6.13: Identification efficiency and resolution parameterisation of the histogrammed jet
trigger. Distributions are normalised to unit area.
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Figure 6.14: Comparison between the phase-1 and the histogrammed jet trigger identification
probability.

parameterisation. To reduce fluctuations, a data smoothing procedure was applied to the pEG, L1T
T

distributions. The smoothing method implemented in the data analysis framework ROOT [108],

based on the technique described in Ref. [109], was used. Two distributions in two different

pjet, gen
T bins are shown in Fig. 6.15(b).

6.5.2.4 Muon trigger parameterisation

Three processes were identified as main contributions to the muon trigger rates:

• muons produced in electroweak processes and decays of short-lived, heavy quark flavours,

this phenomenon will be referred to as “prompt muons”;

• muon produced in in-flight decays of long-lived hadronic states, i.e. pions and kaons, which

will be referred to as “decay-in-flight muons”;

• hadron jets punching-through the detector that reach the muon chambers, which will be

referred to as “punch-through muons”.

Although both processes generate actual muons reaching the muon chambers, prompt and decay-

in-flight muon contributions were treated separately, as the generator-level information in the

CMS samples did not include muons coming from decays of pions and kaons. Two different

sets of parameters were produced, one describing the prompt muons, and one describing the
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Figure 6.15: Jet misidentification probability and e/γ pT distribution parameterisation obtained
from the parameter calculation procedure.
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decay-in-flight and punch-through muons at the same time. The prompt muon component was

implemented in the simulation by computing the muon identification probability and pT resolu-

tion of the L1T. Generator-level muons were cross-matched to trigger-level muons in a sample

containing the CMS detector response to muons with pT between 0 and 100 GeV in absence of

pile-up, as the response of the muon chambers to muons does not depend on the pile-up level in

first approximation. A larger matching radius than in the jet case, ∆R= 0.9, was used in order to

take into account for the bending of the muon tracks in the φ direction due to magnetic field in

the detector. Figure 6.16(a) shows that the average ∆R is higher for generator-level muons at

low pT . An additional constraint on the pseudorapidity difference ∆η was made by requiring

|ηµ, L1T −ηµ, gen| < 0.3, to improve the quality of the match as η is generally not affected by the

magnetic field. ∆η distributions are displayed in Fig. 6.16(b). It will be later shown that muons
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Figure 6.16: Distribution of the quantities used in the muon matching. Data is normalised to the
area.

with pT < 2.5 GeV can not be detected by the CMS muon detectors in the barrel, therefore the

blue data series in Fig. 6.16 includes muons only reaching endcap muon detectors, while the

green series includes contributions from both detector regions. A flatter distribution in ∆η can be

observed in the endcap region of the detector, which is explained by the non-uniform magnetic

field in the region which bends tracks in the η direction as well.

The muon identification probability was computed separately in the barrel and endcap detectors,

in order to better take account for the differences in performance. A two-dimensional binning

in ηµ, gen -pµ, gen
T was applied to muon pairs to compute εµ using the formula in Eq. 6.4. Muon

pairs with |ηµ, gen| < 1.1 were assigned to the barrel bin, while those with 1.1 < |ηµ, gen| < 2.44

were assigned to the endcap bin.

Figure 6.17 shows the identification probability in barrel and endcap. The identification probabil-

ity does not increase for pµ, gen
T up to around 2.5 and 1 GeV in the barrel and endcap, respectively.

This feature is explained by the geometry of the CMS muon chambers. Barrel muon detectors
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are located at a distance of around 4 metres from the interaction point, while the endcap ones

at a distance of a metre. At very low pT , the diameter of the circular trajectory of the muons in

the CMS detector magnetic field is less than the distance of the detectors from the beam pipe.

Therefore, muons in this condition do not reach the detectors and can not be identified.

The muon trigger pT resolution was computed by dividing pairs only in pµ, gen
T bins, merging
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Figure 6.17: Prompt muon identification probabilities in barrel and endcap.

barrel and endcap bins for simplicity. Figure 6.18 shows the pT resolution in two pµ, gen
T bins.

Muon pT resolutions have long non-Gaussian tails, showing that the pT of muons can be largely

overestimated, due to muons scattering at a large angle in the muon chambers. Therefore, low-pT

generator-level muons can have a significant impact on much higher pT thresholds, and can not

be excluded in the simulation.

Decay-in-flight and punch-through muon backgrounds were modeled using a common set of para-

meters. The decay-in-flight muons are associated to the production and decay of pions and kaons,

punch-through muons to hadron jet reaching the muon chambers. Pions and kaons are typically

contained in hadron jets, therefore the parameters that describe both muon backgrounds were

built by pairing trigger-level muons with generator-level jets. QCD events containing at least a jet

with pT ranging from 15 to 7000 GeV at 〈PU〉 = 0 were studied. A veto on generator-level muons

was applied to exclude events containing prompt muons. Initially, a parameterisation strategy

similar to that for e/γ objects was attempted by computing a parameter describing the probability

for a generator-level jet to cause a trigger-level muon, and another describing the relative pµ, L1T
T

distribution. Punch-through muons are typically reconstructed close to the generator-level jet

causing them. However, decay-in-flight muons can be found at large distance from the jet, as

muons coming from pion and kaon decays can be produced with a very large angle. Therefore,

108



6.5. ESTIMATION OF TRIGGER RATES USING A PARAMETERISED SIMULATION

[GeV], genm

t
- p, L1Tm

t
p

20− 0 20 40 60 80

a.
u.

4−10

3−10

2−10

1−10

< 2.5, genm

t
1.7 < p

< 20, genm

t
15 < p

CMS simulation, Phase-1 L1T, PU=0

Figure 6.18: Muon trigger pT resolution.

understanding from which jet the muon was produced using distance criteria was not possible

without any additional generator-level information. A variety of alternative methods were inves-

tigated to build a parameterisation. Ultimately, two parameters based on event properties, rather

than object, were built: the probability to have a non-prompt trigger-level muon in an event,

and its momentum distribution. Both parameters were computed as a function of the pT of the

leading generator-level jet in the event, which was used as a proxy for the topology and energy

scale of the interaction. Pairs with the leading trigger-level muon and leading generator-level

jet in an event, regardless of their distance in η-φ space, were obtained and used to compute

the parameterisation. Figure 6.19(a) shows the probability εµ, non-prompt to have a non-prompt

muon as a function of the momentum of the leading generator-level jet. Two muon momentum

distributions in two different pT bins are shown in Fig. 6.19(b).

6.5.3 Applying the parameterisation

Trigger-level objects were computed through a two-step procedure. In the first step, for each

generator-level object that can contribute to a trigger rate, an accept-reject algorithm was run

to determine whether the corresponding trigger-level object was produced. In the second step,

the pT of trigger-level object was computed. A number distributed as either the pT resolution

or the momentum distribution was generated using the numerical inverse transform method

implemented in the ROOT [108] data analysis tool, to obtain the momentum of the trigger-level
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Figure 6.19: Non-prompt muon probability and momentum distribution.
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object. If the number was obtained from a pT resolution curve, then it was added to pgen
T , before

assigning it as pL1T
T .

Two different closure tests on the momentum distributions of the objects in output from the

simulation were run to verify the quality of the parameterisation. The first was used to validate

the momentum assignment and the relative parameter in the simulation. The momentum

parameter was applied to matched generator-level objects. The resulting pL1T
T distribution was

compared to the pT distribution of the matched CMS trigger-level objects. The second was run

to validate both the probability and momentum parameters of the simulation at the same time.

Every generator-level object in the CMS simulation was used as input to the parameterised

simulation. As in the first test, the resulting pT distribution was compared to that of the matched

trigger-level objects.

6.5.3.1 Phase-1 jets

Figure 6.20 shows the results of the closure tests: good agreement was obtained between the two

distributions in both tests, thus validating the parameters and confirming that the simulation

correctly applies them. The simulation seems to accurately reproduce the pjet, L1T
T distribution in

the CMS simulation within a 10% difference up to 300 GeV. Above 300 GeV, the distributions

have a 20% difference.
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Figure 6.20: Jet trigger parameterisation closure tests. Good agreement between the original
CMS simulation and the parameterised trigger-level jets was obtained.
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6.5.3.2 EGamma

Figure 6.21 shows good agreement between the pEG, L1T
T distribution in the two simulations for pT

up to 100 GeV. Differences arise above this value due to the smoothing technique that was applied.

This is demonstrated by Fig. 6.22, which shows a comparison of the same CMS distribution with

one obtained using non-smoothed pEG, L1T
T distributions. The pEG, L1T

T distributions exhibit two

interesting features of the algorithm: the relaxation of the identification criterion and the energy

saturation threshold. The former is explained in Section 6.5.2.3 and appears as a sudden increase

in the number of e/γ objects around 128 GeV. The latter is due to the maximum pT that e/γ

objects can have in the CMS L1T, which is 255 GeV. The pT of e/γ is stored in a 8-bit integer,

where 1 unit corresponds to 1 GeV. Any e/γ with energy higher than 255 GeV is capped at that

value, hence the sharp peak. In conclusion, the closure tests show that the parameterisation
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Figure 6.21: e/γ trigger parameterisation closure tests. Discontinuities in the CMS pEG, L1T
T

distributions are due to the relaxation of the identification criterion, and energy saturation
threshold. Disagreements above 120 GeV between distributions in the plots are observed and
caused by the smoothing that was applied to the pEG, L1T

T distribution parameterisation.

accurately represents the jet misidentification process up to 128 GeV. The e/γ pT distribution

above that value strongly depends on the features of the identification algorithm, and is not

accurately represented by parameterisation due to the smoothing. Therefore, the parameterised

simulation is not expected to reproduce the same e/γ background and rates as the CMS trigger

for pT thresholds above 128 GeV.
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Figure 6.22: e/γ trigger parameterisation closure tests using pEG, L1T
T distribution with no

smoothing. Discontinuities in the CMS pEG, L1T
T distributions are due to the relaxation of the

identification criterion, and energy saturation threshold. Good agreement between distributions
in the plots is observed demonstrating that the differences between distributions shown in
Fig. 6.21 are caused by the smoothing of the pEG, L1T

T distribution parameterisation.

6.5.3.3 Muons

Figures 6.23 and 6.24 show closure tests for the two muon trigger backgrounds. Good agreement

between the pµ, L1T
T distributions from CMS full and parameterised simulations was observed.

6.5.4 Generating and validating events for the rate closure test

A comparison between the single-object rates in output from the CMS full simulation and

parameterisation was obtained, as a final closure test. Rates were obtained from a sample

of a CMS GEANT4 simulation that contained events at pile-up 140 and 200. A new sample

with similar object distributions was produced using Pythia 8.223 and used as input to the

parameterised simulation, instead of running on the same events. By confirming that a valid

sample at
p

s = 13 TeV was generated, knowledge of how to produce the same sample type atp
s = 100 TeV was obtained. The newly-generated

p
s = 13 TeV data sample was validated by

comparing the distributions of pT , η, and multiplicity, i.e. the number of objects per event, of

generator-level jets and muons to those in the CMS full simulation. Figures 6.25 and 6.26 show

good agreement between the distributions from the CMS event generator and the parameterised

simulation. Only a small disagreement on the number of events with more than four muons
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Figure 6.23: Closure tests of the parameterisation of the prompt muon contribution. Good
agreement was observed between the two pµ, L1T

T distributions.
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Figure 6.24: Closure tests of the parameterisation of the decay-in-flight and punch-through muon
contributions. Good agreement was observed between the two pµ, L1T

T distributions.
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was observed. The source of this was not found, but the difference was deemed small enough to

continue.

6.5.5 Rate closure test and correction factors

Trigger rates at an instantaneous luminosity of 5×1034 cm−2 s−1 and
p

s = 13 TeV were computed

by first running the simulation on minimum bias events. Results were then scaled to 〈PU〉 ≈ 140,

or 200 for the histogrammed jets. This technique enabled computation of rates at different

luminosity levels by scaling results, instead of reprocessing all the events.

Rates were computed by first obtaining the probability for a single minimum bias event to pass

the trigger selection from the simulation, ppp:

(6.5) ppp =
Npass

Ntot

where Npass is the number of minimum bias events passing the trigger in the simulation and

Ntot is the total number of minimum bias events. A binomial distribution B(ppp, 〈PU〉, x), with x

being the number of proton-proton interactions passing the trigger in a bunch crossing, was used

to calculate the probability that an event at pile-up 〈PU〉 will pass the same selection (p〈PU〉):

(6.6) p〈PU〉 = B(ppp, 〈PU〉, x > 0)= 1−B(ppp, 〈PU〉, x = 0)= 1− (1− ppp)〈PU〉

This probability was then used to calculate the trigger rate using the formula:

(6.7) R = fBX · p〈PU〉

where fBX is the bunch crossing frequency.

It should be noted that if ppp is sufficiently low that the probability of two simultaneous proton-

proton interactions passing a trigger is negligible, Eq. 6.6 can be written as:

(6.8) P〈PU〉 = 1− (1− ppp)〈PU〉 ≈ 〈PU〉 · ppp

In this regime, the probability for a bunch crossing to pass a trigger, hence the trigger rate,

linearly scales with the luminosity. Error propagation was applied to Eq. 6.8 to obtain the

statistical uncertainty on the rate.

A comparison between the rate from CMS full simulation and the parameterisation for each

trigger object that was studied is presented from Fig. 6.27 to Fig. 6.30. The bottom plot displays

ratios between the two rates. These ratios were used as correction factors for FCC-hh rate

estimation to compensate for any difference between the CMS full and parameterised simulations.

In the next sections a short discussion of the comparison of each trigger object type will be given.

6.5.5.1 Phase-1 jets

The parameterised simulation accurately reproduces CMS rates up to pT thresholds of 150 GeV.

Above that threshold, the parameterised simulation tends to underestimate rates, up to a factor
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Figure 6.25: pjet, gen
T , ηjet, gen and jet multiplicity distribution comparison between CMS full-

simulation and the parameterised simulation. The good agreement between the two shows that
Pythia 8.223 was tuned correctly in the parameterised simulation.
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Figure 6.26: pµ, gen
T , ηµ, gen and muon multiplicity distribution comparisons between CMS full-

simulation and the parameterised simulation. Good agreement was observed in general, although
a small underestimation in the number of events with more than four muons was found in the
newly generated sample.
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two. Although this may seem a significant difference, it should be observed that due to the

exponential relation between rates and pT thresholds, a factor two in rate difference corresponds

to underestimating pT thresholds by 10%. This was considered satisfactory for the FCC-hh study

requirements.
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Figure 6.27: Upper plot: closure test of the jet trigger rate using the Phase-1 jet trigger param-
eterisation. Good agreement up to 150 GeV was obtained. Above 150 GeV the parameterised
simulation increasingly underestimates rates. Bottom plot: scaling factors used in the FCC-hh
rate estimation.

6.5.5.2 Histogrammed jets

The parameterised simulation seems to overestimate rates by around 25%, corresponding to a

10% overestimate of pT thresholds.
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CMS simulation

Figure 6.28: Upper plot: closure test of the jet trigger rate using the histogrammed jet trigger
parameterisation. The parameterised simulation overestimates rate by around 25% over the pT
thresholds of interest. Bottom plot: scaling factors used in the FCC-hh rate estimation.

6.5.5.3 EGammas

Except for pT thresholds below 20 GeV, the parameterised simulation constantly underestimates

the rate by around 30%. Rates in both simulations reach a plateau of 5 kHz in the 80 – 130 GeV

pEG, L1T
T range. The plateau rate is led by the relaxation of the H/E identification threshold at

128 GeV. Disagreements could be caused by the falling pjet, gen
T distribution in the QCD sample

that causes the low pEG, L1T
T part of the momentum distribution to be over-represented. The issue

could be solved by either using finer pjet, gen
T bins or by generating and simulating the detector

response to a QCD sample with a more uniform pjet, gen
T spectrum. The first solution was not

feasible due to the small statistics; the second required long and unpractical computing time

to simulate the detector response. The problem was not further investigated, as this closure

test also showed that rates are dominated by the H/E relaxation working point. This working

point is carefully studied to suit the needs of CMS and would have to be tuned to match the
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new energy and luminosity conditions in a e/γ trigger at FCC-hh. Consequently, this leaves

a large uncertainty in the e/γ rates at FCC-hh as they are dominated by the reconstruction

algorithm configuration. In the light of this, the disagreements shown in the rate closure test

were considered acceptable.
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Figure 6.29: Upper plot: closure test of the e/γ trigger rate. Rates are underestimated by the pa-
rameterised simulation by 30%. Bottom plot: scaling factors used in the FCC-hh rate estimation.

6.5.5.4 Muons

Good agreement between the rate in output from the CMS full and parameterised simulation is

observed. Prompt muons were found to account for around 50% of the rate.

6.5.6 Rates at 100 TeV

The parameterised simulation was configured to apply the CMS parameterisation to the FCC-hh

detector presented in Section 6.2.3. The performance of the CMS jet and e/γ trigger in the barrel
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Figure 6.30: Upper plot: closure test of the muon trigger rate. Bottom plot: scaling factors used in
the FCC-hh rate estimation.

was assumed to be the same over the entire FCC-hh detector, covering a pseudorapidity up to

6. The barrel muon detector was configured to cover |η| < 1. The barrel muon chambers of the

FCC-hh detector are farther away from the beam line than in CMS, meaning the minimum pT

required to reach the detectors is greater than in CMS. The identification probability for any

muon in the barrel with pµ, gen
T < 3.9 GeV was set to null to take the larger radius into account,

based on the information reported in Ref. [110]. The endcap muon detector was set to cover

up to |η| < 6, with the same endcap detector performance as CMS. The probability of a proton

interaction to give rise to a decay-in-flight or punch-through muon was increased by a factor 3.4,

to take into account the increased multiplicity in the number of jets and particles at the higher

centre-of-mass energy. The method described in Section 6.5.5 was used to compute rates and

their statistical uncertainty. Finally, correction factors and their errors were applied in order to

obtain the final estimation of rates at FCC-hh.

Results for each object type will be presented in the next sections, together with a short discussion.
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6.5.6.1 Phase-1 jets

Rates obtained from the parameterised simulation, shown in Fig. 6.31, can be compared with

those in Fig. 6.7. The 1-MHz pT threshold was found to be 180±20 GeV in the former and

150 GeV in the latter. The rate menu presented in page 32 of the technical design report of the

Phase-2 CMS L1T [107] quotes a single jet rate of 42 and 69 kHz using a pT threshold of 173 GeV

at pile-up 140 and 200, respectively. The expected rate at the same pT threshold in FCC-hh is

1.0±0.2 MHz. The increase in rate is strongly led by physics: events at
p

s = 100 TeV have higher

average transverse momentum and particle multiplicity, which impacts on the average number

of jets and their average energy.
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Figure 6.31: Single-jet trigger rate at FCC-hh for a jet trigger whose performance is the same as
the CMS barrel jet trigger. The width of the band represents the rate uncertainty.

6.5.6.2 Histogrammed jets

Figure 6.32 presents rates obtained from the parameterised simulation. Comparing this result

with the rate estimate in Fig. 6.31 shows that the histogrammed jet trigger algorithm can reduce

rates by a factor two. The rate reduction can be explained by a multiple factors: the resolution

curves of the histogrammed jet algorithm parameterisation are centred on zero, as the jet energy

is corrected for pile-up contributions; the Phase-2 algorithm sums energy contributions over a

smaller area than the Phase-1, therefore including less pile-up energy; using particle-flow inputs
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built with pile-up rejection techniques improves the jet trigger performance. Even if halved, the

single-jet rates using the improved Phase-2 algorithm are high: a rate of approximately 600 kHz

is expected using a pT threshold of 173 GeV, as in the CMS Phase-2 L1T menu. A pT threshold in

the 300 – 350 GeV range is expected, if a bandwidth of 70 kHz is allocated to single-jet triggers.
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Figure 6.32: Single-jet trigger rate at FCC-hh using a parameterisation of the histogrammed jet
trigger performance. The width of the band represents the rate uncertainty.

6.5.6.3 EGammas

Rates at FCC-hh are shown in Fig. 6.33. The 100-kHz pT threshold is located at 175 GeV. The

rise in the cross-section of QCD physics and jet energy significantly contributes to the increase

in rate with the centre-of-mass energy. As the pile-up and energy increases, a larger fraction of

jets passes the 128 GeV threshold, after which the H/E identification criteria is relaxed. Ideally,

this working point and threshold would have to be tuned in an experiment at FCC-hh with a

substantial impact on the e/γ object rates. Input from the tracker can improve the power of e/γ

identification and pile-up rejection algorithms, strongly reducing rates.

6.5.6.4 Muons

Figure 6.34 shows that rates from the parameterised simulation are two orders of magnitude

larger than those in Fig. 6.7 that were obtained using the scaling method. Trigger rates are over
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Figure 6.33: Single-e/γ trigger rate at FCC-hh. The width of the band represents the rate
uncertainty.

100 kHz up to pT thresholds of 90 GeV. The pT resolution of the muon system strongly determines

rates: the long tails displayed in Fig. 6.18 cause low-pT muons to be reconstructed with much

higher momentum. The pT resolution becomes worse at high pT as it becomes harder to measure

the curvature of tracks. This causes rates to flatten for pT thresholds above 70 GeV. Including

information from the inner tracker greatly improves the muon reconstruction performance, and

strongly mitigates this effect.

As mentioned in Section 6.2.3, the FCC-hh detector is expected to put less emphasis on standalone

muon spectroscopy than CMS, with more focus on combining inner and outer tracks in the detector

to measure the momentum of muons. Therefore, the issues seen in this study are expected to be

worse in the actual FCC-hh detector as it is designed.

6.5.7 Conclusions and limits of the study

A comparison between the thresholds in Fig. 6.9 and the relative e/γ and muon trigger rates

respectively shown in Figs. 6.33 and 6.34 indicates that triggering on electroweak physics using

single-object triggers is not going to be possible without tracks in input. The study presented

in Section 6.4 pointed out that this might be possible using a track trigger. Future work should

investigate electron and muon triggers with tracks in input.

The parameterised simulation can be improved to better reproduce rates. More accurate para-
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Figure 6.34: Single-muon trigger rate at FCC-hh using the new muon trigger parameterisation.
The width of the band represents the rate uncertainty.

meters could be obtained by increasing the number of events used in the object matching step.

Building an accurate muon trigger simulation was the most difficult task due to the complexity

of the contributing processes. The decay-in-flight and punch-through component of the muon

rate was parameterised using event properties due to the difficulties in extracting detailed decay

information from the full-simulation. Finding a method to parameterise the two backgrounds

by relating them to generator-level objects would improve the parameterisation and make it

more flexible. Punch-through muons could be parameterised by computing muons starting from

generator-level jets; decay-in-flight muons could be parameterised by studying properties of pion

and kaon decays in a physics generator such as Pythia.

In any case, the parameterised simulation can be only used to have a first estimate of rates.

Trigger systems are extremely susceptible to detector effects: material budget, non-sensitive

detector regions, the reconstruction algorithms used, and many other factors affect rates in a

non-trivial manner. A complete simulation of these effects will be required in order to finalise the

design of the trigger architecture of a detector at FCC-hh.
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6.6 Conclusions

An estimation of rates of a number of single-object triggers at FCC-hh at the instantaneous

luminosity of 5×1034 cm−2 s−1 was presented in this chapter using two different methods. A

simple method based on rescaling of rates of level-1 trigger of the CMS detector was used to

compute a preliminary estimation of trigger rates at FCC-hh. A parameterised simulation of

the CMS level-1 trigger was built to obtain a more solid estimate of trigger rates. The results

based on the rescaling indicated that a trigger receiving tracks in input might be able to accept

interesting physics events using single-object triggers while remaining within the rate limits of

the system. The parameterised simulation showed that doing the same will be very hard without

using data from the tracker.

The ultimate luminosity at FCC-hh, 30×1034 cm−2 s−1 , was not investigated, however a simple

scaling of the results by the luminosity suggest that triggering with single-object triggers will not

be possible even with input from the tracker. It is highly likely that a deeper shift in paradigm

in trigger algorithms will be required to face the challenges at FCC-hh. Single-object triggers

will have to be abandoned, or retained with high pT thresholds, in favour of complex multi-object

triggers. For instance, an algorithm that triggers on top quark production based on reconstructing

and correlating the relative decay products could be designed and run on hardware. Larger

FPGAs will be produced in the future, enabling more sophisticated and larger multi-object

algorithms to be run in the level-1 trigger. Packages, such as HLS4ML [111], able to build

and implement machine-learning algorithms on FPGA were developed in recent years. These

techniques are expected to improve the object identification capabilities of the trigger. Further

studies should be done to understand the extent of the improvements that can be obtained by

using such techniques.
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The trigger is a fundamental component of a particle detector that defines its physics reach.

The processing power and selection quality of a trigger system must match the instan-

taneous luminosity of a collider and the signal-to-background ratio of the interesting

physics processes.

The high-luminosity upgrade of the LHC will deliver an instantaneous luminosity up to

7×1034 cm−2 s−1 , corresponding to an average pile-up of 200. A major upgrade of the CMS detec-

tor, including its trigger system, is scheduled in order to maintain its physics sensitivity at the

increased luminosity. The upgraded level-1 trigger will be equipped with high-speed optical links

and large field programmable gate arrays (FPGAs). The system will be able to run the particle

flow algorithm for the first time. A trigger algorithm able to cluster hadron jets and compute

energy sums starting from particle flow inputs was designed and the reconstruction performance

studied. The jet algorithm was found to have similar performance to the anti-kT algorithm with

∆R = 0.4 run on the same inputs. Candidate offline pT thresholds for the single jet, HT , and

pmiss
T triggers were found to be 180, 450, and 200 GeV, respectively, each one corresponding to a

trigger rate of 70, 11, and 18 kHz. These pT thresholds are similar to the ones currently used at

the instantaneous luminosity of 2×1034 cm−2 s−1 , allowing CMS to retain its physics sensitivity

at the much higher luminosity. The trigger algorithm was implemented in firmware targeting

Xilinx FPGAs. The firmware was tested on a small-scale demonstrator setup running on a Xilinx

KU15P FPGA and validated against software emulation, obtaining an agreement rate of 95.0%,

94.8%, and 97.7% for jets, pmiss
T , and HT , respectively. Results from the demonstrator were used

to compute estimates of the latency and resource usage of a full-scale algorithm running on a

Xilinx VU9P FPGA. Around 42% LUTs, 12% FFs, and 3% DSPs are required to run the full-scale

algorithm.

The FCC-hh is a project for a future hadron collider running at
p

s = 100 TeV , delivering a

base instantaneous luminosity of 5×1034 cm−2 s−1 , which will be raised to 30×1034 cm−2 s−1 in

a second phase, corresponding to an average pile-up of 1000. The amount of information produced

by the detector and the enormous pile-up background will pose a severe challenge to the trigger

and data acquisition systems. Rates of single-object triggers were estimated by scaling CMS L1T

rates and by building a parameterised simulation of the CMS L1T. The simulation showed that,
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at the instantaneous luminosity of 5×1034 cm−2 s−1 , the 100-kHz pT threshold of single muon,

e/γ , and jet triggers is expected to be around 90, 175, and 350 GeV. These thresholds are too high

for collecting interesting electroweak physics, such as the Higgs boson pair production. Better

reconstruction techniques may have to be developed, possibly by including tracks in the level-1

trigger, or a shift in the triggering strategies, such as developing new multi-object triggers, may

be required in order to lower the pT thresholds.
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AK4 Anti-kT algorithm with a distance parameter of 0.4

ALICE A Large Ion Collider Experiment

ASIC Application Specific Integrated Circuit

ATCA Advanced Telecommunications Computing Architecture

ATLAS A Toroidal LHC ApparatuS

BCT Barrel Calorimeter Trigger

BMTF Barrel Muon Track Finder

CERN Conseil Européen pour la Recherche Nucléaire (European Organization for Nuclear

Research)

CLB Configurable Logic Block

CMS Compact Muon Solenoid

CORDIC Coordinate rotation digital computer

CSC Cathode Strip Chamber

CT Correlator Trigger

DAQ Data Acquisition

DSP Digital Signal Processor

DT Drift Tube

ECAL Electromagnetic CALorimeter

EMP Extensible Modular (data) Processor framework
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EMTF Endcap Muon Track Finder

FCC Future Circular Collider

FCC-ee Future Circular Collider Electron-Positron

FCC-eh Future Circular Collider Electron-Hadron

FCC-hh Future Circular Collider Hadron-Hadron

FF Flip Flop

FPGA Field Programmable Gate Array

GCT Global Calorimeter Trigger

GEM Gas Electron Multiplier

GMT Global Muon Trigger

GT Global Trigger

GTT Global Track Trigger

HCAL Hadronic CALorimeter

HDL Hardware Description Language

HF Hadron Forward calorimeter

HGCAL High-Granularity CALorimeter

HL-LHC High Luminosity Large Hadron Collider

HLS High-Level Synthesis

HLT High-Level Trigger

IRC InfraRed and Collinear (safety)

L1T Level-1 Trigger

LEP Large Electron Positron collider

LHC Large Hadron Collider

LHCb Large Hadron Collider

LUT Look-Up Table
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MET Missing Transverse Energy

NP New Physics

OMTF Overlap Muon Track Finder

PDF Parton Distribution Function

PF Particle Flow

PU Pile-Up

PUPPI Pile-Up Per Particle Identification

QCD Quantum ChromoDynamics

QGP Quark-Gluon Plasma

RPC Resistive Plate Chamber

SM Standard Model

SMASH Serenity MAnagement SHell

SPPS Super Proton-Antiproton Synchrotron

SPS Super Proton Synchrotron

SUSY SUper SYmmetry

TP Trigger Primitive

TT Trigger Tower

UE Underlying Event

µTCA Micro Telecommunications Computing Architecture

VEV Vacuum Expectation Value
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