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Abstract

Coincidence counters play the role of gating the correlated events from the background
noise in almost every quantum photonics setup. To provide flexibility and precision
in experiments, commonly Time-to-Digital Converters (TDCs) are utilised for imple-
menting coincidence counters. TDCs are instruments used for converting time events
into digital numbers, and typically in quantum photonics experiments, they are used
for the time-stamping of photons’ arrival times. With recent developments in quan-
tum photonics, precise multi-channel and high count-rate coincidence counting tools
have become desirable due to the increase in the complexity of quantum photonics
experiments. However, timing analyser instruments are struggling to meet with the
performance requirements of these experiments and becoming limiting factors.

In this research, Field Programming Gate Array (FPGA) based methods have
been researched to integrate a precise multi-channel TDC with a coincidence counting
instrument into the same FPGA fabric. To achieve this, a 512-bin carry chain based
tapped delay line TDC has been developed in a Spartan6 LX150 FPGA. The developed
TDC scheme (Dual Data-Rate Registration TDC) was unique in a way that it uses both
clock edges to register the trigger and applying an averaging technique in combination
with the code density calibration to improve the linearity. The advantages of this
method were without changing the number of delay lines used or introducing an
additional dead-time, better linearity was achieved. By using this method 8.9 ps Single
Shot Precision (SSP) (with a bin width of 7.7 ps), 12.6 ps standard deviation, Full-
Width-Half-Maximum (FWHM) of 29.6 ps, the max DNL error of 2.9 LSB and max
INL of 8.8 LSB were achieved.

This TDC scheme was used to implement a multi-channel labelling coincidence
counting method. This method integrates the TDC and coincidence counter imple-
mentations into the same chip while using a multi-stop LiDAR approach to achieve
optimum real-time operation. This system provided 8-channels with adjustable digital
delays and window sizes for each channel. The coincidence counting operation achieved
40 million counts per second (MCPS), and for 8 operational channel, the total of 320
MCPS was achieved. This result was the best-achieved count-rate for an 8 or more
channel coincidence counting system with a sub-10 ps precision. Also, the smallest
window size which could precisely capture all coincidences were observed as 107 ps,
while the settable smallest window was 7.7 ps. Also, the system was successfully tested
in quantum photonics applications such as the rev-HOM dip measurement and the
pseudo-photon-number resolving detection of a coherent state of light.

The future work for this research involves improving the precision by adding
multiple phases to the TDC registration scheme, improving the coincidence counting
implementation for an additional number of channels and improving the count-rate of
the system by developing a dual data-rate TDC.
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Introduction

Precise time measurement and correlation are essential concepts in many engineering

and science applications. Coincidence counters can be an example of one of the correla-

tion tools, which are used in almost every quantum photonics applications. Coincidence

counter applications include photonic quantum simulators [15], quantum communica-

tion experiments [16] and boson sampling machines [17]. Their purpose in a photonic

setup is measuring the correlation between simultaneous trigger events generated by

Single-Photon Detectors (SPDs). The real-time processing of such events is of increas-

ing importance as quantum photonics experiments increase in complexity, where the

total number of events becomes too large to be stored and post-processed [18, 3].

For instance, in quantum computer problems such as Scattershot Boson Sampling

(SBS), the theoretical efficiency of spontaneous generation of n number of photon pairs

exponentially decreases as the n number increases. [19, 18]. As it was demonstrated in

[18], generated 100 million single photon events per second only yields to 4 8-photon

events per hour. Therefore, the processing a vast number of time events is necessary for

expanding the capabilities of the quantum computer. Since the sequential calculation

of the correlation between millions of time events with each other is exhaustive for a

modern CPU, sequential post-processing based coincidence counting never achieves

high count rates in a quantum application. A typical performance of a sequential

post-processing can be seen in [12], where 2 million events could be processed in

a second. With a combination of multi-threading and data compression techniques,

software based post-processing achieves a measurement of 40 million events per

second in PicoQuant QuCoa [20] and 65 million events per second achieved with

Swabian Instruments Time Tagger Ultra [21]. Although, these instruments are the
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best post-processing based coincidence software available, they would still bottleneck

the amount quantum information can be processed since a typical SPDs system can

provide count rates up to to 200 Million Counts Per Seconds (MCPS) [22]. Hence, it is

essential for the coincidence instrument to work beyond the count rates of detectors

for not being the limiting factor in quantum experiments.

Moreover, coincidence counting allows experiments to filter out the background

noise (uncorrelated photons and dark counts) from the entangled photons generated

and processed in quantum experiments. An illustration of coincidence counting in a

quantum setup can be seen in Figure 1.1. Other than quantum photonics, coincidence

counters are found in applications including image reconstruction through the gamma-

ray correlation in Positron Emission Tomography (PET) [23] and Neutron Detectors in

Nuclear Chemistry [24]. However, coincidence counters will be only discussed as an

instrument used in quantum photonics applications in this thesis.

Figure 1.1: The example usage of a coincidence measurement in a quantum application
[3]

To implement a precise and flexible coincidence counter, Time-to-Digital Converters

(TDCs) can be used. TDCs are used for generating timestamps for the events occurring

in the time domain. Traditionally, TDCs are used for measuring the time difference

between the START and STOP events. However, generally in digital implementations

such as the ones using Field Programmable Gate Array (FPGA), the STOP signal is

replaced by the system’s clock edge, and inputs’ positions are measured relative to

the clock edge [1]. For the fine time measurement, asynchronous logic circuits such

as carry chains are used to subdivide the clock period into the smaller bins, and in

quantum photonics applications, TDCs are employed for digitising the time of arrival

of photons [25, 3].

The phenomenon of coincidence is defined as two or more events occurring within
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a time interval simultaneously [26]. This time interval is known as the coincidence

window. In quantum photonics tasks, these coincidences can occur across multiple

channels and with different combinations [27, 28]. Coincidence counters are employed

to measure these patterns and count them. Coincidence counter uses these patterns

internally as addresses, with associated memory locations incremented when patterns

are detected [3].

The introduction chapter will provide a brief background about similar implemen-

tations present, aims and constraints of this research, research contributions and the

thesis outline. The chapter will continue with a background in the next section.

1.1 Background

Developments in single-photon detectors promise to achieve significantly higher count-

rates [29] in quantum photonics applications. However, timing measurement tools are

struggling to keep up with data-rates of the detectors, especially in high precision and

multi-channel instruments. Popular commercial coincidence counter tools available

include ID Quantique’s ID900, which can count with 4 channels at 25 MCPS per

channel (with a total of 100 MCPS) while the Single-Shot Precision (SSP) was at 8 ps

[30], and PicoQuant’s HydraHarp400 [20] with a software-based coincidence counter.

The maximum count-rate achieved by the HydraHarp was 12.5 MCPS per channel and

40 sustained MCPS across 8 channels [3]. Also, Swabian Instruments Time Tagger

Ultra achieves 17 channels with 65 MCPS where the precision is around 10 ps[21].

In the literature, some attempts were previously made at implementing multi-

channel coincidence counters. This includes a coincidence counter using TDCs im-

plemented to use for Time-of-Flight (ToF) PET cameras where they achieved a total

count-rate of 72 MCPS, and the resolution was at 69.8 ps [31]. This implementation

used a separate 12 channel TDC board to achieve the coincidence counting, which

hindered the count-rate of the operation. Another plausible coincidence instrument in

the literature is a vast scale 32-channel coincidence counter implementation for the

Boson Sampling [32]. Their method achieved 390 ps resolution by using an octa-phase

TDC. Although the scale of the implementation was impressive, due to the usage of

a large FIFO, the count-rate of the operation was limited to 0.5 MCPS. In addition,

[33] demonstrates another very large scale 64 channel TDC based coincidence counter

for animal PET scanners, which was implemented in a Xilinx Virtex 2 FPGA. This

implementation used an external Analogue-to-Digital Converter (ADC) board for the

time tag generation and achieved 0.7 ns resolution with a 32 MCPS data-rate [3].

Although TDCs have been used for coincidence counting for a while, the main prob-

lem that hinders the data-rate of the coincidence counting is the data transfer between

the TDC and coincidence counter since data cannot be processed as it is generated. The

work presented in this thesis proposes a coincidence counting system that integrates

3
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the multi-channel coincidence counting and high-precision time tag generation into the

same FPGA fabric, which mitigates the use of any data transfer protocol between the

TDC and coincidence counter. Implementation techniques, concepts and the further

background will be discussed in Chapter 2. Aims and constraints of this research will

be discussed in the following section.

1.2 Aims & Constraints

The proposed real-time coincidence counting system should provide certain functions

to be able to be used in quantum photonics applications. Aimed operations for the

proposed system could be listed as below :

• Precisely measuring the timing of events (sub 10 ps precision).

• Flexibly changeable coincidence window sizes and digital delays on each channel.

• Detecting coincidences across all channels and forming coincidence patterns.

• Counting occurrence of coincidence patterns in real-time (typically in a 50-500

ms integration time).

• Displaying results of the coincidence counting after each integration time.

• Providing an optimal count-rate while providing a real-time operation (30 >

MCPS for a single channel, i.e 240 MCPS for 8 channels ).

These aims were constructed for being compatible with the needs of quantum

experiments. Some of these aims were chosen based on detector technology, such

as precision and count-rate. Other aims were decided for the experimental needs

during the coincidence counting operation. The significance of the aimed precision and

count-rate is the instrument’s compatibility with the most advanced Superconducting

Nanowire Single-photon Detectors (SNSPD) systems. As the topical review (2019)

conducted on state-of-art SPDs used in the quantum applications, [34] stated that

the current superconducting nanowire technology achieves 32.3 ps timing jitter (Full

width at half maximum (FWHM)) which yields to around 13 ps SSP. Also, in another

review (2020) [35], currently the superconducting nanowire technology started to show

timing jitter of 15 ps which corresponds to around 7 ps SSP. Hence, aiming for sub

10 ps precision is a realistic goal for the coincidence detection system to be compatible

with the advances in the detector technology. In terms of count rates, as it was stated

in [35], the highest achieved count rate for a single detector is at 30 MCPS which

corresponds to 240 MCPS for an 8 channel system. Thus, to surpass the detection

rates, a coincidence counter should aim to provide count rates over 30 MCPS for a

single channel.
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The configurable window and channel delays, adjustable integration times and

displaying results after each integration time are required specifications for a flexible

coincidence counting operation. The flexibility is required since the instrument can

be used in many unique experiments where detectors with different specifications

and varied lengthen optical wires can be used. Hence, the instrument can be adjusted

accordingly. An example of flexible coincidence counter can be seen in [36] where

multi-channel, configurable windows and adjustable integration time are provided.

To achieve these aims, the proposed TDC architecture can be found in Chapter

4 and for the coincidence counter architecture Chapter 5 should be referred. The

precision of the proposed TDC can be found in Chapter 6 and the performance of the

coincidence counter can be seen in Chapter 7.

While achieving these operations, coincidence counter implementation needs to

address 3 main constraints; the timing precision, maintenance of the real-time and

data transfer throughput.

1.2.1 Timing Precision

Precision and accuracy are commonly two misunderstood concepts. While the accuracy

represents the closeness of a measurement to the true value of the measured quantity,

the precision is how repeatable measurements are and the agreement between re-

peated measured values [37]. In the concept of the timing measurement, the accuracy

is observed as a constant offset delay and typically affected by routing and wire delays

present in the setup. However, the timing precision is the main constraint in the

timing measurement, and it defines the performance of the timing instrument by

determining the error margin affecting each measurement. This error margin can

be expressed by the standard deviation (σ), where it is shown with ± alongside the

measured value. Also, a SSP is used to express the precision of the instrument, which

is σ�
2

. Although there are plenty of different instruments with different precision,

typically high precision devices used in quantum photonics aims to provide around

10 ps SSP. TDC architectures are generally the core of the timing instrumentation,

and the research of the timing measurement focuses on improving the precision of

TDC architectures. TDC schemes used for this purpose will be discussed in Chapter 2,

and the proposed implementation in Chapter 4. The achieved precision can be found

in Chapter 6. The difference between the timing accuracy and precision is illustrated

in Figure 1.2, where accuracy represents the offset affecting mean of measurements

while the precision is the distribution of results.

Another issue is needed to be addressed for a timing instrument is the linearity

problem. The linearity of a TDC is known as the deviation of TDC’s transfer function

from an ideal. Non-linearity directly affects the precision of a TDC, and it is usually

caused by power fluctuations, temperature fluctuations and internal routing of the
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Figure 1.2: Illustration of timing accuracy and precision

converter. To improve the linearity, typically calibration methods and linearisation

methods are utilised. These methods will be discussed in Chapter 2.

1.2.2 Maintaining Real-Time Operation

The real-time processing of time events for coincidence counting has become important

due to an increase in the complexity of the quantum photonics experiment. The real-

time operation from quantum photonics point of view can be described as continuous

processing of time events as they are being generated during an experiment. This is

typically done for an integration time, whose duration is specified for the application.

During the integration time, time events are generated and processed. Also, at the

end of an integration time, results are output, and the system is reset. The integration

time can be typically in a range of microseconds to seconds.

There are mainly three places where the real-time operating TDC based coincidence

counter can be constrained. The first place is the dead-time of the TDC, which is the

required time between measurements for a system to settle for the next measurement.

Secondly, interconnects between the TDC and coincidence counter. Interconnects are

especially the case when the TDC and coincidence counter needs to transfer data

between different chips or systems. The last place is the operation of the coincidence

counting, where forming and storing coincidence patterns can introduce additional

dead-times. The places where real-time operation can be interrupted can be seen in

Figure 1.3.

The dead-time of a TDC is typically introduced in three different places in the

system. The first source of dead-time is introduced when quantising the trigger event,

which is generally unavoidable and limited by the system’s clock period since it is

necessary to synchronise events with the system’s clock to be able to process them

in the system. The second place is when the design is not pipelined, and Random

Access Memory (RAM) read and write operations are handled inefficiently, and this
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Figure 1.3: Places where the real-time operation can be interrupted in a coincidence
counting system

can result in an additional number of clock cycles during the calibration of a TDC if

calibration is required. The third place is how the system registers input triggers, and

thus, consecutive trigger signals can be missed by the system if they are not handled

correctly. The proposed TDC scheme for addressing these constraints can be seen in

Chapter 4.

Interconnects can also be a problem since the data transfer between the TDC,

and coincidence counter might be relying on a data serialisation of parallel generated

data. The data serialisation is typically done by using a FIFO and for each additional

number of operational channels will result in an additional number of clock cycle to

the dead-time. An example of data serialisation using TDC based coincidence counters

can be seen in Chapter 3 and the proposed architecture which tackles this issue can be

found in Chapter 5.

The final place where real-time performance is affected is the coincidence counting

operation. Using a memory block (typically a RAM) for the coincidence counting makes

it inevitable to have at least two clock periods of dead-time since stored counter values

in the memory is needed to be read first and written later in order to be incremented.

The details of this operation can be seen in Chapter 5 and in Chapter 7 impacts of the

RAM operation on a real-time operation will be discussed.

1.2.3 Data Transfer Throughput

The data transfer throughput is generally the main constraint that limits the count-

rate of the TDC based coincidence counting instrument. This happens due to a need

for generated time tags to be transferred to the coincidence counting unit by using a
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data transfer protocol. When the TDC and coincidence counter are implemented in

different platforms, these protocols become essential. For this purpose protocols such as

Universal Serial Bus (USB) 2.0 , USB 3.0 or Peripheral Component Interconnect (PCI)

Express etc. can be utilised. However, regardless of how fast the protocol’s data-rate

is, these protocols are always limiting factors for the TDC based coincidence counting

since there is a different data-rate threshold that is enforced by each protocol. These

protocols will effectively limit the available number of operational channels, a number

of bits can be in a time tag (the precision and range) or simply the high count-rate

detection. In Chapter 3, a software-based coincidence counter implementation using a

TDC, which suffers from this issue, can be found.

An illustration of the data throughput problem can be seen in Figure 1.4, where

Figure 1.4a shows the data serialisation process between the data generation and data

processing, and Figure 1.4b shows the comparison of generated and transferred data

with the data-rate saturation of the data transfer protocol.

Figure 1.4: The Illustration of the data transfer throughput, a : The Data Serialisation
between data generation and processing, b: The graph of transferred and generated
data

In order to overcome the data transfer throughput constraint, the TDC and coin-

cidence counter can be integrated into the same fabric to avoid all the data transfer

protocols between them. Therefore, the optimal count-rate for the coincidence counter

can be achieved. The section 2.6.5.3 in Chapter 2 provides an implementation scheme,

which can be used to overcome this constraint. How the proposed system integrates a

TDC with a coincidence counter can be found in Chapter 5 and the system’s count-rate

performance can be found in section 7.2.2 in Chapter 7.

1.3 Thesis Outline

Chapter 2 - Research Review : This chapter provides fundamental concepts to

understand the work presented in the thesis. This includes essential LiDAR techniques

used in ToF measurements, a brief introduction to the Quantum Information Theory

8



1.3. THESIS OUTLINE

and Quantum Interference, a comprehensive TDC and Coincidence Counter research

review.

Chapter 3 - Legacy Coincidence Counters : This chapter covers previously de-

signed coincidence counter implementations by the author before the final coinci-

dence counting system. These implementations include the software-based coincidence

counter using a TDC, FPGA based Backward and Forward Looking Tag Difference

coincidence counters. The results achieved from these implementations are recapped

in Appendix 8.3.3.

Chapter 4 - Time-to-Digital Converter Implementation : This chapter provides

the implementation details behind the TDC design, which includes how self-calibration

modules and Dual Data-Rate Registration method were implemented within the FPGA.

Also, the theory behind averaging methods and the code density testing are being

expanded in this chapter.

Chapter 5 - A Precise High Count-Rate Multi-Channel Coincidence Count-
ing System : This chapter discusses the implementation details of the coincidence

counting system, the hardware and software interfaces used in the implementation.

The modules such multi-tag correlator, coincidence detector and coincidence counter

are discussed in this section. Also, the software part where the USB 3.0 interface and

post-processing were discussed.

Chapter 6 - Functionality, Linearity and Precision of the Time-to-Digital
Converter : This chapter aims to discuss the performance of the TDC in terms

of functionality, linearity and precision. The functionality was discussed in terms

of the capability of detecting an arbitrary number of STOPs between two STARTs.

The precision was discussed with parameters of SSP, Standard Deviation (STD) and

FWHM. The linearity was discussed in terms of bin widths, the Integral Non-Linearity

(INL) and Differential Non-Linearity (DNL).

Chapter 7 - Coincidence Counting Benchmarks and Applications : This chap-

ter presents the results achieved by the proposed coincidence counting system in cer-

tain test scenarios. These tests showed the minimum precise window size to the highest

count-rate achieved by the instrument. Also, the results achieved from an actual opti-

cal setup, which include its performance comparison with PicoHarp300, the rev-HOM

dip measurement in two single-photon interference and the pseudo-photon-number

resolving detection of a coherent state of light.
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Chapter 8 - Conclusion : This chapter summarises the work presented in the

thesis and provides future work for the research. These future works include how to

improve the precision, count-rate and channel numbers.

1.4 Research Contributions

This thesis presents the following contributions to the research in the area of the timing

measurement instrumentation and the coincidence counting in quantum photonics.

After research contributions are presented, the thesis will continue with Chapter 2:

Research Review.

Precise Timing Instrument :

• A precise TDC was implemented in a Spartan 6 LX150 FPGA chip and a delay

line based TDC achieved 8.9 ps SSP where the Least Significant Bit (LSB)

resolution was 7.7 ps with max DNL error of 2.9 LSB and max INL error of 8.8

LSB. This TDC was used for implementing the work presented in [3]. This can

be seen in Chapters 4, 6.

• A code density calibration based on-the-fly TDC calibration was integrated

into the FPGA fabric for a Multi-STOP LiDAR correlation system, which was

published in [14] and covered in Chapter 4 and Chapter 6.

• The Dual Data Rate Registration TDC scheme has been developed to improve

the linearity and precision of the TDC without using additional delay lines

and adding dead-time [3]. The scheme is covered in Chapter 4 and Chapter 7.

This method implemented an averaging TDC method using both clock edges in

combination with the code density calibration method. With this method 1.2 LSB

in max DNL error, 1.8 LSB in max INL error, 10 ps in FWHM and 3.2 ps in SSP

improvements were achieved.

• A Multi-Stop LiDAR instrument to achieve a multi-stop time differencing method

for a time correlation operation, which is not affected by uncorrelated detection

of STOP signals, has been developed. For this method, Chapter 2 4 and 6 can be

referred. Also, it was published in [14].

• Contributions to the surveillance and discussion of new TDC techniques has

been done, which was published in [1] also covered in Chapter 2.
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Multi-Channel High Count-Rate Coincidence Counting System :

• The development of a multi-channel labelling coincidence counting system which

utilises the multi-stop LiDAR method and delay line TDC. The coincidence count-

ing system is unique in a way that it combines a TDC with a coincidence counter

into the same FPGA fabric and providing coincidence counting concurrently for

each channel. This method achieved the highest count-rate of 320 MCPS (40

MCPS per channel) for a precise (around 10 ps SSP) multi-channel (> 8 channels)

timing analyser instrument. This work is presented in [3] and in Chapters 5, 7.

• The system’s suitability for Quantum Photonics experiments was demonstrated

in applications such as performance comparison with PicoHarp300, reverse

Hong-ou-Mandel (HOM) dip measurement in two single-photon interference and

pseudo-photon-number resolving detection of a coherent state of light. For the

results obtained, Chapter 7 and [3] can be referred.

• The coincidence counter showed the capability of the detecting all the generated

coincidences with 107 ps window size and the smallest usable coincidence counter

was 7.7 ps. This can be seen in Chapter 7 and in [3]. Also, in the first iteration

of this implementation, 150 ps window size was managed to capture all the

generated coincidences as it was published in [7]. The legacy of the proposed

system can be found in Chapter 3.
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Research Review

2.1 Introduction

In this chapter of the thesis, the fundamental knowledge required to understand

the work presented in this thesis will be presented. Background about the concept

of time-of-flight (ToF) measurements and techniques involved in implementing time

measurement and coincidence counting instruments will be discussed. Since the thesis

is focusing on the time measurement in quantum photonics applications, these topics

will be discussed from the perspective of measurement of photons’ time-of-arrivals

and their coincidence correlations. This chapter will start with an introduction to

time-of-flight measurements and followed by the LiDAR overview and Quantum

Information. After these concepts are covered, the rest of the section will focus on TDC

and coincidence counting techniques in the literature.

2.2 Time-of-Flight Measurements

With developments in electronics, measuring the distance using wave propagations

has become popular in science and engineering applications. Time-of-Flight can be

defined as imaging and ranging techniques use the time that it takes waves to travel

from the source to the target and back to the receiver after being reflected from the

target. Depending on the needs of the application, different waves types can be chosen,

waves’ propagation mediums affect the propagation speed of the waves during an

operation. Typically, when radio signals are used it is named as Radio Detection and

Ranging (RADAR), when ultrasonic waves are used as Sound Navigation Ranging
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(SONAR) and when light waves are used for the ranging it is named as Light Detection

and Ranging (LiDAR).

The earliest form of Time-of-flight measurement instruments were probably ultra-

sonic pulse measurement devices, where the sound waves were used for measuring

the distance between the object and source. Using a pulse generator is probably the

simplest ranging technique, where reflected pulses from a target are used for the

measurement. However, the wave modulation is also commonly used for ToF measure-

ments, where the phase difference between the emitted event and reflected event is

compared for the distance measurement.

ToF systems can be found in many different applications includes automotive

industry [38, 39], agriculture [40], civil engineering [41], mining [42] and quantum

information [43] etc. In this thesis, since it was written from the quantum photonics’

perspective, the main focus will be the LiDAR measurement. In the following section,

the LiDAR overview and common LiDAR techniques used today will be discussed.

LiDAR Techniques can be also used to investigate the time correlation between photons.

Therefore, LiDAR principles are needed to be covered to understand how ToF of photons

can be measured in quantum photonics applications.

2.2.1 LiDAR Overview

LiDAR is a distance measurement technique, which uses the time-of-flight of photons.

This is done by emitting light from a source to illuminate the target, and once, the

light is reflected from the target, the reflected photons are detected by a detector [44].

The time between the emission of light and detection of reflected photons is used

for measuring the distance. The moment the light source starts emitting photons is

denoted as the START event and the time the reflections are detected by the detector

is defined as the STOP. Since the speed of light (C) is a known value, from the time of

flight the distance between the transmitter and the target can be measured [4].

There are typically two types of LiDAR approaches; Pulse LiDARs and Modulation

LiDARs. Modulation LiDARs typically use Continuous Wave (CW) lasers to send waves

to a target and measures the phase difference between the transmission and detection

of the reflection. Pulse LiDARs use pulse lasers for rapid transmission of pulses to a

target and collecting returns for measuring the time between the transmission and

the detection. The principles of implementing a LiDAR is also very similar to the other

imaging devices such as RADAR and SONAR. The main difference between these

methods are the medium and wave types are used for the range finding [4].

2.2.1.1 Modulation LiDAR

Modulation based ToF cameras conventionally utilise the wave modulated light to

illuminate the scenery. The distance that is travelled by light is 2x, where x is the
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distance from the camera to the illumination target. The time of flight introduces a

phase shift upon detection by cameras to amplitude modulation. This phase shift of

φ can be defined as below, where w is the angular velocity, x is the distance, C is the

speed of light [4].

φ(w, x)= 2wx
C

(2.1)

The ideal modulation of the signal detected by the camera for a pixel can be

formulated below, where α(t) is the amplitude of the received light as a function of the

time t and β is the background light [45].

f (t)=α(t)sin(wt+φ(w, x))+β (2.2)

The modulation of this reference for ith pixel ri can be expressed as below, where θi

is the extra phase shift added due to the affecting offset phase shift and left unchanged

during the calculation [45].

ri(t)= 1
2

sin(wt+θi)+ 1
2

(2.3)

Amplitude at a single ith pixel K captured during the integration time of L can be

formulated as below, where L is greater than the period of the modulation frequency,

mi is the amplitude and the n is the background light [45].

Ki(t)=
∫L

0
f (t)ri(t)dt (2.4)

Ki(t)= 1
2

∫L

0
α(t)sin(φ(w, x)−θi)dt+ c (2.5)

Ki(t)= mi cos(φi−θi)+n (2.6)

The phase difference (φ) between transmitted and reflected waves can be measured

by using capacitors and an ADC. This measurement can be computed by enabling

the capacitor for the detection when the signal is high and the value of the capacitor

is digitised by the ADC. By subtracting the digital values for the transmitted and

reflected signals, the phase difference between the transmitted and reflected waves

can be found. The relationship between the phase and distance can be seen in Figure

2.1.
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Figure 2.1: Demonstration of the phase difference between waves and the relationship
between the phase and charge stored in capacitors [4]

Typically, there are three approaches of wave modulations that could be applied to

the ToF cameras. These modulation schemes can be listed as the Frequency-Modulated-

Continuous Wave (FMCW), Amplitude Modulated Continuous Wave (AMCW) and

Stepped Frequency Modulated Continuous Wave (SFMCW).

Frequency Modulated Continuous Wave (FMCW) : Frequency modulation can

be also used for LiDAR implementation. FMCW is based on continuously sending a

signal to a target while varying the frequency, where the change in the frequency

is precisely known. Thus, based on the received frequency, the time of transmission

for certain frequencies can be predicted and the time of flight can be measured. The

measured range of the FMCW LiDAR can be defined by the difference between the

transmitted and received signals’ frequency and formulated as below [45].

D = C |ΔT|
2

= C |Δ f |
2d f /dt

(2.7)

In Equation 2.7 C stands for the speed of light, ΔT is the period difference between

two signals and Δf is the difference between the frequencies, df/dt is the frequency

shift in time and D is the distance between the detector and target [46].

In this approach, the light’s frequency is being increased and decreased periodically,

and therefore, the distance has a relationship with the frequency range. The bandwidth

of the frequency modulation determines the resolution and maximum measurable

range of a LiDAR. Thus, the resolution of a LiDAR is equal to the change in the

frequency within the time T. Hence, the resolution can be formulated as below.

Tres = 1
T

= d f
dt(Fup −Fdown)

(2.8)
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In Equation 2.8, df/dt is the steepness of the frequency deviation, Fup is the upper

frequency in the bandwidth and Fdown is the lower frequency in the bandwidth [46].

It should be noted that if the target is moving, ΔT is also affected by the Doppler

effect. Thus, ΔT includes the Doppler frequency fd. Depending on the direction of

the movement and type of the modulation signal, the Doppler frequency is dealt

with accordingly. For instance, when the sawtooth modulation is used, the Doppler

frequency can be ignored due to a very long measurement range, which makes the

Doppler effect negligible in terms of measurement errors [46]. Illustration of FMCW

can be seen in Figure 2.2.

Figure 2.2: Illustration of a Sawtooth Frequency Modulated Carrier Wave LiDAR

In a triangular signal modulation, the Doppler signal can be observed as an addi-

tional height on the received signal’s frequency. When there is no Doppler frequency

affecting the system, the measured height of the reflection will be the same both at the

rising and the falling edge. However, the Doppler frequency will cause a shift in the

height of the frequency on the reflection, and hence, there will be a height difference

between the measured frequency’s height at both edges. The Doppler frequency can

be calculated by calculating the absolute frequency difference at the rising and the

falling edge and subtracting them from each other. The formula for calculating the

Doppler frequency can be given as below, where f1 is the frequency at the rising edge

and f2 is the frequency at the falling edge [46]. A diagram for triangular wave LiDAR

can be seen in Figure 2.3.

fd = [� f1 −� f2]
2

(2.9)

If the Doppler frequency is detected at the rising edge then it is added to ΔT, and

for the falling edge it is subtracted from ΔT. The square wave modulation can be also

used for the FMCW Lidar. However, it can only be used for very short ranges since

multiple echo signals cannot be distinguished easily with this type of waves [46].

FMCW LiDAR is probably the most popular modulation LiDAR implementation

today. Therefore, there are plenty of examples in the literature about this scheme.
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Figure 2.3: Illustration of a Triangle Wave Frequency Modulated Carrier Wave LiDAR

For example, as it was described in [47], with using 1 THz at approximately 1 kHz

FMCW modulation, a high-precision LiDAR was implemented, which achieved 150 μm

resolution with a 1μm precision. Another example can be [48], where a 3-D scanner

FMCW LiDAR was implemented using an electro-optical chip, which achieved 8 μm.

Figure 2.4: Illustration of an AMCW LiDAR

Amplitude Modulated Continuous Wave (AMCW) : Another variation of the

modulation based LiDAR is the AMCW LiDAR. As it can be predicted from its self-

explanatory name, instead of frequency modulation, amplitude modulation can be used

to implement a ToF camera. This is particularly advantageous when the bandwidth

of the sensors is limited, and so, the frequency is kept constant during operation.

AMCW LiDAR keeps the frequency of modulation constant during the transmission

and periodically change the amplitude of the frequency. Based on the amplitude of
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the reflected signal the time of flight can be measured. A waveform example of an AM

Modulated LiDAR can be seen in Figure 2.4 [45].

When the increase in the amplitude of a reference signal is constant and equals to

the maximum of 2π, reference signals for the ith pixel can be formulated as below.

ri = 2πi
M

,where i = 0,1, ..M−1. (2.10)

Hence, the amplitude modulation of a signal at pixel i can be expressed as below,

where φ is the phase and n is the offset.

f i = mcos(φ− 2πi
M

)+n (2.11)

One of the examples of the AMCW in the literature can be seen in [49], where

it was used for implementing a 3-D scanner. In this implementation, a polarisation

insensitive LiDAR was researched and the longitude resolution of 50 μm was achieved.

Also as it was described in [50], Amplitude Modulation (AM) LiDAR was used for

photon counting by using 1.5 GHz sine wave Indium Gallium Arsenide (InGaAs)

Avalanche Photo-Diodes (APDs). This method aimed to provide precise results in

daylight and achieved 0.12 m precision in day conditions.

Stepped Frequency Continuous Wave (SFCW) : Alternatively, SFMCW can be

used to implement a ToF camera. SFMCW is quite similar to the square wave FMCW,

and however, it is achieved by a few successive steps of frequencies. Essentially, the

modulation frequency is kept constant, and but, whenever a return signal is detected

the frequency is incremented. Therefore, from the step of the frequency, the time of

arrival can be measured. This is an attempt on improving the range of the square

wave FMCW LiDAR, with resolving the ambiguity problem by introducing multiple

frequency steps. The frequency modulation at ith pixel can be formulated as below,

where wi is the frequency at the ith pixel, w0 initial frequency, x is the distance

measured, and the Δw change in the frequency [45].

wi = w0 +Δw (2.12)

The measured signal at pixel i is can be determined as below.

f i = mcos(φi)+n (2.13)

Where the phase of reflected signal can be expressed as below.

φi =φwi =
2wix

C
(2.14)

Illustration of the SFCW LiDAR’s waveforms can be seen in Figure 2.5. An example

of SFMCW LiDARs can be the one described in [51]. In this implementation high
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Figure 2.5: Illustration of an SFMCW LiDAR

coherent SFMCW LiDAR was implemented by using frequency stepped pulse trains

for the wind velocity measurement. This measurement achieved 1.5 μm measurement

ranges using light waves synthesized by a frequency sweeper.

2.2.1.2 Pulse LiDAR

Pulse LiDAR uses time quantisation modules to implement range finders. TDCs are

commonly used in this process due to their precise time measuring capabilities. Upon

the receiving of pulses by the detector, timestamps (time tags) for the events are

generated and their timing information is utilised for measuring the time between

events. The relationship between the time and distance in a pulse LiDAR can be

represented as in equation below, where TR is the round-trip time of flight for the light

pulse, R is the distance between the transmitter and the target and the C is the speed

of light. Since the TR is a round trip for measured time is needed to be divided by 2 for

the real distance between the receiver and transmitter [4].

TR = 2R/C (2.15)

A diagram for the illustration of a Pulse LiDAR measurement can be seen in Figure

2.6. In Figure 2.6, the pulse laser generates a pulse that travels to the target. When

the pulse is created, the START signal is asserted for the time quantisation. When

the photon is reflected from the target, it is detected by the photon detector, and the

STOP event is generated. Thus, the quantised time difference between the START

and STOP is calculated to find the distance [4].

Two types of Pulse LiDAR can be listed; the Single STOP LiDAR and the Multi-

STOP LiDAR. These methods differ between the number of STOP signals used to

quantise the time differences, and this practice affects the reliability of the operation
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Figure 2.6: Illustration of a Pulse LiDAR measurement

while increasing the complexity of the measurement. These methods will be discussed

in the following sections [4]

2.2.1.3 Single-Stop LiDAR

Single Stop LiDAR uses the time-of-flight of photons, where the time difference be-

tween the transmission and detection of the pulse is used for measuring the distance.

Typically, hundred thousands of pulses are sent to the target for this purpose [52]. The

time of transmission is determined as the START, and the detection of the signal is

defined as the STOP event. Essentially, the time between one START and one STOP is

interested in these LiDAR schemes. TDCs are widely used for the time quantisation

between the START and STOP signals in pulse LiDARs. The TDC module converts

received input pulses into digital timestamps with respect to its system clock. START

and STOP signals are quantised in a time-sequenced manner with respect to the

same reference point, and hence, subtracting the timestamps of these signals gives

the absolute time between these two events [4].

Figure 2.7: An example of of single-stop LiDAR method

However, since there are many uncorrelated events make the receiver click such
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as the background light, dark counts, weak returns and reflections etc., a single

measurement between the START and STOP usually will not be enough. Therefore,

the pulse LiDAR rapidly sends many light pulses to the target. Received returns

are used for forming a histogram from the peak of the time differences. This peak

measured from the histogram is primarily used for the value of the measured distance

[4].

An explanatory diagram for a single-stop LiDAR architecture can be seen in Figure

2.8.

Figure 2.8: Illustration of a single-stop LiDAR architecture

In the literature, there are some examples of high precision pulse LiDAR schemes.

One of the case to pulse LiDAR systems which use a TDC can be [53], where an

ADC based TDC implemented on an FPGA used for a LiDAR managed to measure

distances with 40 mm precision. Another example, a CMOS based TDC LiDAR system

is described in [54], where 10 ps SSP TDC was used for the LiDAR, which was

corresponding to ± 3 mm measurement precision, and also, in [55] by using an FPGA

based TDC with 181 ps SSP LiDAR system was implemented successfully.

2.2.1.4 Multi-Stop LiDAR Technique

An alternative to a traditional single stop LiDAR to improve the reliability of the

measurement, the Multi-STOP time differencing has been developed [56, 57]. The

main difference between this method and the single-stop LiDAR is measurement does

not have to stop with the stop signal, and it records the time differences between the

START and every STOP signal occurs before the next START. This implementation

reduces the errors affecting the LiDAR in environments such as foggy weather, where

returns are weak, and many uncorrelated photons are detected from reflections. The
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Figure 2.9: An example Multi-STOP LiDAR architecture

reason it improves the precision is if there is an uncorrelated STOP, this will not

interrupt the correlated STOP from being detected since until the next START signal

all the STOPs are recorded [56, 57].

As it was described in [56], this method can be implemented by using Multi-Stop

TDCs, which measure time-differences by generating time tags for received trigger

signals. At least two-channels of the TDC is required, but it can be scaled up to as

many as needed channel numbers. One of these channels is chosen to be the reference

channel, and thus, it generates time tags for the START signals. The reference signal

is directly connected to the transmitter. Other channels are connected to detectors and

make time tags for triggers detected as STOP signals. This effectively measures the

delta times between the START and n number of the STOP signals. The n-STOP delta

time measurement can be formulated as in Equation 2.16.

ΔT(n.STOP−ST ART) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

TSTOP1 −TST ART

TSTOP2 −TST ART

TSTOP3 −TST ART

.

.

.

TSTOPn −TST ART

(2.16)

After tags are generated a module named the multi-channel tag correlator is used

for calculating the time differences between time tags from different channels. This

module continuously subtracts the STOP channel’s tags from the START channel’s
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and outputs the delta times between them. Once the time differences are found, they

are output, and a histogram is formed based on these differences. As a result of

the measurements, correlated delta times form a Gaussian peak. Amongst all-time

differences in the histogram, this peak represents the actual time difference between

the START and STOP.

The explanatory diagram for this method can be found in Figure 2.9. For the

performance improvements achieved with this method [57] can be referred.

2.2.2 LiDAR Summary

To sum up, LiDAR is a methodology used for measuring ranges by using the time

difference between the event of laser transmission and photon detection by the detector.

LiDAR techniques typically aim to provide a precise timing measurement of photon’s

arrival time through the time correlation with respect to a common reference event.

These techniques can also be used for the time-correlation in other applications such

as Quantum Photonics. There are commonly two types of LiDAR approaches, which

are Modulation and Pulse LiDARs. The advantages of the modulation LiDAR are it

is less affected by the interference with the other signals, it allows measurement of

moving objects’ velocities due to the Doppler effect and quicker processing times since

the histogramming is not necessary for measurements. Therefore, they are preferable

for applications such as automotive. However, these advantages are also observed as

complexity in both laser and the data processing end [58]. One of the reasons for the

complexity is the requirement for coherent detectors, which mixes the received weak

signal with the constant source for the signal reconstruction. Then, a low pass filter

is applied to the summed frequency, and the baseband signal frequency is obtained

[59]. Also, they are promising to provide longer distances with less power, which

implies improved safety features for implementations. Although, the complexity of

the required signal processing, this type of LiDAR offers more information about the

target, and but, for applications, where targets are stationary, this type of LiDAR is

not necessary. Thus, the information it provides not needed, and the complexity of the

data processing can be spared for areas such as improving the timing precision and

data-rate.

On the other hand, a pulse LiDAR is more straightforward in terms of implemen-

tation, and precise results can be achieved without sophisticated signal processing

techniques. A pulse laser sends a burst of pulses to a target and detectors record the

reflected pulses’ triggers. Then, the correlation of arrival times is measured from a

histogram. This is done by splitting the power output of the pulse laser into smaller

chunks and spreading their projection over time. In most of the quantum photonics

experiments, the measurement distances are short, targets are stationary, interference

and eye safety are less of a concern compared to the outdoor applications. Thus, the
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pulse LiDAR can be effectively used for the precise measurement of the time of arriving

photons [4].

2.3 Quantum Information

The discovery of quantum mechanics stretches back to the invention of cathode rays

by Michael Faraday in 1838 [60]. Later by Julius Plucker (1858), magnets’ effect on

the electrical discharge in rarefied glasses was shown by using cathode rays, which led

to the discovery of electrons. Plucker showed that when the electric current was flown

through a vacuum tube, a free movement of electrons was observed by the emission of

green light as the energy levels of electrons are changed [61].

Upon the Ultra-violet Catastrophe in the 19th century, laws of classical Newtonian

energy conversation laws of physics failed to explain the blackbody radiation. As in

classical physics suggests an infinite spectrum of ultra-violet light is emitted as the

energy increases, and however, the observed data had shown an unexpected behaviour

of light [61].

Later in the early 20th century, this mathematical error was fixed by Max Planck

by inventing the Planck constant from the Weiss approximation, and his invention led

to the understanding of how light rays travel as in bundles or ’quantas’ and how they

can transfer energy from one quanta to another. Thus, the energy levels in an atom’s

orbit are explained by the Planck’s Constant. The nth level of energy around an atom

is formulated as below.

ΔE = nhf (2.17)

This discovery led to a departure from classical mechanics into new quantum

mechanics. Planck’s constant has become one of the fundamental constants in nature.

Later, the photoelectric effect of light explained by Einstein, where the light’s property

is not defined as in a classical wave theory instead it preserves energy as bundles, and

these bundles are later called photons [61].

Photons are massless fundamental particles in a quantum of electromagnetic

radiation in light and radio waves. Photons do not possess electrical charge, and how-

ever, they do have properties such as polarisation, position, momentum and magnetic

spins. In addition, they travel with the speed of light in a vacuum. Photons are found

in a quantum, where they are in random states, and their properties can be only

measurable once at a time due to the Heisenberg Uncertainty principle [62]. Upon

a measurement, photons stay in the state of the measurement and their quantum

property cannot be irreversible to the original state.

The phenomenon called the quantum entanglement occurs when photon pairs

are generated in a way that their states cannot be described separately from each
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other. Hence, the properties of the photon such as polarisation, momentum, spins

and positions are correlated among pairs. Measuring a single-photon in a pair results

in photons to freeze their quantum properties at the state they are measured. The

measurement of one of the pair results in both pair to fix their properties and the other

pair to be updated related to the measured one’s property. Therefore, measuring one of

the pair reveals information about the other one and allows entangled photons to be in

two states at the same time.

With recent developments in quantum physics were led the classical information

theory to evolve into quantum information theory. Unlike in the classical information

theory, where the information is encoded on a single bit with only being able to hold

one of the two states of ’1’ or ’0’, Qubits are in a coherent superposition of two different

states at the same time. For instance, in a two-state quantum system, two different

polarisation states of photons can be encoded into one Qubit, and these states keep the

quantum system in various states simultaneously [63]. As a result quantum computers

can compute exponentially faster than a classical computers. For instance, if quantum

computer has 500 qubits, this indicates 2500 quantum states where each state operates

as a single classical computer with a 500-bit string of ’1’s and ’0’s. This kind of computer

would yield to a computation power of 10150 classical processors [64].

2.3.1 Quantum Bits

Quantum mechanics states that a system can exist in a superposition of states. These

quantum states are expressed by using the bra-ket notation (Dirac), which is used for

representing vectorial combinations of |0〉 |1〉. The state Qubit in
∣∣φ〉

can be expressed

with probability amplitudes of the system being in |0〉 and |1〉, where probability

amplitudes are used for expressing the probability of complex numbers in a vector

space for quantum systems. When probability functions are represented by α and β

the state of Qubit can be expressed as below [63].

∣∣φ〉=α |0〉+β |1〉 (2.18)

Since both α are β are complex numbers, the probability of |0〉 is 0 |α|2 and the |1〉
is 1

∣∣β∣∣2 . Hence,

1= |α|2 + ∣∣β∣∣2 (2.19)

This ensures α and β can be 1,0 but not a value in between. Also, the superposition

of states defines that it is not possible to know which states are forming the output.

However, the phase between the probability amplitudes of α and β is related to a

phenomenon called the quantum interference [63].
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Figure 2.10: Illustration of Double Slit Experiment

2.3.2 Quantum Interference

The quantum interference is a phenomenon which occurs when photons or particles

are projected, and the interference is observed at their projection. This was first

observed in the famous double-slit experiment by Thomas Young in 1801. As the wave

theory suggests, light waves consist of stream photons, and thus, their projections on

the target should cause wave-like interference patterns. However, when the photon

source’s intensity is lowered to the point, where only a single-photon can be emitted at

a time, after waiting long enough, the same wave-like interference pattern would not

be expected to be observed. Yet, exactly the same interference pattern occurs as a result

of the experiment. Thus, the interaction between photons does not cause interference,

but the interference of photon with itself. Therefore, there is a probability of photons

hitting certain areas higher whilst, other areas lesser. As the probability increases,

the fringe appeared to be brighter. This is explained by the quantum superposition,

where photons can be in two different states at the same time. So, it passes both slits

simultaneously and interfere with itself and explains the Double Slit Experiment from

a quantum mechanics point of view [65].

Two regions where photons can hit can be defined as x and x + Δx, where Δx is

smaller than x. Since each photon preserves the same amount of energy, the number

of photons illuminate the surface in a given time interval is expressed proportionally

by the intensity of light and area of the illumination surface [65].

Px(x)≈ lim
K→∞

[
k(x)
K

]
∝ I(t)Δx (2.20)

In Equation 2.20, Px(x) is the probability of a photon to hit the surface between x
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and x + Δx can be seen, where I(t) intensity of light for the time t. The probability of

photon to hit on a region can be either 1 or 0, and this probability is proportional with

the width the Δx (Px ∝Δt). Hence, the probability density, P(x) for the unit width dx

can be defined as Px(x)= P(x)dx, and since, the Px ∝Δt then P(x)∝ I(x). Due to the

Born’s rule [65], which states the density of function’s proportion to the wave function

as I(y) ∝ ∣∣ψ(x, t)
∣∣2, the probability function of a single photon hitting to the point x

can be expressed as below.

P(x)∝ ∣∣ψ(x, t)
∣∣2 . (2.21)

An expression of a single photon interference with itself can be expressed as a

probability as in Equation 2.3.2, and however, the exact position, where photons will

hit cannot be known and can be only expressed as a probability in quantum mechanics

[65].

2.3.3 Hong-ou-Mandel Effect

Previously, the interference of a single photon with itself due to the superposition princi-

ple was discussed. Also, to the single-photon interference, two identical single-photons

interference is an essential concept in quantum photonics. This type of interference is

known as a Hong-ou-Mandel (HOM-dip) Effect as it was first described in [66]. The

phenomena of HOM-dip is observed when two identical single-photons enter a 50:50

beam splitter, and a cancelling effect of photons scrutinised at the output. The input of

a single photon to a 50:50 beam splitter causes an equal chance of being reflected or

transmitted, and thus, there are four possibilities. These are, they are both reflected

or transmitted; either one of them is reflected while the other is transmitted. These

situations can be seen in Figure 2.11.

Figure 2.11: Illustration of a HOM Dip, where 4 different outputs of 50:50 beam splitter
was explained

When situations 2 and 3 occur in Figure 2.11, the cancellation of both photons is

observed as a dip at the coincidence rates of photons upon detection, and thus, they

become indistinguishable. The concept of being identical depends on the sensitivity of

an experiment which can be the phase, polarisation or spin of photons. Therefore, this

interference could be used to correlate the arrival times of two entangled photons to
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the beam-splitter due to their identical arrival times and this property can be modelled

mathematically as below [67].

∣∣ψin
〉

ab = â†
nb̂†

m |0〉ab = |1;n〉a |1;m〉b , (2.22)

In Equation 2.22, â†
n and b̂†

m are bosonic creation operators for beam splitter modes

of photons a and b. The sensed properties of photons a and b by the detectors are n

and m, where they can represent different polarisations, spins or phases etc. These

are the properties used to measure the distinguishability of photons. Modes of a beam

splitter can be seen in Figure 2.12 [67].

Figure 2.12: Illustration of the beam splitter modes

When a 50:50 beam splitter is modelled mathematically, it is essentially an appli-

cation of unitary matrix to the input photons, where the reflectivity of a splitter is 1/2.

The beam splitter’s transformation can be modelled as below [67].

∣∣ψout
〉

ab =
1�
2

[
1 1

1 −1

][
â†

n

b̂†
m

]
(2.23)

Therefore, it can be expanded as in Equation:2.24 [67].

∣∣ψout
〉

ab =
1
2

(â†
nâ†

m + â†
nb̂†

m − â†
mb̂†

n − b̂†
nb̂†

m)|0〉ab (2.24)

If photons’ polarisations are chosen to be the distinguishing sensitivity, then the

Equation 2.24 can be rearranged as below, where the horizontal polarisation is H and

the vertical polarisation is V ( n = V, m = H).

∣∣ψout
〉

ab =
1
2

(â†
V â†

H + â†
V b̂†

H − â†
H b̂†

V − b̂†
V b̂†

H)|0〉ab

= 1
2

(|1;H〉a |1;V 〉a +|1;V 〉a |1;H〉b −|1;V 〉b |1;H〉a +|1;H〉b |1;V 〉b).
(2.25)
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In Equation 2.25, the first term represents the case when both photons leave the

splitter from mode a, and the last term represents when both photons go from mode b.

The second and the third terms represent when photons leave the splitter from both a

and b modes. Thus, there is a 1/2 probability of coincidences due to 2 out of 4 cases

involving photons leaving the splitter in both modes with orthogonal polarisations,

and this makes them distinguishable. However, it should be noted that it is only valid

when n	=m [67].

When n = m = V, Equation 2.25 can be rearranged as below.

∣∣ψout
〉

ab =
1
2

(â†
V â†

V + â†
V b̂†

V − â†
V b̂†

V − b̂†
V b̂†

V )|0〉ab (2.26)

Hence,

∣∣ψout
〉

ab =
1
2

(â†
V â†

V − b̂†
V b̂†

V )|0〉ab

= 1�
2

(|2;V 〉a −|2;V 〉b).
(2.27)

As it can be seen in Equation 2.3.3, the middle terms of the equation cancel each

other out since they have opposite signs. Thus, when identical photons leave the

splitter they extinguish each other as this is observed as a dip in the coincidence

rates and makes them indistinguishable. The reverse of this property (Rev-HOM dip)

is also used for the expressing the two-photon interference between two identical

photons. The reverse fringe of the HOM-dip effect is measured by coincidence counter

instruments for this type of interference [67].

Some usage of this effect can be expressing the fidelity of the quantum chips used

for generating coherent-states, where the degree of coherence is measured by using

the HOM-Dip effect [68] and measuring the purity of single-photon sources from the

interference visibility parameter for quantum systems since the visibility of photons is

directly related with the HOM-Dip effect [67]. The details of these processes are not in

the scope of this thesis. However, the measurement of Rev-HOM dip interference by

using a coincidence counter will be discussed in Chapter 7.

2.3.4 Quantum Communication

One of the applications of quantum information theory is quantum communication.

Today, lots of confidential data is transferred across optical channels all around the

world. Typically, the data is mapped on digital bits ’1’ and ’0’, and classical cryptography

protocols are used to encrypt the data to transfer them securely. However, quantum

communication systems benefit from the quantum mechanics proprieties to map the
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Figure 2.13: Demonstration of BB84 QKD scheme [5]

information to qubits, and this makes the communication extremely sensitive to

eavesdropping. Thus, in case of eavesdropping, it results in a collapse of the coherent

quantum states into one due to the no-cloning theorem [69].

Probably, the most well-known quantum cryptography protocol is BB84 Quantum

Key Distribution (QKD) which maps the secure key on different polarisation states to

be exchanged between parties. Typically, in cryptography, these two communicating

parties are referred to as Alice and Bob, and the party that eavesdropping is named as

Eve. The BB84 protocol operates with 2 different polarisation basis; rectilinear and

diagonal, and 4 different bit encoding depending on the polarisation modes of photons;

0◦, 45◦, 90◦ and 135◦ [70].

The protocol starts with Alice’s communication with Bob over a quantum channel.

Alice randomly generates a string of bits. These bits are randomly encoded on a

different polarisation basis (i.e. rectilinear or diagonal). Then, Bob decodes each

received bit using randomly chosen polarisation basis. Therefore, if they are both

chosen the correct basis, both Alice and Bob will have the same bit [70].

After the transfer of the key is finished, over a public channel, Bob notifies Alice

about the order of the polarisation basis he used to decode the bits. Alice replies

whether he used correct polarisation basis for each bit. Later, both Alice and Bob

discard incorrectly measured bits, so they obtain the same key for the data encryption.

Discard of incorrect bits is named as the Key Sifting [70]. After the Key Sifting,

randomly chosen bit words of the data is compared between Alice and Bob to determine

the amount of eavesdropping and the consistency of the data. Demonstration of BBQ84

protocol with Key Sifting can be seen in Figure 2.13.

The security of this scheme is due to the Heisenberg Uncertainty principle, and

if eavesdropping is encountered during the mid-transfer, it will be noticeable. Since
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Eve has to choose random polarisation basis to measure the polarisation, the wrongly

measured bits will result in a permanent loss of the data. Thus, Bob will read a random

bit, and if Both Bob’s and Eve’s chances of correctly choosing the polarisation basis is

50%, the probability of Bob’s accurately measuring each bit drops to 25%. When a very

long data streams with n bits is chosen to be transferred, there will be a (3
4%)n chance

of detecting the Eve [70].

Alternatively, a BB84 variation uses entangled photons can be used to implement

a secure key exchange as it described by Arthur Eckert [71]. This protocol suggests the

use of entangled photon pairs to implement a QKD protocol. This protocol is based on

performing an entanglement check done on measured photons, and due to the Bell’s

theorem, the data received by both parties should be a binary complement of each

other. However, when the same bit is captured by both Alice and Bob, this will indicate

an eavesdropping [70, 71].

In some QKD systems , continuous-variable quantum cryptography is used [72].

By generating coherent states of light, non-orthogonal phases of the light (i.e. Binary

Phase Shift Keying (BPSK) ) and the amplitude modulation of light can be used to

encode the data [73]. Thus, when the phase is used ΔφAlice - ΔφBob = Δφ and hence Δφ

= 0 it is interpreted as a bit ’0’ [72], when Δφ = 180◦ as a bit ’1’. When the amplitude

modulation is used, Alice sets n bits to the amplitude range and depending on the

measured amplitude, the bits are decided by Bob. After, the transmission via a public

channel, Bob shares whether he used an amplitude or phase measurement for the

data and the previously mentioned Key Sifting is applied [73].

Coherent states in quantum mechanics represent quantum mechanical states of

light which are in the mode of the quantum harmonic oscillator [74]. For instance, in a

QKD system, Alice generates N number of coherent states of light and the N states of

the encoding scheme is named as the constellation C(z, N). One of the coherent states

is transferred to Bob through a thermal noise channel [6]. The interference of Eve is

modelled as a beam splitter. In this scheme from the loss in the thermal noise channel,

the amount of eavesdropping can be estimated. Illustration of this system can be seen

in Figure 2.14, where A is a mode in four coherent states of a constellation with a

radius of r, and sent to Bob through Eve’s thermal noise channel. A beam splitter with

a reflectivity of t is used to model the thermal channel loss. E and e are modes of Eve

which are used to attack Alice’s Mode. E′ and B are attenuated coherent states, and B

is also the detection mode of the Bob [6].

Another important tool used in quantum communication is Photon Number Re-

solving Detector (PNRD). PNRD is used for measuring the number of photons present

in optical pulses [75]. A precise PNRD should be able to count photons with very short

pulses, and they are commonly used in many different quantum information and quan-

tum communication applications such as QKD systems. Their utilisation in quantum

systems is to monitor sources. For example, they can be used for characterising the
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Figure 2.14: Demonstration of continuous variable quantum crpytograhy [6]

untrusted sources in QKD systems [76] and characterising light sources in quantum

systems [77] . The details of these operations are not in the scope of this thesis, but an

example of how an FPGA based coincidence counter is used to implement a PNRD can

be found in Chapter 7 also in [3].

2.4 Technologies Available for Timing Measurement
Tool

Precise time measurement tools have been implemented by using different technolo-

gies over the years. Depending on the needs of applications different technologies can

be desirable due to their distinct advantages and disadvantages. When choosing a tech-

nology to implement a timing tool, typically, performance, precision, area utilisation,

power and cost are considered. In the literature, the majority of the TDC architectures

uses technologies such as FPGAs, ASICs and analogue circuits. These methods are

preferable over synchronous Integrated Circuits (ICs) such as CPUs, GPUs and DSPs

because the system’s clock does not limit their precision. However, due to the high

dead-times of analogue circuits such as Time-to-Analogue Converters (TACs) [1], FPGA

and ASIC technologies are more desirable for a high count-rate timing instrument due

to their capabilities of accommodate fast asynchronous and concurrent logic designs.

These instruments are proven to be measure timings with more precision than system

clock speeds [1]. Typically, ASICs are prohibitively expensive compared to FPGAs as

the break-even point between ASICs and FPGAs is around 100 thousand units per

manufacturing run [78]. Also, FPGAs provide more flexibility in applications due to

their re-programmability in the field. FPGAs, Application Specific Integrated Circuits

(ASICs) and Analogue Circuits which are utilised for implementing timing circuits

will be discussed in this section.
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2.4.1 Field Programmable Gate Arrays (FPGAs)

FPGAs can be defined as semiconductor circuits which accommodate configurable logic

elements and switch matrices in order to be re-programmable based on the required

changes in applications [79]. FPGAs’ roles are not predefined, and they can be easily

adapted to a change in the application’s environment. They are typically programmed

by using VHSIC Hardware Description Language (VHDL) (Very High-Speed Integrated

Circuit (VHSIC)) or Verilog and their variants. The structure of FPGA consists of

reconfigurable logic blocks, component switching elements, hard-core components such

as Digital Signal Processor (DSP) blocks, accumulators, multipliers, RAM Blocks, clock

managers, carry chains, FPGA interconnects and soft-core embedded processors. An

example of an FPGA fabric can be seen in Figure 2.15.

Figure 2.15: Illustration of a FPGA Fabric

With the recent developments in FPGA technology, the fabric started to reach clock

speeds of 500 MHz, and their fast circuit structure provides superior performance

compared to other sequential operating integrated circuit technologies [80]. Areas,

where FPGAs are used, include aerospace, defence, ASIC Prototypes, audio processing,

automotive, consumer electronics, data centres, security, medicine, communications

and photonics [81]. The main performance advantage of FPGA technology comes from

its strictly concurrent nature, which provides very fast operational speeds due to its

logic-based architecture. Also, the usage of asynchronous logic elements implementa-

tions can achieve performance which is not limited by the system’s clock period, and it

is especially desirable for the fine time measurement instrument.

One of the most significant drawbacks of FPGA technology is the power and area

utilisation. The non-utilised logic blocks cause these issues in FPGA designs which
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consume power unnecessarily and result in additional power requirements to meet the

timing constraints. According to research done in this area by Kuon I. and Rose, J [82],

the implementation of a Static Random Access Memory (SRAM) on both 90-nm FPGA

and 90-nm ASIC device are compared by their performance. This research showed the

average silicon area required to implement lookup tables in FPGA is around 35 times

more than its ASIC counterpart. Also, the effect of hard operational cores such as DSP

multipliers and accumulators usage on the logic utilisation was observed to be reducing

the logic utilisation up to 18 times. When the critical-path delays are compared, FPGAs

typically have three to four times larger, and the total dynamic power consumption of

an FPGA is usually 14 times greater than an ASIC. Also, having a larger silicon area

than needed results in power fluctuations, temperature fluctuations and non-linear

propagation delays between FPGA elements.

Important FPGA manufacturers in the market are Intel (ex-Altera), Xilinx, Lattice

and Microsemi (ex-Actel). Xilinx provides FPGA solutions ranging from 45nm to 16

nm and the oldest brand in the market. Their Spartan, Artix, Virtex, Kintex and

UltraScale FPGAs are popular among FPGA users. On the other hand, Intel recently

who bought Altera providing high-performance solutions which integrate System on a

Chip (SoC) in their 28nm-10nm FPGAs devices. Some of their popular models include

Agilex, Startix, Arria and Cyclone. Other smaller-scaled manufactures like Lattice

and Actel aims to provide more budget solution in FPGAs and Complex Programmable

Logic Devices (CPLDs) to less computational power required implementations such as

sensor interfacing. It is estimated that Xilinx holds 50 % of the market, Intel % 37 ,

Lattice % 10 and others %3 [83].

2.4.2 Application-Specific Integrated Circuits (ASICs)

ASIC technology is very similar to FPGA; the main difference between FPGAs and the

ASICs is ASICs’ silicon is customised for the needs of the applications. Therefore, large

empty blocks of silicon, large power consumptions, substantial propagation delays and

problematic timing constraints are lesser issues. They typically achieve better timing

performance than FPGAs due to their optimised nature. However, this is reflected in

their costs, especially for the low unit manufacturing, FPGAs are more cost-efficient

for small to an average number of units. If a vast amount of chips are needed to be

shipped, then ASICs can be more cost-efficient. Hence, roughly around 100 k units of

ASIC become more cost-efficient than the FPGAs at the same number of units [78].

In the price point, FPGAs cost much less than ASICs since they are widely mass

manufactured. Typically, the price of a modern FPGA chip would cost between ≈20

dollars to 40,000 dollars, and by using ≈100-160 dollars an FPGA high precise timing

instruments could be implemented [84]. Thus, FPGAs can be considered as plausible

options for timing measurement tools.
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The types of ASICs are typically separated into two different categories which are

Fully-Customised and Semi-Customised ASICs [85]. Fully-customised ASICs have all

the circuit components and interconnects customised for applications. Therefore, they

achieve the best performance with minimum logic utilisation and power. However, they

are less flexible, costly and longer to manufacture. Also, ASICs are not re-configurable

like FPGAs. Illustration of ASIC types can be seen in Figure 2.16

Figure 2.16: Illustration of ASIC types

Semi-Customised ASICs are ASIC variations, where some level of customisation is

introduced, but not fully customisable. They are typically divided into two categories

which are Standard Cell Based ASICs and Gate Array-based ASICs. Standard cell

area based ASICs usually has standard cell libraries which hold the implementations

of logic gates, multiplexers and flip-flops. These are designed by designers and fixed

blocks which utilises these standard cell areas. Gate Array-based ASICs have fixed

logic blocks, and but, based on the application’s needs, the designer can modify the in-

terconnects. Semi-Customised ASICs are less costly compared to Full-Customised ones,

and however, they are performing somewhere between FPGAs and Full-Customised

ASICs.

2.4.3 Analogue Circuits

A final approach to implement a timing instrument can be using analogue circuits. Ana-

logue Circuits can be implemented Printed Circuit Board (PCB) and Complementary

Metal-oxide-semiconductor (CMOS) technology to design an instrument. Integrated

Circuits (ICs) such as Analogue-to-Digital Converters (ADCs), counters and other

circuit components can be counted in this area. The precision of these implementations

are limited by the quality of the components used for these implementations [86, 87].

Although, an analogue circuit can achieve a very high precision in terms of the time

measurement, the main drawback of an analogue circuit is the dead-time between two
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measurements. This is mainly due to the need of charging and discharging processes

between measurements. Typical implementation examples to this type of technology

could be Time Expansion (TE) and Time-to-Analogue Converter (TAC) methods. The

details of these methods will be discussed in the next section.
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2.5 Time-to-Digital Converters (TDCs)

Time-to-Digital Converters are precise time measurement instruments commonly

utilised in many different aspects of science and engineering. Their applications

become widely popular as the popularity of the ToF applications increase. TDCs can be

found in applications such as autonomous vehicles as the part of the LiDAR systems

[88], ToF cameras in medical imaging such as PET cameras [31], part of the clock

recovery in QKD [89], and also, as non-ToF examples such as phase detectors in

Phased-Locked Loops (PLLs). The concept of TDC is closely related to ADCs; even

some implementations use ADCs to implement TDCs. Both of these instruments

are used for converting input signals into output signals in another domain. ADCs

operate between analogue-to-digital domain by converting analogue signals to digitised

values, whilst TDCs convert time to digitised values. Since TDCs and ADCs are closely

related, concepts such as resolution, dead-time, linearity and errors associated with

the conversion process are shared between them. These concepts will be discussed in

the further sections of this chapter.

Traditionally, TDCs are commonly used for quantising the time interval defined

by the START and STOP signals. In the literature, TDC implementations are divided

into two main categories; coarse and fine TDCs. Coarse TDCs typically use counters or

variations of counters to achieve time quantisation whilst; fine TDCs aim to provide

precision which is not limited by the system clock (Tclk). Typically, a coarse counter

TDC start counting with the START signal and outputting the counter value with the

STOP signal. However, for applications require higher precision, fine TDC variations

are commonly used.

Fine TDCs aim to provide sub-clock period measurements. However, fine TDCs

have limited measurement ranges because they are specialised in measuring short

ranges such as sub-nano seconds [90] and even sub-pico seconds[91]. Thus, coarse

counter TDCs are preferred for measuring longer distances while fine TDCs are for

shorter time intervals.

TDC can be implemented by using various fabrics and circuits. Most of the TDC

implementation available today use technologies such as FPGAs, ASICs and Analogue

Circuits. Based on the smallest distance can be measured by the TDC, the resolution of

the TDC is defined. The resolution represents the LSB of the timestamp, and it should

not be confused with the precision. Hence, the precision defines the error margin

affecting each measurement.

Further in this section, the available TDC implementation, calibration and lineari-

sation methods and the errors affecting TDCs will be discussed.
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2.5.1 Coarse Counter TDC

Probably the most basic TDC implementation available would be a coarse counter

TDC. In this method, with an assertion of the START signal, a counter starts counting

at every clock edge and outputs the counter value with the assertion of the STOP

signal. Hence, the time frame between START and STOP signals are quantised with

respect to the system’s clock edge. This time quantisation can be expressed like in

Equation 2.28, where ΔT is the time frame, TST ART and TSTOP are the START and

STOP events respectively [1].

ΔT = TST ART −TSTOP (2.28)

A diagram illustrates a coarse counter and its waveforms can be seen in Figure

2.17.

Figure 2.17: Illustration of a coarse counter TDC and its waveforms

The advantage of using this scheme would be its simplicity compared to the other

TDC implementations. A coarse counter TDC utilises less logic since the only required

operation is registering the counter values as the counter increments. Thus, scaling

up the number of operational channels could be achieved easily.

The main limitation of this type of TDC is the resolution being limited to the

system’s clock frequency. Therefore, the measurement of sub-clock period time intervals

is not possible to be achieved. The limit of how fast any oscillator can operate within

the logic circuit is mainly limited by two factors; the power consumption and speed that

logic can work. Increasing the number of bits that represents the tag will require an

increase in the clock frequency exponentially. The maximum operable clock frequency

will limit this by the logic elements. Also, an increase in the power consumption of

a clock will increase since a faster clock will require higher voltage values to meet

with the timing constraints. Thus, the voltage that can be supplied will be the limiting

factor.

Coarse counters are commonly used in applications, where low resolutions are

acceptable, due to their simplicity. In a typical high-resolution TDC architecture,

coarse counters are used as a part of the hybrid interpolation schemes. The coarse

counters are employed for measurement ranges longer than a clock period while the

fine interpolation is used for measuring intervals shorter than a clock period.
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Another variation of a coarse counter TDC is called the Multi-Phase Clock (MPC)

TDC, which utilises multiple phase-shifted clocks to generate different counters. Each

counter counts slightly out of phase from each other with a known phase difference.

MPC effectively increases the resolution of the counter, and however, as the number of

bits added to the code the number of clocks with different phases required increases

exponentially. This method requires a reasonably high area and logic utilisations for

high resolutions, and so, not ideal compared to the other methods such as delay lines

[92].

The multi-phase counter uses the total number of clock edges like in the coarse

time quantisation, and the number of clock periods passed is defined by n×Tclk.

However, the passed phases (Δφ) implements the fine timing for the TDC. Δφ in this

implementation refers to the number of completed full cycles before the STOP signal.

The time difference of Tdi f f is a combination of these two measured quantities. The

equation for the time difference can be derived as below.

Tdi f f = n∗Tclk +Δφ (2.29)

An illustration of a multi-phase counter implementation can be seen in Figure

2.18.

Figure 2.18: Illustration of Multi-phase counter

An example of the waveforms of a multi-phase counter can be seen in Figure 2.19.

In Figure 2.19, the time difference can be expressed like Tdi f f = n×Tclk +Δp/16.

Hence, the bottom clock is the only clock which could not complete its 2nd cycle thus

the total clock phases completed by 8 multi-phase clocks were 15.
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Figure 2.19: Multi-phase counter waveforms

2.5.2 Hybrid Interpolation

The hybrid interpolation (Nutt Interpolation) scheme, is a method of combining fine

and coarse interpolation schemes, to provide TDC architectures which can count longer

ranges with higher precision. The hybrid interpolation operates with by measuring

the time intervals greater than the clock period by a coarse counter while a fine time

TDC measures the intervals shorter than the clock period. The Nutt interpolation is

originally described in [93]. In Equation 2.30, a formulation of Δt measured by the

Nutt interpolation can be seen, where n is the required clock cycles (Tclk), FST ART is

the fine time for the START and FSTOP is the fine time for the STOP signal.

Δ= nTclk +FST ART −FSTOP (2.30)

In Figure 2.20, a waveform description of the coarse time and the fine time mea-

surements can be seen. As it can be seen from the figure, in a typical digital TDC

implementation, the coarse time corresponds to the number of clock periods counted

with the system clock and the fine interval is the position of the trigger signal with

respect to the clock edge within a clock period. In this figure, TST ART represents a

common start for all time events and TSTOP is the trigger event quantised by the TDC.
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Figure 2.20: Waveforms of a Nutt Interpolation [7]

In Figure 2.21, a Nutt Interpolation architecture can be seen, illustrating how the

START and STOP signals are calculated separately and combined for the final result.

Figure 2.21: Illustration of Nutt interpolation architecture

2.5.3 Fine Time TDC Schemes

The fine time TDCs can be defined as TDC schemes whose measurement performance

go beyond the limitations of the coarse time quantisation. In other words, the measure-

ment is not limited by the system’s clock period. Fine interpolators are implemented

by using different technologies which include FPGAs, ASICs and analogue circuits. In

this section, the implementation methods of fine TDCs and concepts related to fine

TDCs will be discussed.

2.5.3.1 Time-to-Analogue Converters

Predecessors of TDCs can be ADCs. The main property that differentiates TDCs from

ADCs is essentially the domains they are utilised in. However, ADCs can be used for

implementing TDCs. These devices are named as TACs or Double-Conversion TDCs in

the literature.

Time-to-Analogue Converters effectively use double conversion to achieve the time

digitisation. The first conversion is referred to as the time’s conversion to the voltage

and the second conversion is the voltage to the digital by use of an ADC [86]. This

is achieved by converting the time between the START and STOP signals to the

electrical charge and storing this electrical charge in a capacitor. Once the STOP signal

is asserted, an ADC is used to convert the time interval into a digital value [94].
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This operation can be achieved by using an integrator op-amp. The integrator

circuit is used for storing the charge over an integration time which is the time

between the START and STOP events. Essentially, the integrator outputs the voltage

as an integration of the input voltage over the time which is framed with the START

and STOP events. Later, the output feeds the ADC, and it generates a digital value for

the time interval. A circuit diagram for a TAC TDC can be seen in Figure 2.22 [94].

Figure 2.22: Illustration of TAC based TDC

Waveforms of how the time difference (ΔT) between the START and STOP is

converted to the output code can be seen in Figure 2.23.

Figure 2.23: Waveforms of TAC based TDC

TAC based TDCs are generally considered as one of the oldest TDC techniques

and predecessors of modern digital methods. The research conducted on TACs extends

further back than the digital implementations and the resolutions achieved with these

implementations vary. As it was described in [95], the resolution of 10 ps achieved by

using TACs in 1988, while achieving this sort of resolution is still challenging for the

most of the digital circuitry. Also there are some other TAC TDC [96, 87, 97, 98, 99]

which achieved resolutions between 10 ps-312.5 ps. The main factor affecting the

resolution is generally the quality of the components used in these circuits [1]. Also,

43



CHAPTER 2. RESEARCH REVIEW

circuit layout and signal integrity also contributes resolution of the TAC TDCs, and

hence, each TDC channel require careful designing vand multi-channel designs are too

complex and expensive to design compared to the its digital counterparts [94]. One of

the highest resolution single channel TAC-TDC example designed by Keranen, Maatta

and Kostamovaara [100], where the resolution of 1 ps achieved.

Another limitation of these methods are the dead-time between each measurement

and the limited measurement ranges. The dead-time is caused by two reasons. Firstly,

the requirement of double-conversion where the charging of the capacitor and conver-

sion of the ADC introduces separate dead-times. Secondly, the necessity of discharging

the capacitor fully before a measurement. Also, since the time between the START

and STOP is solely converted by using an integrator, measurable ranges are limited

by the capacity of the capacitor. Typically, μ s measurement ranges are measured with

these schemes.

2.5.3.2 Time Expansion Method

To increase the resolution of a TDC, time expansion methods have been proposed in

a few different places in the literature . The time expansion method is an analogue

method which aims to expand the interval of measurement by multiplying the signal

in the time domain and dividing it into the gain of an amplifier. This is done by using

a capacitor which is being charged with an assertion of the START signal by enabling

the first current source. With the STOP signal, the discharging current source is being

enabled, and it slowly discharges the capacitor. During this time, when the total charge

of the capacitor is higher than the threshold voltage, the counter is enabled by the

comparator, and it counts the time difference between the START and STOP [94].

With this method, high resolutions can be achieved by using fast counting counters.

The best-achieved resolution was recorded as 630 fs [101], where the measurement

range was 1.3 ns. Also, some other implementation such [102], 8.9 ps resolution was

achieved for 128-channel TDC, and in [103], 3.75 ps resolution delivered by a TDC

in 65 nm CMOS. However, the main limitation of this method is an introduction of

large dead-times since until the capacitor is fully discharged, it is not possible to start

a new measurement. Therefore, Like TAC TDCs time expansion TDCs are not ideal

for high count-rate TDCs. The explanatory diagram can be seen in Figure 2.24, where

the charge of the capacitor C is varied between with two current sources, initially with

the START signal the current source I1 starts charging the capacitor C and with the

STOP it slowly I2 discharges the capacitor. Since I1 » I2, discharging takes longer than

the actual time difference. During this time, the counter is enabled by a comparator,

and it keeps counting until the capacitor is fully discharged.
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Figure 2.24: Time Expansion TDC

An example waveform for the time expansion TDC can be seen in Figure 2.25

Figure 2.25: Waveforms of the Time Expansion TDC

The time expansion typically amplifies the time difference between the START

and STOP by the gain of the amplification circuit, where TStart and TStop are the time

of the START and STOP events before the expansion processes, N is the quantisation

multiplier required between two events, Tres is the actual resolution. Therefore, the

time difference between the START and STOP can be as in Equation 2.31.

TStart −TStop <= N ∗Tres (2.31)

Hence, for the amplified values of the START and STOP events can be rewritten

as below.

TAmpStart −TAmpStop <= N ∗Tunamp (2.32)

By multiplying the absolute time between the START and STOP with the gain of
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the amplifier (GT ) the expression can be rearranged like in Equation 2.33.

TAmpStart −TAmpStop = (TStart −TStop)∗GT (2.33)

Hence,

N ∗Tunamp = (N ∗Tres)∗GT (2.34)

Finally, the actual resolution is improved by the factor of the gain as it can be seen in

the equation below.

Tunamp/GT = Tres (2.35)

2.5.3.3 Tapped Delay Lines

Probably the most popular fine TDC implementation would be Tapped Delay Lines

based TDCs. Taped Delay Lines consist of ideally equal length delay elements which

are chained together and used for subdividing time intervals into equal bins. Typically,

the START signal propagates through the delay line until the STOP signal is asserted

and the state of the delay line is captured with the edge of the STOP signal. Also

generally, instead of the STOP signal, the clock edge is used. Therefore, the trigger’s

relative position to the clock edge is used for the quantisation. When the clock edge

is used for capturing the state of the delay line, effectively the clock period is divided

into equal bins [1, 94].

The resolution of the TDC in delay line based methods is equal to the smallest delay

element since delay elements are the smallest bins that the time intervals are split

into. In practice, D type flip-flops are generally used to capture the code formed in the

delay line, which is trialling ’1’s or ’0’s. This pattern is a thermometer code and requires

conversion to binary code. Priority encoders are typically employed for the conversion

of thermometer codes to digital codes. The conversion is done by looping through the

code, and the highest ’1’ bit’s position is converted into a digital value. Therefore, to

increase the number of bits represented by the fine code, the logic consumption is

required to be increased exponentially [94]. An illustration of a tapped delay line can

be seen in Figure 2.26.

Figure 2.26: A Tapped Delay Line TDC
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In Figure 2.27, waveforms for a Tapped Delay Line TDC can be seen, where the

START signal is delayed by a signal element (T) in each delay line stage.

Figure 2.27: Waveforms of a Tapped Delay line TDC

A tapped delay line TDC quantises the START event with respect to the edge of

the STOP event. Therefore, ideally if a delay line has N number of delay elements,

each delay affecting a single bin is TD = TSTOP /N, where TD is a delay element. TD

is also the LSB resolution of the TDC. Timestamps for events can be formulated as

below, where TD is each delay affecting the delay element, ε is the quantisation error,

and the K is the number of delay elements passed until the STOP signal.

Tevent = TD ∗K +ε (2.36)

Also, there are other tapped delay line variations in the literature, which are the

Hierarchical TDC and Differential TDC. The hierarchical method mainly aims to

improve logic utilisation of the TDC by using more than one delay line. Each delay

line inputs another delay line in half of its length with the previous one. Therefore, a

binary code is output and without using priority encoders [104]. The Differential TDC

is a TDC variation which aims to improve the signal integrity of a TDC by operating

in differential mode between elements by alternating the propagating signal by ’1’ and

’0’. This method was reported to improve the metastability by in-trade of an increase

in the logic utilisation about four times [104].

Tapped delay lines TDC have implemented by using both FPGA and ASIC technolo-

gies. The ASICs typically achieve better resolution than FPGAs due to customisable

logic elements. However, it is possible to make high-resolution TDCs by using FPGAs.

For instance in [105], with Xilinx Virtex 5 FPGA 17 ps resolutions have been achieved,

while in [106] with one of the obsolete FPGAs architectures Altera ACEX1K 400 ps
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resolution was reached. Also, some very high precision TDCs as it was described in

[107], achieved 2.3 ps RMS resolution on Altera Cyclone V FPGA.

FPGA based delay line TDCs are commonly implemented by utilising carry chains

structures located within the FPGA SLICEs (Logic Elements for Intel/Altera). These

SLICEs are used for implementing various logical operations, hence they accommodate

Look-up Tabless (LUTs) for implementing logic operations between inputs, a carry

chain with dedicated XOR and multiplexer logic for mathematical operations and

a D type flip-flop for the memory. In TDC implementations, carry chain structures

are used to cascade input triggers from Carry-In (CIN) to Carry-Out (COUT), and

during this operation the internal logic of SLICE adds propagation delay at the each

stage of the adder operation. The 1-bit output of the each carry element is captured by

flip-flops with the clock edge and the combination of output code is used for forming

the thermometer code. Moreover, carry chains can be combined between different

FPGA SLICEs for larger code outputs since each number of bits can be output from

a SLICE is limited (4-bits for Spartan 6 Architecture). [108, 8]. An illustration of an

carry chain logic within an FPGA SLICE based on Xilinx Spartan 6 architecture can

be seen in Figure 4.2. In Figure : 4.2, SN,0,SN,1,SN,2 and SN,3 represent 4-bit for carry

chain output for SLICEN , A, B, C, D are the logical inputs for the SLICE and CLK

represents the clock.

Figure 2.28: Demonstration of a carry chain within an FPGA SLICE [8]

In the ASIC side of the implementation, it is possible to have adjustable delay
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elements which compensate for the changes in voltage and the temperatures across

the delay line by using Voltage-Controlled Ring Oscillatorss (VCROs). The usage of

VCROs is effectively done by inputting the last bin of the carry chain into a phase

detector and based on the detected phase, the voltage affecting the delay element

changed by a charge pump to stabilise the delay on each element [1]. This method

is not possible to implement on an FPGA since VCROs are not available. So, the

FPGA based implementations typically suffer from non-linear delay propagations

across delay lines [109]. On the other hand, ASIC can have dedicated uniform delay

lines due to its customisable nature. The high-resolution delay line TDCs can be

implemented using ASIC technology. In the literature, 3 ps resolution was achieved as

it was described in [110].

2.5.3.4 Vernier Delay Lines

Another delay line variation is a Vernier Delay Line (VDL) TDC. A Vernier delay line

accommodates fast and slow delay lines and the difference between propagation delays

affecting these delay lines are exploited to quantise the time. In the Vernier method,

the thermometer code is captured when the START and STOP signals, which are

propagating in different delay lines, catch each other. Therefore, the resolution is the

time difference between the fast and slow delay lines’ delay elements [94].

In a conventional VDL, D type flip-flops would be used to capture the state of

the delay lines, and so, the thermometer code represents the time between START

and STOP signals. The fast delay line’s delay elements are slightly faster than the

slow delay lines. The START signal propagates through the slow whilst the STOP

signal utilises the fast delay line. As the moment, the STOP signal catches up with

the START signal; flip-flops capture the thermometer code for the time quantisation.

Hence, the timestamp for Tevent can be expressed as below.

Tevent = (NSTOP −1∗TSTOP )− (NST ART −1)∗TST ART (2.37)

In Equation 2.37, N represents the number of elements passed for each delay line,

Tevent is the timestamp for the time between START and STOP events, TSTOP is the

delay element on the fast and TST ART is the delay element on the slow delay line.

A diagram of VDL can be seen in Figure 2.29.
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Figure 2.29: A Vernier Delay Line

Unlike a typical tapped delay line, this method utilises the difference between

two different but reliable delay elements rather than the smallest possible delay

elements available. Therefore, the delay difference between the fast and slow delay

lines determine the resolution of the TDC, which implies with slow logic elements high

resolution can be obtainable by just doubling the logic utilisation. However, in FPGAs

due to the delay control and placement issues, it is challenging to achieve variable

and reliable delay lines, and thus, they are challenging to implement in FPGAs. ASIC

based Vernier Delay Lines can make high resolutions, as it can be seen in [111], where

880 fs resolution was achieved.

Another similar concept is the Vernier Ring TDC. Vernier Ring is a form of the

Vernier Delay Line whose first and the last bins are connected to form a loop. This

loop accommodates counters at each delay element to count how many times the

START signal passes through the delay element until it catches up with the STOP

signal. Effectively, this defines the signal position in an equivalent VDL. This method

improves the logic utilisation required by a typical Vernier Line, and the resolution of

the TDC would be limited to how the fast the counter can operate and the minimum

difference can be maintained between the elements of two delay lines. With this

method previously, 8 ps SSP was achieved with a 0.13 μm CMOS as it was described

in [112]. An Illustration of a Vernier Ring can be seen in Figure 2.30, where the delay

on each delay element is represented by Td and the delay difference between fast and

slow delay elements is β.

Generally, ASIC technology is preferable for implementing the Vernier method

since the generation of small, reliable and consistent delay elements are possible in

this platform due to the customisable transistors. FPGA platform is problematic to

implement a Vernier Delay Line since it is difficult to have reliable and consistent

delay elements in this platform. However, by using two different phased oscillators

a Vernier method can be implemented in FPGAs, the phase difference essentially

replaces the delay differences in the Vernier Delay Line.

Using the Multi-Ring Clock Oscillator Method is probably the most sensible way

to implement a Vernier method in an FPGA since it is challenging to set variable

and reliable delays on FPGAs. This method consists of two different clocks which are
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Figure 2.30: A Vernier Ring [1]

generated by two different PLLs with different phases. One of the clocks is set to a

slightly faster frequency than the other, like in Vernier Delay Lines [113]. The slow

clock is synchronised with the START signal, and the STOP signal is in sync with the

fast clock. Since the periods of these oscillators are known, the phase difference can

be used for the fine time measurement. The mathematical expression for this method

can be seen below, where Tclk is the system clock and T1, T2 are clocks with different

phases [9].

ΔT = nTclk +T1 −T2 (2.38)

One clock is referred to as the fast oscillator, and the other one is named as the

slow oscillator. The slow clock is adjusted to be synchronised with the rising edge of

the START signal. The fast clock is set slightly faster than the slow clock and in sync

with the STOP signal. The period of the fast clock can be expressed as Tf ast = 1/Ff ast

and the period of Tslow = 1/Fslow, where n1 and n2 correspond to the number of rising

edges passed by the fast and the slow clocks respectively. A phase detection circuit is

used to measure the phase between two clocks when the fast clock catches up with the

51



CHAPTER 2. RESEARCH REVIEW

slow clock, which essentially expands the time of measurement for the fine time. This

operation can be expressed as the expression below [9].

ΔT = nTclk +n1Tf ast −n2Tslow (2.39)

Block diagram of a Multi-Ring Oscillator TDC can be seen in Figure 2.31.

Figure 2.31: Multi-ring oscillator TDC [9]

Figure 2.32: Multi-ring oscillator TDC waveforms [9]

With this method, pico-second resolutions were achieved as described in [114].

The main drawback is increased dead-time compared to tapped delay lines. The main

reason for a greater dead-time is the way phase detector scheme was implemented

which, is similar to time expansion TDC and expands the time for more than a single

clock cycle for high resolution. However, it is still an acceptable TDC scheme used for

LiDAR applications, where low dead-times are not required and as it is described in

[114], 5 ps was achieved with this implementation. In addition, since no delay line is

needed for this method, it improves the space efficiency for the TDC.
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2.5.3.5 Pulse Shrinking TDC

Pulse Shrinking (PS) TDCs are based on continuously shrinking the START and

STOP signals through pulse shrinking elements until the trigger cannot be detected

any more. Hence, how many pulse shrinking elements will be used in this process is

determined by the width of the pulse, and the width of the pulse is equal to the time

between the START and STOP signals. Even though this type of TDC’s resolution is

not limited by the size of the delay line elements, due to the need of variable-sized

pulse shrinking elements, the conversion time for this implementation is much larger

compared to the other delay line based methods [115].

To improve the area requirement of this implementation, in a few places cyclic pulse

shrinking circuits have been used [10, 116, 117]. These systems accommodate inverters

which are controlled by an AND gate for activating the pulse shrinking and pulses

shrink as they travel through inverters. As pulses go through the pulse shrinking

component, a counter keeps track of how many times the pulse is being shrunk.

However, the mismatch between processing times of pulse shrinking and counter

speed is the main issue with this method. Thus, some additional delay elements are

used to pipeline the counter, which results in extra cost in the area. Alternatively, in

some implementations [118], Vernier Ring like pulse shrinking cycles are used, where

multiple pulse shrinking elements are connected cyclically from the tip to the end.

Cyclic Pulse Shrinking (CPS) TDC can be seen in Figure 2.33.

Figure 2.33: The pulse shrinking TDC [10]

Waveforms of the Pulse Shrinking TDC can be seen in Figure 2.34, where the time

difference between the START and STOP is shrunk three times until it completely

disappears. Then, the counter outputs three as a result.

Previously, in some implementations like in [115], by using row and column de-

coders, the required area has been tried to be reduced. Although high resolutions are

achieved, low data-rates are observed due to the fact that the counter is delayed by

delay lines to compensate for the timing mismatches between pulse shrinkers and

counters. Therefore, the most common implementation of a Pulse Shrinking TDC is

the Cyclic Pulse Shrinking TDC. In the literature, with this implementation by using

customised CMOS, resolutions as high as 6 ps has been achieved [118]. Also, mostly

the customised CMOS was used to implement Pulse Shrinking TDCs. The only re-

ported FPGA based implementation can be seen in [119], where 8.5 ps resolution with

42.4 ps STD was achieved, and however, the conversion time of the implementation
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was reported as 1042.1 ns. Therefore, for high count-rate implementations, where

short dead-times are required, Pulse Shrinking TDC implementations are not ideal

since the pulse shrinking process results in longer dead-times.

Figure 2.34: The pulse shrinking TDC waveforms [10]

2.5.3.6 Local Passive Interpolation

The Local Passive Interpolator (LPI) TDC method is a TDC implementation scheme

which uses passive differential circuit elements to implement a TDC instead of delay

elements. In this method, resistors replace logic delay elements, where they are utilised

as voltage dividers between the input and output. Each series of resistors is connected

in series to poles of a differential delay element as it can be seen in Figure 2.35. Since

the voltage between resistors passes the threshold at different times, the output is

lagged with respect to the input. By using sense amplifiers or latches the output voltage

after the differential element can be captured and used for the fine time measurement

[1].

Typically, 2N resistors are needed to be represented N-bits of the code. Also, due

to the utilisation of differential signals, the noise in this sort of implementation is

expected to below. However, the system suffers from the power supply, thermal and

switching noises of logic elements. This results in a reduction of precision. Also, the

area utilisation of this design significantly higher than the other implementations,

due to the need for a series of resistors and differential circuit elements. Also, due to

its analogue nature cannot be implemented in an FPGA.

The methods described in [120, 121, 122] can be an example of LPI TDC, where

4.7 ps resolution was achieved with LPI TDC with 90 nm CMOS. Also, by using
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Figure 2.35: The Local Passive Interpolator [1]

tri-state inverters on 180 nm CMOS, 7.84 ps resolution was achieved in [123].

2.5.3.7 Stochastic TDC

The Stochastic TDC is a TDC variation which exploits voltage dither that causes

metastability on flip-flops. Based on triggers position relative to the clock edge, the

voltage dither of flip-flops statistically affects the output generated by flip-flops. Hence,

triggers are relatively farther away from the clock edge are less likely to appear in

the output code. This can be done by employing many flip-flops, and then, the time

difference between the clock edge and trigger can be quantised [124, 11].

As the number of serial flip-flop increases , Gaussian distributed voltage dither

errors are introduced into the time measurement increases. Each flip-flop has random

voltage trigger threshold and the error on vast number of flip-flops are observed as

Gaussian-distributed standard deviation σvol . The standard deviation of the measure-

ment error σerror affecting a single flip-flop can be expressed by a division of standard

deviation of voltage triggering levels at flip-flops σvol to the number of flip-flops K

[91, 11].

σerror =σvol /K (2.40)

The voltage dither affecting a flip-flop can be expressed with the Gaussian error

function and can be represented as in Equation 2.41 [91]

er f (x)= 2�
π

∫x

0
e−t2

dt (2.41)

When the Taylor expansion is used to approximate the value x, the expression can

be written as below [91].

er f (x)= 2�
π

((x− x3

3.1!
+ x5

5.2!
+ x7

7.3!
+ ...) (2.42)
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To express the Cumulative Density Function (CDF) of the Gaussian Error across

the flip-flops is given by as in equation below [91].

CDF(x)= 1
2

[
1+ er f (

x−μ

α
�

2
)
]

(2.43)

When the mean error is assumed to be zero, CDF can be expressed as below [91].

CDF(x)= 1
2

[
1+ er f (

x
α
�

2
)
]

(2.44)

Hence, the CDF of x can be approximated to Equation 2.45 [91].

CDF(x)≈ 1
2

[
1+ er f (

1�
2πσerr

)
]

x (2.45)

For the L number of flip-flops in the chain, the CDF of the voltage dither can be

arranged as below [91].

CDF(x)≈ L
2
+ L�

2πσerr
x (2.46)

An example of a Stochastic TDC can be seen in Figure 2.36, where multiple delay

lines were utilised for averaging results obtained from the voltage dithering.

Figure 2.36: A stochastic TDC [11]
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In this method, the resolution of the stochastic TDC can be approximated to the

inversion of the CDF’s slope. Therefore, the LSB equation can be seen as below, where

L represents the number of parallel flip-flops.

LSB =
�

2πσvol

K .L
(2.47)

This TDC scheme has previously implemented at the University of Toronto, and

4 ps resolution was achieved [91]. Although the stochastic TDC can provide precise

timings and high resolutions, it is costly in terms of the logic utilisation for long-range

measurements. An increase in the number of the bits in code results in an exponential

growth in the logic utilisation. Also, it is not easy to implement in an FPGA with

long flip-flop chains since in case of having flip-flops in different slices will affect the

precision of this scheme. Generally like in [91], ASIC is preferable for this method.

2.5.3.8 Successive Approximation TDC

Successive Approximation (SA) TDC is a scheme which makes use of the binary search

algorithm for the time quantisation as it was described in [125]. The SA is done by

delaying the START and STOP signals with a delay line and comparing whichever one

reaches the end first. Then, the signals continue on a delay line with a shorter length.

This implementation reduces the size of the required flip-flops to capture the code, and

thus, the size of the logic utilisation and power consumption are reduced [1, 11].

In a typical SA TDC in each stage, the size of the delay line is half of the previous

delay line. As a signal propagates, the bits of the code is decided based on whether the

START or STOP signals pass the delay elements first. For instance, 8 delay elements

for 4th bit, 4 delay elements for 3rd bit etc. are required. Arbitrators set the bits of

the code based on testing the time difference between the START and STOP signals.

If the START signal is lagging behind the STOP signal, the corresponding bit is set

to a low bit, otherwise, to a high bit. In a tapped delay Line based TDC, each bit of

the thermometer code requires a D-type flip-flop, and thus, 2N number of flip-flops are

needed where N is the number of bits in the code. However, SA TDC only requires

N bits flip-flops to capture the code, and so, a 2N − N improvement in the flip-flop

utilisation is achieved [11].

As can be seen from Figure 2.37, the START signal’s location in the delay line is

compared with the reference signal’s rising edge. With the rising edge of the reference

signal, the START signal’s position in the delay line is output. An example of a SA TDC

can be seen in Figure 2.37. The resolution of the scheme is given by the delay affecting

the single bin on the delay line which can be found by Tτ = Tstop/N, where N is the

number of bins present in a delay line and Tstop is the reference signal. Thus, the

resolution of a SA TDC can be expressed as the minimum delay required for changing

the output code [11].

57



CHAPTER 2. RESEARCH REVIEW

Figure 2.37: A Successive Approximation TDC

Although the flip-flop utilisation is improved, the total size of the required delay

line increases as the number of bits in the code increases. For instance, a N-bit taped

delay line requires 2N delay elements, but, for a SA TDC, the required total of delay

elements is
∑0

k=N 2k. In order to overcome this issue, a cyclic SA TDC can be used.

With this method, signals are routed in a cyclic manner, where the output of the delay

line is routed back to the input. A delay element which continuously halves the delay

affecting the signals is used in each round. Examples to these implementations can be

found in [126, 127, 128], where the resolution range was between 1.2 ps-42 ps.

Although this method of TDC has shown an improvement in the area utilisation,

the asynchronous path is difficult to design since the requirement of different sized

delay elements. Thus, it is difficult to implement and achieve high precision with this

kind of implementation in an FPGA due to the difficulty of customising delays in

FPGAs. Therefore, this implementation is preferable for ASIC based high precision

TDCs [1].

2.5.3.9 Gated Ring Oscillators

Gated Ring Oscillatorss (GROs)) TDCs are very similar to coarse counter-based TDC

methods. However, this approach aims to capture the phase between measurements to

apply a noise filtering effect which results in an improvement of the quantisation error.

This method exploits the Nyquist criterion and achieves the first-order noise shaping

[129, 9].

The Nth order noise shaping circuit can be applied by combining the delay line

method with ring oscillators. In order to achieve this, N number of oscillators are used,

which enable counters that are connected after each oscillator. Then, the accumulated

counter results are output. The enable signal to maintain the phase of the counter

since it disconnects oscillators after the STOP happens. This method is also called

1-1-1 MASH Δ
∑

TDC.
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Figure 2.38: Gated Ring Oscillators [11] [9]

The phase is maintained by using an enable signal. Thus, when there is an input,

the oscillators are enabled, and they count continuously. During this process, the

phase is kept consistent from the previous measurement. The phase is kept constant

by connecting and disconnecting the ring oscillators from the voltage rail by using

parasitic capacitors located on the oscillators. However, as in the LPI TDC, the usage

of analogue circuits results in an increase in the noise. This essentially results in

an integration of the noise over the measurement time since the capacitors are not

discharged during the measurement. In the literature, some examples of GRO TDCs

can be [130, 131? ] , where noise-shaping properties of this scheme were utilised. Also,

in some implementations [132, 133, 129] multi-path ring oscillators were used which

improved the noise in measurements where 1 ps to 6 ps resolutions were reported.

By using a relaxation oscillator with a GRO TDC, a resolution of 6 ps was achieved

in [130] by using CMOS. Also, as it was described in [134], a combination of this

technique with the Vernier Method 5.8 ps resolution was delivered on a 90 nm CMOS

ASIC. However, for FPGAs, this method seems not to be preferred because the FPGA

fabric has predefined logic for clock oscillators and implementing a GRO TDC in an

FPGA fabric is very difficult.

2.5.3.10 Algorithmic TDC

The Algorithmic TDC (Algo TDC) was initially proposed in [135], and later, it was

mentioned in [136]. This method is similar to the SA TDC, but instead of reducing the

delay affecting the residue, the residue is expanded for a further quantisation.

The Algorithmic TDC is implemented by using two different clock oscillators

with different speeds and phases. Firstly, the time between the START and STOP is

quantised by using a fast oscillator. Once the STOP signal is asserted, the slow clock

is enabled to amplify the residue. Each clock trigger has a different counter, and they
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are reset when the phase of the clock is wrapped around at φ = 0 each time. In Figure

2.39, the measurement’s waveforms can be seen, where M is the counter value for the

fast clock and N is the counter value for the slow clock. At the first phase wrap of the

fast clock, the quantisation is measured as N = 1 and M = 4 and for the second time

N = 1 , M = 4. The time framed by the red and blue lines indicates the time for the

wrapping of the phase after the oscillator is switched to the slow mode [1].

Figure 2.39: Waveforms for the Algortihmic TDC

Initially, the fast clock’s counter is enabled with the START signal, and it runs

until the STOP (the rising edge of the system clock). With the STOP signal, the counter

stops counting and stays at the same value until its clock phase wraps around zero,

while the slow clock is counting until the phase of the fast clock wraps around zero.

This operation essentially amplifies the phase residue between the START and STOP

signals. In each quantisation step, the residue from the previous cycle is expanded by
Tf ast
Tslow

[135].

By writing a recursive equation, the measurement interval can be formulated as

below, where N is the value of the slow counter, M is the fast counter’s value, fre f is

system’s clock, t f astn+1 and( fslow
f f ast

)n is the measurement error affecting nth measurement

[135].

Δt =
n∑

i=1
(

fslow

f f ast
)i

{
(

Mi

fslow
)− (

Ni

fre f
)
}
+ t f astn+1 (

fslow

f f ast
)n (2.48)

In the literature, this method has been implemented on 0 35 μm CMOS, where, the

error caused by the mismatch of components was around ± 2 ps. After the calibration

for mismatches, the standard deviation of the TDC was measured as 0.3 ps [135].

Although, the method is a promising high-precision and low area utilisation method,

the main issue with this architecture is it is a time expansion method with two
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different clocks, and the dead-time is higher than the system’s clock period. Thus, for

the applications, where low dead-time and high count-rate are required, this is not a

desirable solution [1].

2.5.3.11 SERDES TDC

Serialiser/Deserialiser (SERDES) logics are used in high-speed communication sys-

tems, where I/O channels are limited. The high-speed clock is used for serialising the

parallel data of the transmitter and at the receiver’s end data is de-serialised backed

to the original format. This operation results in a slow data-rate input and a fast

data-rate transmission. The slow data rate output is essential, preventing data loss

during the transmission. An illustration of a SERDES TDC can be seen in Figure 2.40.

Figure 2.40: A SERDES based TDC

Modern FPGAs can provide SERDES blocks that can generate clocks with 10 times

faster than the system clock. A SERDES block in an FPGA consists of shift registers,

which are clocked by the multiplied system’s clock. These shift registers can be used to

quantise the system clock similar to tapped delay lines. As it was described in [137], a

SERDES based 96-channel TDC was implemented on Altera Stratix EP1s30F780C6

FPGA which achieved 1.2 ns resolution. Also, as it was reported by CERN [138], newer

FPGA chips (Xilinx Artix7) can achieve 10 ps resolution and 64-channels, but the

precision of this implementation was reported as 150 ps. Typically, this method can be

used to implement a simple TDC with a large number of channels, and however, they

have shown limited precision.

2.5.3.12 Wave Union Launchers

Wave union launchers are another method of improving the precision of a TDC as it was

described in [139]. A wave union launcher utilises signal trains which accommodate
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multiple trigger edges generated from a single input to improve the resolution. This

method aims to resolve the non-linearity issues which was referred to as "ultra-wide

bins" caused by the inter-slice routing of signals in an FPGA. The method proposes to

resolve this issue by sending trigger trains to be quantised multiple times in the same

delay line. Two different methods have been proposed to implement this scheme.

Type A
The first method (Type A) is using a Finite Step Response (FSR) wave union

launcher, where a pre-set pulse train is released upon detection of the trigger signal.

Each signal inside of the pulse train is quantised separately, and results are combined

later to provide precise measurements.

As it can be seen in Figure 2.41, type A consists of two sections of carry chains.

The first section is referred to as K and the second section as L. Thus, after a pulse is

registered in the K section then, it goes under a quantisation for the second time in the

L section. In [139], K section was set to 16 bins, while L was 48 bins. Codes generated

in K and L sections are combined, and this process is repeated for the entire pulse

train. The resultant code is the summation of codes generated in sections K and L.

Figure 2.41: Illustration of type a wave-union launchers

Type B
In the second type (Type B), instead of FSR, a ring oscillator is used, and hence,

this method is referred to as the Infinite Step Response (ISR) wave union launcher. The

input trigger starts the oscillator, and the oscillator creates pulse trains. It should be

noted that this oscillator stays active for multiple clock periods. Also, the ring oscillator

should be asynchronous to the system clock to avoid hitting the same bins all the time.

The type B wave union launcher forms three different types of jump patterns from

ring oscillator periods. According to [139], there are 0, 1, 2 number of oscillator period

jumps which form jump patterns U, V and W respectively. Code values determine these

jump patterns for S bins, and these jumps can be listed as below :

• If the output is in the range of 3S/4 to S and proceeded by S/4 to S/2, it means

both signals were corresponding to the same oscillator’s edge. This sort of pattern

is referred to as the U pattern.
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• If the output’s value is in the range from S/4 to S/2 and proceeded by 3S/4 to

S, it means the oscillator is faster than the system clock. Hence, two oscillator

edges have been missed. This sort of a jump pattern is referred to as the W

pattern.

• The other jump patterns which missed one ring oscillator period are referred to

as V patterns.

Figure 2.42: Illustration of jump patterns

The jump patterns are related to the phase of the oscillator, which generates the

input trains. The ring oscillator’s frequency is set to slightly faster frequency (Tosc)

than the system clock (Tclk). The time for the input at nth clock ( Tn) can be formulated

as below, where t0 arrival of time.

Tn = t0 +n.Tosc (2.49)

To characterise the jump patterns related to the phase, 16 measurements are taken

with the system clock in [139]. These 16 measurements are represented with the letter

s and the arrival time for s time is TS, and where, s is between 0 to 15.

Tn = TS(s)+ s.Tclk (2.50)

The final equation can be arranged as below.

t0(s)= TS(s)+ s.Tclk −n.Tosc(s) (2.51)
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The equation given above is also modified in actual implementation based on jump

patterns, where Du, Dv and Dw represent the average calculation applied for each

pattern.

t0(s)= TS(s)+TL(s) (2.52)

TL(s)= TS(s−1)+

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Tclk = Du φ=U

Tclk −Tosc = Dv φ=V

Tclk −2.Tosc = Dw φ=W

(2.53)

The results for 16 measurements go under a low pass Infinite impulse response

(IIR) to produce an averaged calculation for each trigger. This averaging results in a

delay correction and the delay correction process t0(s) had an almost constant value for

every measurement for the same trigger. For further improvement in the resolution,

these 16 measurements are averaged again.

With the first method, a significant improvement in precision has been achieved.

The original 165 ps worst-case and 60 ps average resolution has been improved 65 ps

worst case to 30 ps average resolution. While improving the resolution, the dead-time

was only increased from 2.5 ns to 5 ns. The second method mainly improves the RMS

error affecting the measurement, and the improvement was observed as 40 ps to 10 ps

in 16 measurements. However, the second time had a much greater dead-time increase

which was 18 times (2.5ns to 45ns) [139].

Wave union methods showed the capability of being a valid FPGA based TDC

method. However, the complexity of the implementation is more than other precise

TDC methods such as TDLs or VDLs. Also, both Type A and Type B seemed to provide

dead-times longer than the clock period due to the usage of pulse trains, which hinders

the optimal count-rate of the operation. Hence, it is not ideal for high count-rate

required systems.

2.5.3.13 Digital Signal Processor Based TDC

As it is described in [140], one method of implementing a TDC is using a DSP. A

typical FPGA based TDC uses carry chains or LUTs for building delay lines. However,

these methods are proven to have non-linearity issues which result in non-optimal

propagation delays. Alternatively, on-chip DSP block (DSP48A1) is proposed to be

used to implement an optimal delay line by using the carry logic located in a 48-bit

dedicated adder. Each DSP48A1 block in Xilinx Artix-7 FPGA was reported to be

providing 800 ps for a 48-bit code which corresponds to around 17 ps average delay,

while each CARRY4 element in the same architecture provides 20 ps average delay.

Although the total amount of delay on a DSP block was shorter than carry chains

equivalent available on an FPGA, delays seemed to be accumulated in specific bins,

and thus, could not be used as a TDC due to severe non-linearity [1].
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However, in a follow-up paper described in [141, 1], by using a population counter

and input offsets to alter the behaviour of the DSP block, this implementation was

possible. To reorganise the bins in increasing order, population counters are used.

Effectively, a population counter reorders bins to fix the linearity problems caused by

non-equal bin widths. By adding offsets to 4 delay line blocks, it was managed to bypass

the third of the large bins. By summing the final results generated by each block, the

final output is formed. With this method, 5.25 ps resolution has been achieved on

Artix-7 FPGA [1].

The main disadvantage of this method is the need for a population counter to

reorganise the bins, which introduces operational complexity and further dead-time to

the encoding process of the thermometer code. Therefore, it could result in an additional

overhead on top of the TDC calibration and the linearisation in an integrated time

correlator system, where the logic utilisation will be typically high [1].

2.5.4 Measurement Errors and Precision of a TDC

A quantisation of time and its digitisation inherit inevitable measurement errors

which affect the precision of the timing measurement. The concept of measurement

errors in ADCs reflects the measured sinusoidal input and spectrum of the output

signals, which is obtained by applying the Fourier Transform to the input to transfer

it to the frequency domain. It takes multiple measurements to form the spectrum,

and a process of constructing this spectrum is called the single-tone experiment. This

spectrum is used to obtain Signal-to-Noise Ratio (SNR), which reflects the noise effect

in the output signal and Signal-to-Noise and Distortion Ratio (SNDR), which expresses

the noise, non-linear distortion and harmonics affecting the output signal [94]. Similar

to the single-tone experiment in ADCs, the single-shot experiment is adapted to replace

the precision of the TDC since it represents a time interval rather than a sinusoidal

signal. The single-shot experiment consists of measuring a fixed time interval in

multiple instances and characterising the measurement ranges and errors affecting

these measurements. These errors can be listed as the offset & gain errors, TDC’s

non-linearity, quantisation errors and metastability problems. Under this section, the

errors affecting TDCs and the precision of TDCs will be discussed [94].

2.5.4.1 Precision Parameters of a TDC

The precision of a TDC determines the error margin of each measurement taken by

the TDC. Typically, the measured fixed interval is referred to as ΔT, which is the

difference between the START and STOP signals of the TDC. Conventionally, like as

it was explained as a LiDAR technique in section 2.2.1.3, the histogram is used for

measuring distances through a correlation of multiple instances and around one large

histogram bin, a Gaussian peak is observed as a result of jitter and noises affecting
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the measurements. Parameters of the precision are used to characterise the Gaussian

peak formed by the distribution of measurements in a histogram.

Four different parameters of the precision can be listed as the standard deviation,

single-shot precision and Full-Width at Half-Maximum.

The standard deviation: STD is a measure of the spread of values around the

mean in taken measurements. They are generally shown with σ symbol. In the context

of TDCs, the measurements between STARTs and STOPs form the STD expresses a

Gaussian distribution and the spread on either side of the Gaussian peak. In a preciser

TDC a smaller STD is expected. The STD can be formulated as in equation below

[142].

σ=
√

Σ(x− x̄)2

N
(2.54)

In Equation 2.54, where x is the samples, x̄ is the mean and N number of samples.

The single-shot precision (SSP): The SSP referrers to the precision of the mea-

surements obtained from the single-shot experiment. SSP essentially expresses the

STD of measured values. As it was described in [143], it is measured by the division of

standard deviation to the square root of two (RMS), and so, σ/
�

2 . It is also known as

the RMS time-resolution [143]. On the other hand, Henzler in his book [94], referrers

SSP as the STD of a single-shot measurement. To avoid confusion, in this thesis, SSP

is used as an RMS of STD in the single-shot measurement.

Full-Width-Half-Maximum: The FWHM is a measure of describing the extent

between two extreme values in the Gaussian Distribution, which implies the width

of the Gaussian peak. This width is defined by the max and minimum values where

they intersect the half of the peak’s (hmax/2) amplitude. FWHM can be formulated for

a Gaussian plot like in the equation below [144].

FWHM = 2
�

2ln2σ (2.55)

This equation also implies FWHM is approximately 2.355σ. This data provides a

spectrum of data from measurements. The preciser TDCs are expected to give narrower

FWHMs.

2.5.4.2 Offset and Gain Errors

Offset error is referred to as an error that results in measured codes to be shifted along

the time axis [94]. Ideally, the first step of a TDC’s transfer function should be equal to

the LSB code of the TDC ; T0 (the initial code) = TLSB (LSB code). However, the initial
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Figure 2.43: Illustration offset and gain errors of a TDC

step could be observed as deviated from the ideal initial code for multiple code steps.

The equation for the offset error (ε) can be defined as below [94].

εof f =
T0 −TLSB

TLSB
(2.56)

Offset errors are typically caused by non-linearity issues affecting the transfer

function of the TDC, which will cover in later sections. However, gain errors affect the

slope of the transfer function and its ratio between the output and input code in units

of LSBs. Ideally, this ratio is expected to be 1/TLSB. After the offset error is removed,

the gain error can be formulated as below [94].

εgain = Tlast −Tf irst

TLSB
− (2N −2) (2.57)

Where the Tlast is the final code in the transfer function and Tf irst is the initial

and N is the number of bits. Both gain and offset errors are affected by the linearity of

the TDC and the linearity of the TDC will be discussed in the following section. An

illustration of offset and gain errors can be seen in Figure 2.43.

2.5.4.3 Linearity of a TDC

In an ideal fine Time-to-Digital converter, the relationship between the input and

output code should be linear. Therefore, each input should have an unique value and

equal steps between adjacent codes. However, due to the various reasons such as

routing, temperature and power fluctuations, TDC suffers non-linearities between the

input and output. Hence, when the clock period is sub-divided into bins, the bin widths

are not uniform, and this leads to missing codes in the transfer function of the TDC.

TDC calibration methods are used to provide a bin-by-bin calibration for the transfer

function to reduces the effects of the non-linearity.

When the converter is fed by a signal orthogonal to the system clock, by counting

the occurrence of codes, the relationship between the bins with each other can be

observed. An illustration of ideal and realistic bin counts can be seen in Figure 2.44.
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Since, if all the bins had equal width, every bin would have the same possibility of

getting a hit. However, due to non-linearities, bin counts are observed as in Figure

2.45.

Figure 2.44: Illustration of ideal delay line bins [12]

Figure 2.45: Illustration of non-ideal delay line bin [12]

An example of an ideal TDC transfer function can be found in Figure 2.46.

Figure 2.46: Illustration of an ideal TDC transfer function [12]

The non-linearity of a TDC is typically measured by using INL and DNL. In the

following section, these two concepts will be discussed.
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2.5.4.4 Integral Non-Linearity (INL) and Differential Non-Linearity (DNL)
of a TDC

INL and DNL are the phenomenons used for describing the linearity of the TDC. An

ideal transfer function of a TDC would be a straight line. The DNL represents the

deviation between the ideal code and the actual code for each bin. The INL is a term

used for describing the deviation between the real transfer function and the ideal

transfer function. In other words, INL is the deviation between the actual transfer

function and the straight line [145].

To reduce the measurement errors affecting the converter, the DNL of each code

should be kept at the minimum. Therefore, some TDC schemes aim to improve this

aspect of the designs. The unit of the DNL and INL is LSB, which reveals information

about the deviation of codes for each step. Thus, DNL>1 for a bin implies a missing

code between two adjacent bins.

Since DNL is how far each bin is off from the ideal bin width. DNL for each bin can

be calculated like in equation below, where Tbin is the actual and TLSB is the ideal

bin widths.

DNL(i)= Tbin(i)
TLSB

−1 (2.58)

Once the DNL is calculated, the INL can be measured by applying the CDF to the

DNL and can be formulated as below.

INL(i)=
i∑

n=0
DNL(n) (2.59)

The demonstration of INL and DNL can be seen in Figure 2.47.

Figure 2.47: The Non-linear vs Linear transfer function of a TDC

Other phenomena significantly affect the linearity of the TDC is the number of

missing bins ( zero-hit bins). These bins are the delay line bins which cannot be used

for the time quantisation due to the mentioned non-linearity issues. Thus, they lead to
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missing codes in the transfer function of a TDC, which are observed as DNL and INL

errors. Therefore, TDC can be linearised by increasing the number of non-zero codes

in the transfer function. These methods will be discussed in the further chapters of

this thesis. An illustration of missing bins can be seen in Figure 2.48

Figure 2.48: Illustration of missing bins in a histogram

2.5.4.5 Quantisation Errors

The quantisation errors affecting each measurement of a TDC are important phe-

nomenons needed to be discussed to understand the quantisation. In TDCs, when the

measured time and actual occurrence of the time are different, this phenomena called

the quantisation error. Quantisation defines values in a discrete domain, and thus,

some measurement errors are inevitable. If the actual time of event is represented

as Te then, the measured time of an event can be represented as [Te]. Hence, the

quantisation error can be expressed as below [146, 11].

ε= Te − [Te] (2.60)

Ideally, the quantisation values change half a value up and down with respect to

Te. Hence, each code can have ±Tcode/2 quantisation error. Since quantisation values

are limited in each measurement step, and each value has an equal probability of an

occurrence, the likelihood of an error can be expressed with the uniform distribution

[146, 11].

The STD estimation of the uniform distribution can be given as below, where the

±l is the uncertainty.

σ= 1�
3
× l (2.61)
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For each quantisation step Tcode. Thus, the range would be Tcode ± /2 and the

uncertainty of a single measurement can be estimated as below with the quantisation

step Tcode when there is no quantisation noise is affecting the converter [146].

σerr = Tcode/2�
3

= Tcode

2
�

3
= 0.289Tcode (2.62)

However, since the time interval Te can be defined with the START and STOP

signals, which are asynchronous to the system clock, the quantisation error (σerr)

affect both START and STOP signals. As a result, a higher total uncertainty (σt) can

be expressed as below [146].

σt =
√

T2
code

12
+

T2
code

12
= Tcode�

6
= 0.408Tcode (2.63)

The quantisation error is typically affected by random quantisation noise, and this

results in an increase in uncertainty (σt). Thus, the quantisation error expands and

can spread the error margin to other quantisation intervals. Therefore, σt is affected

by the quantisation noise, and as the uncertainty increase, the quantisation errors

can be modelled with the Gaussian Distribution [146]. When the quantisation error

is determined as T ′
e = Te − kTcode, the probability distribution of Te ’ being between

quantisation interval kTcode/2 and kTcode/2+1 can expressed as below, where the

original derivation was provided in [94].

P(T ′
e)= 1

2

(
er f

( (n+ 1
2 )Tcode −T ′

e�
2σt

)
− er f

( (n− 1
2 )Tcode −T ′

e�
2σt

))
(2.64)

From the Equation 2.64, the Probability Density Function (PDF) of quantisation

errors and how it affects quantisation intervals can be plotted as below.

Figure 2.49: The TDC Quantisation Error vs PDF
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Typically, the quantisation errors can be minimised by averaging methods as it

was formulated in [146] and can be seen at Equation 2.65. In Equation 2.65, the

uncertainty after averaging ( σt’) is improved by the square root of the number of

measurements taken (N). The derivation of this equation can be found in [146].

σ′
t =

σt�
N

(2.65)

In [94], the relationship between SSP and the quantisation error shown to be

linear. Therefore, the increase in the quantisation error results in a degradation in the

SSP. Hence, the quantisation noise is needed to be kept minimum for a high precision.

The noise sources can be physical, substrate, power supply or any cross-talk noises

affecting the system, temperature and voltage fluctuations. Therefore, it should be

understood that the precision of a TDC is not limited by the size of the smallest delay

element but, also the noise affecting the system.

In addition, as it was described in [94], the process variations affect the quanti-

sation noise of the system and change the precision. These process variations can be

global variations such as power and temperature noises affect but also local process

variations such as comparator noises, clock skews and buffers trees. These variations

affect the linearity, quantisation and offset errors of the TDC and calibration is in-

tended to overcome these problems. Moreover, local process variations individually

vary between devices used in the system and the larger systems suffer from more

substantial local process variations.

In the literature, as it was described in [147], an averaging method using multi-

chain measurement and averaging using both clock edges has been used to improve

the quantisation noise. Also, as it was mentioned in section 2.5.3.9, MASH GRO TDC

[129] was shown to improve the quantisation noise.

2.5.4.6 Metastability of a TDC

Metastability is a phenomenon that occurs due to setup and hold time violations of

flip-flops and results in a flip-flop proceeding into a state which produces unpredictable

outputs [148]. Due to the asynchronous nature of TDCs, they inherit metastability

problems. Typically, a TDC accommodates a set of flip-flops to capture the quantisation

of events. When each flip-flop has T as the time to process the trigger, readout the

event and store it into the memory and t is the event of the trigger, if the T + t is

happened to be in the critical window of a flip-flop, this will result in an unpredictable

output [149]. An example of flip-flop metastability can be seen in Figure 2.50, where

TCW is the critical window, TSU is the setup time, and TH is the hold time of the

flip-flop.

The metastability is reduced when the number of delay stages and the synchronis-

ing flip-flops increases, and hence, the resolution increases. However, the increase the

72



2.5. TIME-TO-DIGITAL CONVERTERS (TDCS)

Figure 2.50: Illustration of flip-flop metastability

delay stages in a TDC results in an increase in a latency. Therefore, there is always

a trade-off between the metastability and latency [150]. The Mean Time Between

Failures (MTBF) measures the probability of metastability in flip-flops, and it can be

formulated as below.

MTBF = eM/τ

Tw ×Fclk ×Fi
(2.66)

In Equation 2.66, where M is the time spared for the metastability, τ is the time

resolution of the flip-flops, Tw is the critical window, Fclk and Fi are the clock and

input frequency [150].

Typically, the metastability issue can be addressed in three different ways. The

first way is increasing the dead-time of TDC and giving more time to metastable bits

to stabilise [149]. Adding more dead-time will essentially increase the readout time

of the TDC [149]. Secondly, a more synchroniser logic could be employed for the TDC.

This can be done by adding more flip-flops and delay elements into the TDC. This

essentially increases the M in the Equation 2.66 [150]. Alternatively, the speculative

computation approach can be used to tackle the metastability as it was described

in [151, 152]. For instance, in a system where synchronisers are guaranteed to have

metastability in the output, the metastability can be resolved after the computation

by adding a resolving time. This method also allows the usage of an adaptive resolving

time by knowing the metastabilities of the previous computations. Also, Grey-code

counters can effectively reduce the metastabilities affecting coarse counters as it was

described in [153] by changing only a bit of the counter at a time.

2.5.5 TDC Calibration & Linearisation Techniques

In section 2.5.4, errors affecting the operation of a TDC, and how the precision is

affected by errors have been discussed. In the literature, many architectures have been

developed to reduce the effects of these errors and improve precision. These methods

can be separated into two categories; linearisation and calibration techniques.
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The linearisation of a TDC can be defined as techniques used to improve the DNL

of the TDC by modifying its measurement method. Typically, these methods aim to

linearise the probability of recording a hit of each code’s bin in a histogram. On the

other hand, calibration methods do not change the measurement method, instead as a

post-processing step, calculates corrected codes for a bin-by-bin calibration. Therefore,

calibration aims to improve the INL of the TDC since it forms a calibrated transfer

function based on bin widths.

Under this section, the TDC calibration and linearisation techniques will be dis-

cussed. Some of these techniques are also reviewed and published in [1].

2.5.5.1 Direct Calibration

Probably the simplest way to calibrate a delay line is using a direct calibration. This

method uses adjustable delays to manually characterising the width of each bin of the

delay line by changing the delay effecting the input. This process starts by setting the

delay affecting the input value, which will result in a generation of the least significant

bit in the code. The delay is increased slowly while the change in the code’s digits is

observed. Recording the delay required to change a bit in each code exhibits the width

of each bin. However, it should be noted that it is necessary to have a delay generator

which is capable of generating input delays smaller than the delay value represented

by the LSB of the code. This method is a fairly simple approach to calibrate a TDC

delay line since it is only done by recording the delay value whenever code changes one

value to another. However, this method would be very exhaustive in high-resolution

TDCs due to the usage of long delay lines [154, 1, 155].

2.5.5.2 Code Density Testing Calibration

One of the standard delay line calibration methods in TDCs is the code density testing

calibration. This method is based on testing the bins of the delay line with an input

signal, which is orthogonal to the system clock and counting the number of hits each

bin is getting. By dividing the number of hits at the specific bin to the total number

of hits that delay line gets, gives the relative width of the bin to the other bins. This

happens since larger bins are statistically more likely to get a hit [156, 14].

To calibrate a TDC, the statistical distribution of TDC bins across the delay line

can be used. For this calibration method, bin counts are recorded for testing the delay

line with a signal asynchronous to the system clock. By applying the CDF, a transfer

function for the delay line can be formed. The CDF is done by cumulatively summing

the distribution of the counts and recording the counts for each bin.

An expression for the bin width can be derived as below, where Ncumulative is the
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cumulative counts for each bin and NTotal the total number of counts.

BinWidth = Tclk ×
Ncumulative

NTotal
(2.67)

By applying the CDF a transfer function for the TDC can be formed. The transfer

function of a TDC can be formulated as below, where H is the transfer function, N is

the number of delay line elements for the ith bin.

H(i)=
N∑

i=0
BinWidth(i) (2.68)

In Figure 2.51 the calibration’s affect on a non-calibrated transfer function can be

seen.

Figure 2.51: Calibrated versus non-calibrated TDC transfer functions

To provide a high confidence level analyses of the bin width distribution, the

number of random triggers recorded should be sufficient. As it was described in

[157, 155, 1], the number of hits required to provide high confidence level can be

formulated like in equation 2.69, where A is the number of bits in time code, z, a is the

area under the Gaussian distribution and β is the tolerance level [155].

M = (
za/2
β

)x(2A −1) (2.69)

For example, to achieve confidence level of 97% (α=(1-0.97)= 0.03), where the

tolerance level of 10 % (β = 0.10) and for the 10 bit code, 481,760 histogram hits are

needed [155].

The theory behind this method will be discussed in more depths in Chapter 4 since

it was the calibration method used in the proposed system.
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2.5.5.3 Equivalent Coding Lines

Another method to mitigate the effects of non-linearity is employing the Equivalent

Coding Liness (ECLs) method. As it was proposed in [158], the ECL method uses

multiple delay lines, which are characterised and calibrated using methods like the

code density testing calibration, and the combination of N number transfer functions

to form one equivalent transfer function. Delay lines used in this method are referred

to as the Timing Coding Lines (TCL). For instance, when two delay lines are used

TCL1 and TCL2, their transfer functions are H(i)n and H(i)m consecutively, and then,

the ECL transfer function can be represented as H(i)m+n−1.

Figure 2.52: Illustration of the Equivalent Coding Lines

The idea behind ECL is when two separate delay lines are used, they are essentially

unique, and the same code will have unique code representations in different delay

lines due to their different propagation delay spreads. Both delay lines use the same

system clock (Tclk) to register the state of the TCLs. The resolution of the final code

achieves approximately twice as the previous one. TCL1 achieves the resolution of

TCLK /n and TCL2, TCLK /m which is approximately same as the TCL1. On the other

hand, the ECL’s resolution achieves Tclk/(m+n−1) which is approximately equal to

Tclk/2.

The quantisation of time represented as the TCL1 and TCL2 can be formulated

as below.

H(i)n =
m∑

i=1
H(i) 0< i ≤ n (2.70)

H( j)m =
n∑

j=1
H( j) 0< j ≤ m (2.71)

The individual quantisation steps equivalent code from a combination of these two

transfer functions of m+n−1 steps can be obtained as below.

H(i. j)m+n−1 = y.H(i)n + (1− y)H( j)m (2.72)
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where,

y=
n∑

i=1
H(i)n ≤

m∑
j=1

H( j)m (2.73)

y is predicted to be 1 when the captured code by the first delay line is smaller or

equal to the obtained code by the second delay line, otherwise, y is taken as 0.

This method was implemented on Spartan6 LX75 chip using 16 TCLs. The bin

width was set to 1.14 ps (1 LSB), and after the corrections, the INL was achieved as ±
0.12 LSB (0.14 ps), and the mean resolution of 2.87 ps with the best SSP of 5 ps was

achieved [158]. The equivalent resolution achieved with the method can be expressed

as below from the variance of the bin widths (Beq) for the clock period (Tclk) [158].

Beq =
�

12σeq =
√

1
Tclk

∑
i

Bi (2.74)

Although this method can achieve high resolution and precision, its main limitation

is the high logic utilisation. In [158], the 16 delay line was used to accomplish a signifi-

cant amount of improvement in the resolution and SSP. Therefore, when the amount of

logic used is considered this method is not suitable for FPGA implementations, where

large multi-channel operations are implemented. Also, due in no small amount of logic

utilisation, no calibration was mentioned to be performed on the hardware.

2.5.5.4 Averaging TDC Technique

Another way to overcome the non-linearity problem of TDCs is processing the same

trigger multiple times by using different delay lines. Averaging is primarily done by

using a multi-hit scheme and generating a various number of codes and averaging

their results to improve the DNL error [94]. This method can be implemented in two

ways, one way is choosing the delay line to be much longer than the clock period, and

thus, multiple logic transition for a single trigger can be generated in consecutive clock

periods. The average of these codes is used as the final code of the TDC. This method is

named as the Double Registration TDC [1, 139]. Alternatively, this can be implemented

using multiple delay lines in parallel, as explained in [159]. With multiple delay lines

the same trigger is routed to different delay line with the same number of bins at the

same time and the clock edge the codes are captured simultaneously for each code. The

resultant system was obtained by averaging these codes.

An illustration of the double registration averaging method can be seen in Figure

2.53.

An equation for measured Tf inal for a double registration TDC can be expressed

as below, where C1, C2 are two consecutive codes and Tclk is the clock period [1].

Tf inal = Tclk/(C1 −C2) (2.75)
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Figure 2.53: Illustration of the Double Registration TDC

An Illustration of a Multi-Chain Registration TDC can be seen in Figure 2.54.

Figure 2.54: Illustration of the Multi-Chain Registration TDC

An equation for the Tf inal for the multi-chain registration TDC can be expressed

as below, where three delay lines were used and C1,C2 and C3 are the codes generated

for averaging and N is the total number bins in each delay line.

Tf inal =
(C1 +C2 +C3)

3×Tclk
×N (2.76)

The effects of averaging on the transfer function can be observed in Figure 2.54.

Averaging creates a midpoint between two codes from different transfer functions.

Thus, effectively averaging reduces the size of the large bins in the transfer function,

which results in improved linearity.

Generally, averaging methods improve DNL errors with fast run-time. However, it

is not a bin-by-bin calibration method, thus, it would be plausible to be used with a
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bin-by-bin calibration method such as the code density testing. The main disadvan-

tage of double registration method is the introduction of an additional clock period

requirement for the quantisation, which results in an extra dead-time. Also, when

the multi-chain method has used this results in further logic utilisation. By using

the multi-chain averaging, in a Virtex-6 FPGA, 3 ps bins sizes with 6.5 ps SSP were

achieved [159]. Averaging TDCs will be discussed in more depths in Chapter 4.

2.5.5.5 Sliding Scale Technique

Sliding Scale Technique is another TDC linearisation technique. This method aims to

improve the linearity of the code by generating multiple codes using the same delay

line then, averaging them for the final code [160, 1].

To improve the linearity, known delays are added to the input triggers, and different

codes for each trigger is generated. It should be noted that triggers are the same signals

and asynchronous to the system clock, but they all have various pre-set delays added

to them. Thus, the difference between the START and STOP is kept unchanged, but,

the code’s location in the delay line moved around [1].

After multiple codes for the time difference between the START and STOP pulses

are generated the added delays are digitally subtracted from the codes generated.

Finally, codes are averaged to form the final code with improved linearity. A diagram

for this implementation can be seen in Figure 2.55.

Figure 2.55: Illustration of a Sliding Scale TDC [1]

The main advantage of this method is improving the linearity of the delay line

without implementing a bin-by-bin calibration. Although, as a TDC linearisation

method it is a plausible approach, extending the size of the delay line in order to

take multiple measurements for triggers introduces further dead-time. Also, since this

method just improves the linearity of TDC, a bin-by-bin calibration is not achieved,

and thus, a calibration method such as the code density testing would be useful to

cooperate with this method. This method, achieved 17 ps SSP on an FPGA as it was

described in [160].
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2.5.6 Time-to-Digital Converter Summary

In this section, TDC schemes, TDC calibration and linearisation methods and mea-

surement errors affecting TDCs were reviewed. The purpose of this review was finding

a TDC scheme which would provide high precision, high count rate and multi-channels

for a coincidence counting operation. Thus, implementations were compared according

to this purpose. A compilation of all the reviewed TDC schemes and their performances

in this thesis and author’s publication in [1] can be found in Table 2.1. This table sorted

in descending order of resolutions, and implementations’ DNL, INL, SSP, channel

numbers are compared.

First of all, in this review the technologies available for TDC implementations

were compared. Due to the flexibility and cost of FPGA technology seem to be the

best option for a coincidence counting instrument since it has shown to be providing

high resolutions with flexibility and cost-effective compared to ASICs. Also, analogue

designs suffer from the signal integrity and high dead-times which result in high costs

with low count rates. Hence, FPGA technology is appeared to be the best option for the

coincidence counting implementation. Later, various TDC schemes are compared in

this section. The primary analogue methods were TAC-ADC, TE TDC and LPI TDC.

These methods as it can be seen from Table 2.1 achieve high resolution such as 1 ps

and 11.25 ps, but they typically only provide a limited number of channels and suffer

from high dead-times and signal integrity problems. Also, they are not possible to

implement on FPGAs.

Digital Methods discussed in this review can be listed as Algo TDCs, SA TDCs,

DL TDCs, STDCs, Wave union TDCs, SERDES TDCs, VDL TDCs and Ring Oscillator

TDCs (VCRO, GRO). As it can be seen from Table 2.1, Algo TDC, STDC, SA-TDC,

Ring Oscillator TDC can achieve very high resolution respectively 0.61 ps, 0.61 ps

and 0.7 ps. However, these methods are challenging to implement on FPGA, and in

the literature high-resolution examples of these implementations are found in ASICs.

Typically VDL, Wave Union Launchers and DL TDCs can be implemented on an FPGA.

VDL implementations are challenging to implement on FPGAs due to the difficulty

of implementing small variable delays. Wave Union Launchers can achieve very high

resolutions as it can be seen in Table 2.1, but these implementations require multiple

clock cycles to work, and thus, they have significantly large dead-times. The review

pointed out that the optimal implementation for an FPGA based TDC as DL TDCs

since they can operate at a single clock cycle dead-times, easy to implement on an

FPGA and can achieve sub-10 ps resolution as it can be seen in Table 2.1. The thesis

now continues with the coincidence counter review in the next section.
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Method Tech-
nology*

Reso-
lution(ps)

DNL
(LSB)

INL
(LSB)

SSP
(LSB)

Channels Ref

Algo TDC 350 0.61 ±0.4 ±4.5 ±1.2 1 [136]
SA-TDC 350 0.61 N/A N/A N/A 1 [161]
STDC 130 0.7 ±1.4 ±2.4 N/A 1 [162]
Branching VCRO 65 0.85 ±0.27 ±2.94 N/A 1 [163]
TAC-ADC N/A 1 N/A ±10 1 1 [100]
GRO 130 1 N/A N/A N/A 1 [129]
SA-TDC 350 1.2 N/A ±6.67 3 1 [127]
DL + TE 90 1.25 ±0.8 ±3 1 1 [164]
DL FPGA 1.56 6 35 1.47 4 [107]
Algo TDC 350 2 N/A ±1.25 ±0.15 1 [135]
STDC 130 4 N/A N/A N/A 1 [91]
Looped LPI-TDC 90 4.7 ±0.6 ±1.2 0.7 1 [122]
Looped LPI-TDC 90 4.7 ±0.5 ±1.0 N/A 1 [122]
DL 130 5 ±0.9 ±1.3 0.6 1 [110]
GRO + VDL 90 5.8 N/A N/A N/A 1 [134]
Wave Union A FPGA 6 N/A N/A 1 48 [165]
PS 130 6 ±15 N/A 1 1 [118]
GRO 130 6 N/A N/A N/A 1 [130]
LPI-TDC 180 7.84 N/A N/A N/A 1 [123]
PS + VDL FPGA 8.5 0.36 0.91 29.9 264 [119]
SERDES FPGA 10 ±0.4 N/A 15 64 [138]
VDL + DL 180 10 N/A N/A N/A 1 [166]
Wave Union B FPGA 10 N/A N/A 1 8 [139]
TAC-ADC ECL 10 N/A ±2 1.5 1 [98]
TE + DL 180 11.25 N/A N/A 1.33 1 [167]
VCRO 350 12.2 N/A ±0.41 0.66 1 [168]
Vernier SA-TDC 180 12.5 ±0.4 ±0.4 N/A 1 [125]
DL FPGA 17 3.3 −2.99,+2.59 0.57 1 [105]
Looped PS 800 20 ±0.5 N/A 1 1 [117]
TE + SA-TDC 90 20 N/A N/A N/A 8 [169]
DL 90 21 ±0.7 ±0.7 5.58 1 [170]
VDL + VCRO 350 24 ±0.55 ±1.5 N/A 1 [171]
CRO 600 30 N/A ±1.33 32 1 [168]
VDL 700 30 N/A ±1.0 0.2 1 [172]
Hierarchical TDC 90 31.25 N/A N/A N/A 1 [173]
Dual-Slope TAC 800 32 N/A ±0.16 0.94 1 [174]
DL 130 40 N/A N/A N/A 1 [175]
SA-TDC + VCRO 350 42 N/A N/A N/A 1 [100]
GRO 130 45 N/A N/A N/A 1 [176]
VCRO 130 50 ±0.5 ±2.4 N/A 1024 [177]
PS (2D Array) 800 50 N/A ±3.5 N/A 1 [115]
VCRO 130 55 ±0.3 ±2.5 N/A 20480 [178]
Wave Union A FPGA 60 +1.17 ±1.08 0.42 1 [139]
VCRO 180 61 ±0.23 ±0.3 1 24 [179]
VDL + DL FPGA 75 N/A N/A 0.53 1 [180]
VCRO 65 80 N/A N/A N/A 1 [181]
DL + VCRO 350 97 ±0.09 ±1.89 N/A 32 [182]
TAC-ADC 500 312.5 ±0.2 ±0.3 0.32 1 [97]
VCRO 800 530 ±0.36 ±0.36 N/A 1 [183]
Multi-Phase Counter 180 780 ±1.9 −0.8,+0.5 N/A 1 [92]
SERDES FPGA 1200 ±0.167 N/A ±0.5 96 [137]

.

Table 2.1: Comparison of TDCs in the reviewed literature. N/A = Not Available. *
CMOS ASICs in nm, FPGAs by series number [1].
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2.6 Coincidence Counters

Coincidence counters are time correlations tools which are utilised for measuring the

correlation between simultaneously happening time events. The time interval which

the operation is performed is named as the coincidence window (Tw). The boundaries

of this window is denoted by the upper bound (Tgh) and lower bound (Tgl). Detected

coincidence pattern, which is formed across multiple channels, is defined as the address

of a coincidence counter. A diagram for the coincidence counting can be seen in Figure

2.56.

Figure 2.56: Illustration of a coincidence address

In this section, the various coincidence counting architectures available in the

literature will be discussed from starting with the analogue coincidence detection and

counting circuits.

2.6.1 Analogue Coincidence Detection and Counting Circuits

The Geiger-Muller (GM) Tubes are apparatus to detect the ionising radiation of

particles such as α, γ and β. These tubes are typically cylinders filled with gasses such

as Helium or Argon, and they accommodate two electrodes. When the radiation flows

through the tube, it is ionised by the gas and detected by the electrodes [184]. Walter

Bothe implemented the first-ever coincidence counter and published in 1930 [13]. This

method was achieved by using two GM Tubes for detecting two simultaneous gamma

and beta radiations in Cosmic Ray experiments, which resulted for him in winning a

Nobel Prize in 1954 [185]. Later this method was improved by Bruno Rossi, and 3-fold

coincidence detection circuit was implemented by using analogue circuit components

and vacuum tubes. The Rossi’s circuit utilised three vacuum tubes like transistor

switches and one output tube whose output is affected by the change in the resistance

when the ’switches’ are closed. The input vacuum tubes are connected to the grids,

where the negative current flows when an input is detected. When one or two inputs
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are detected, the current is not enough to change the resistance affecting the output

valve. Still, when all the input valves are closed, this results in an interruption of the

current flow and a sudden drop in resistance (Rd). Thus, the output of the vacuum

tubes become ’closed switch’, and due to the reduction in the Rd value, it outputs a

positive pulse. The circuit diagram of this implementation can be seen in Figure 2.57.

Rossi also reported that his implementation managed to support up to 10 channels.

This implementation was also the first circuit implementation of a digital ’AND’ gate.

Figure 2.57: The original drawings of Rossi’s coincidence circuit [13]

The idea of Rossi’s coincidence circuit can be considered as an analogue coincidence

detection circuit. Typically, analogue coincidence circuits use diodes as switches to

determine when the input channels detect triggers at the same time. When either

or both channels detect no input, the diode acts as a close switch and voltage stay

at the zero [186]. However, if all the channels have an input than diodes act as open

switches and conduct, which results in a rise of the output voltage V+
c . The required

time for detecting simultaneous events is referred to as the resolving time in this kind

of implementation. An illustration of this circuit can be seen in Figure 2.58.

Typically, these detection circuits are used in combination with counting systems,

where events of coincidences are registered by using digital registration schemes such

as ADCs alongside with the individually digitised triggers for each channel. This type

of implementations are referred to as Double Conversion Coincidence counters, and

thus, each channel’s events are registered along with the coincidences. Since these

implementations were initially designed for systems using obsolete technologies such

as tapes and punch cards, they accelerate the operation by registering coincidences

separately to the memory. Thus, the single events for each channel and coincidences

between channels are stored independently. For instance, in radiation measurements,

this information is used for measuring the radiation levels of α, β and γ rays and their

coincidence radiations [186].

These methods are usually found in older publications in the literature, such
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Figure 2.58: Illustration of an analogue coincidence circuit

as [187] (1962), where, three-channel coincidence circuit for scintillation counters

implemented, the resolving time was reported to be 1.8 ns and dead-time with 300 ns.

Primarily, the analogue implementations are used for implementing ’AND’ gates.

However, with developments in digital electronics, this implementation has become

obsolete and replaced by their modern counterparts due to the simplicity and flexibility

of digital implementations.

2.6.2 Pulse Height Analysing Coincidence Counter

One way to implement a coincidence counter is utilising the overlapping energies of

the coincident photon events (quasicoincident photons) since they are coinciding. This

method uses the photon detectors’ energy discrimination capabilities for analysing

pulse heights since the Photon Counting X-Ray Detectors (PCXD) observe the over-

lapping events and see coincidences as superposition of energy peaks. This method

operates by using energy thresholds to determine the coincidences because overlapping

events’ combined energy should exceed the threshold value [188].

In the implementation described in [188], an ASIC circuit has been utilised to

implement the energy threshold check and count the coincidences. The ASIC module

used for the coincidence counting accommodates a pre-amp circuit, a pulse shaper, two

DACs, two comparators and two counters. DACs are used for setting the threshold

values for the comparators, and each counter counts up separately when the input

exceeds their threshold energies. Since each counter has different energy levels, to find

the coincidences in an energy window, the counts of these counters are subtracted from

each other. An illustration of this scheme can be seen in Figure 2.59 and its waveforms

in Figure 2.60.

This method is conceptually simple and reported to provide 50 MCPS per channel,

the precision of the technique is reported as in the range of energy window, where
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Figure 2.59: Illustration of height analyser coincidence detection block

Figure 2.60: Illustration of an energy levels caused by pile-up

the resolving time was recorded was 81.2 ns and the smallest energy window was

17 keV. Since this method was designed for measuring the energy of photons with

PCXDs rather than the time of arrival, and so, it is not ideal for quantum photonics

applications, where the time of arrival is interested, and SNSPD is typically used with

pulse lasers.

2.6.3 Height-To-Width Converter Coincidence Counter

Another coincidence counting implementation in the literature is using height to width

converters and semi-period measurement technique as it was described in [189]. This

method is developed for coincidence counting measurements used in nuclear radiation

experiments, where the coincidence events and their radiation energies are of interest.

The width conversion is applied by determining the decaying time of the trigger, and
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hence, how long the input’s voltage value stayed above the threshold Vt is recorded.

The width of the output defines the energy of the radiation. Vout signal is generated

for the time the signal’s decaying voltage stayed over the threshold voltage [11].

Generated signal Vout goes under a semi-period measurement, where a height-to-

width converter generates values for the pulse widths. The number of the clock edges

are passed during the width is counted. This counting includes the width between

both rising and falling edges. The width values framed by rising edges named as the

leading edge timing. The width values for the falling edges are named as the falling

edge timing [11].

Figure 2.61: Generation of the trigger based on the input decay

Figure 2.62: The semi-period measurement [11]

These timings are stored in a time-sequenced manner in an array. The timing

values of the rising edge are stored at even indices, and falling edges are stored at

odd index. The leading edge timings should be less than the coincidence window to be

coincidences. The width of the pulse determines the energy of the coincidence event.

Later this information is used for energy spectrum analysis of radiation events.

This type of coincidence counter is not ideal for achieving the best possible precision

since the semi-period measurement is more application-oriented than the precision.

Therefore, with this method, only 12.5 ns time resolution was provided. However,

it is still a good example of how time stamping of events offer flexibility in terms

of application needs and can be used to obtain different properties such as energy
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spectrum in nuclear chemistry.

2.6.4 Combinatorial Logic Based Coincidence Counters

Coincidence counters are commonly implemented using combinatorial logic circuits.

The simplest way to achieve a coincidence counter would be using an ’AND’ gate. In

an ’AND’ gate based implementation, the gate input all the channels and outputs

logical high when all the inputs are high. In this method, the width of the input

pulse that can be still detectable by the system determines the coincidence window

size. Thus, if the coincidence detected forms a pulse which is too short for the system

register it will be missed, i.e shorter then the flip-flops critical times. Also, system’s

capability of generating short pulses affect the coincidence window size since gates

which can output with smaller propagation delays can be used for generating shorter

pulses. Typically, ’OR’ gates are utilised for choosing inputs for the ’AND’ gate for

multi-fold operations when a specific pattern is interested. A commercial example

of an AND gate based coincidence counter is ORTEC Co4020 Quad 4-Input, which

provides 10 ns window size [190]. ’AND’ gate based implementations are common in

the literature, one of the examples is [191], where approximately 21.5 ns coincidence

window was achieved on Cypress Programmable System-on-Chip (PSoC). Probably,

one of the best-achieved coincidence performance using a AND gate in the literature is

[192], where the 1 ns window was achieved by using Positive Emitter-Coupled Logic

(PECL) ’AND’ gate and a pulse shaper. Also, another pulse shaping circuit using ’AND’

gate is [36], where 7-10 ns coincidence windows were achieved and ’OR’ gates are used

as a part of the channel selection process.

Illustration of AND gate based TDC can be seen in Figure 2.63.

Figure 2.63: Waveforms of and gate coincidence counter

Another combinatorial logic method to implement a coincidence counter is using

pulse shaping circuits. These circuits aim to reduce the widths of input pulses to

improve the performance of the operations. In this method, the signal path of the
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input gets duplicated, and one of the paths gets inverted. This inversion introduces

an additional delay to the path, and this results in a logical high for a shorter time

interval, which acts as a pulse shaper [12].

An illustration of a pulse shaping circuit can be seen in Figure 2.64, where two

pulse shaping ’AND’ gates input A and B with the inversions of these two signals

which are A’ and B’. By using inverters propagation delay, the output of the inverter

and the signal’s itself AND for the pulse shaping. Finally, outputs of pulse shaping

circuits of A and B signals are input an ’AND’ gate for the coincidence detection. The

design explained in [193], can be an example of this architecture. The pulse shaping

method effectively reduced the size of the coincidence window, and it was reduced from

25 ns to 10 ns. Also, [36] and [192] also used pulse shaping to improve the resolution

of the coincidence detection.

Figure 2.64: Illustration of a pulse-shaping coincidence counter

The waveforms for the pulse shaping coincidence counter can be seen Figure 2.65,

Figure 2.65: Waveforms of a pulse-shaping coincidence counter

Typically, AND gate methods are needed to be registered with the clock edge to

be used in digital systems. Therefore, if the output signal is not wide enough to be

detected by the system’s clock edge, it will be missed by the system. The simplest way
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to solve this is by using an edge detection circuit to implement a coincidence counter.

In this method, inputs are synchronised with the edge of the clock by using a D-type

flip-flop. The output of the flip-flop goes through an inverter. Outputs of flip-flops feed

an ’AND’ gate, which effectively detect coincidences with the rising edge of the clock

[194]. With this method in [194], 8 channels 4-12 ns window sizes were achieved with

800 KCPS. Also in [195], by using D-type flip-flops and variable phase differences

between inputs and the clock is used to implement a coincidence detector. Variable

delays essentially act as a variable window size and the flip-flop’s gate time is used as

the minimum window size, which was 1 μs.

An illustration of this method can be seen in Figure 2.66, where A and B inputs

are synchronised, two D-type flips and their inversion with themselves are input an

AND gate for the coincidence detection. Also, the waveform for this method can be

seen in Figure 2.67.

Figure 2.66: Illustration of an edge detection coincidence counter

Figure 2.67: Waveforms of a edge detection coincidence counter

However, when coincidences occur right after the clock edge, but far shorter than

the next clock edge, this method will not be able to detect coincidences. Thus, the
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Asynchronous Latch Coincidence Counter has been developed to solve this issue [155].

In this method, as it can be seen in Figure 2.68 and Figure 2.69, there are monostables

(L1, L2, L3, L4) which controls the coincidence window width and FIFO enable logic.

L1, L4 are rising sensitive, while L2 and L4 are falling edge sensitive monostables.

The input signals A,B and C feed an ’OR’ gate to enable the monostable logic with

the first rising edge of the input while N-bit Asynchronous latch is used for capturing

the coincidence pattern. With the first rising edge of the signals, L1 is activated, and

with the falling edge of the L1’s output (L1’), L2 is enabled. L2’s output is named

as L2’. The total time of L1 and L2 monostable are activated act as a coincidence

window. L3 and L4 monostable provide sufficient time for the captured coincidence

pattern to be registered by the FIFO. The FIFO outputs the coincidence counting logic

with the output of L4 (L4’). This method has previously implemented in University

of Bristol Photonics Group as it was described in [155] and 1.17 ns window size was

achieved. The biggest issue with this method is that the configurable channel delays

were difficult to achieve since reconfiguration of entire FPGA logic was required when

delays were needed to be updated. Thus, this implementation failed to provide flexible

coincidence counting operation.

Figure 2.68: Asynchronous latch coincidence counter

2.6.5 TDC based Coincidence Counters

One of the popular ways to implement a coincidence counter is using time tags gen-

erated by TDCs. TDCs are used for timestamp generation in different applications.

These timestamps make high resolution and flexible coincidence counting possible.

With many TDC based coincidence counters, pico-second range coincidence window

sizes are achieved and being used in areas such as photonics, medical imaging and

nuclear science [3, 31, 196].

The idea behind using timestamps is by comparing the time tags from different

channels reveal the time difference between the trigger events. Timestamps consist of
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Figure 2.69: Waveforms of an asynchronous latch coincidence counter

the timing information, which is the relative position of the triggers to the clock edge

and coarse count. Since all events share the same coarse counter, the time difference

between timestamps give the absolute timing between events, and hence, by comparing

time differences with the coincidence window size, coincidences can be easily detected.

Also, since timestamps are digital values, by simply adding numbers to these values,

digital offset delays can be added to each channel. Thus, it can be utilised for measuring

the offset delays in some applications such as APDs in quantum photonics applications

[3, 197].

Figure 2.70: A block diagram of a TDC based coincidence counter

There are some examples of TDC based coincidence counters both in literature
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and commercial products. One of the best examples of TDC based coincidence counter

system in the literature can be the ToF PET coincidence counting system, which

was described in [31]. This implementation was based on a 12-channel TDC board,

which transfers time tags to an FPGA to be analysed for coincidence counting. The

resolution of the system was 68.3 ps, and the system could process a total of 72

MCPS and used for the PET image reconstruction. Another example of a TDC based

coincidence counter was implemented for the animal PET scanner as it was described

in [33]. This implementation used an ADC based TDC implemented in an FPGA,

where generated tags are transferred to the DSP module to analyse time tags for

coincidence counting. The system had 8 operational channels, 0.7 ns resolution while

providing 32 MCPS performance. Also, for Boson sampling, a large scale TDC based

coincidence counter was implemented as it was described in [32]. This implementation

had an impressively large scale of 32 channels, and however, the implementation was

providing low resolution with 390 ps with 500 KCPS due to a large FIFO involved in

the process.

In the commercial side, as it was previously mentioned, PicoQuants and ID Quan-

tiques products can be an example of TDC based coincidence counters. When the

performance of the top of the line products are compared, PicoQuants HydraHarp400

achieved 12.5 MCPS per channel with total 96 MCPS across 8 channels with a bin

width 1 ps with 8.5 ps SSP [20], ID Quantiques ID900 which had 4 channels with

25 MCPS per channel and the total of 100 MCPS with 8 ps SSP [30].

2.6.5.1 Rolling Window Method

One way to implement a TDC based coincidence counter is by using a rolling window

method. In this method, the coincidence window is set to the beginning of the first

time tag, and by rolling the window half of the window width, the coincidences can

be checked. This process starts with a generation of time tags upon detecting trigger

events. Time tags are generated in parallel by channels and tags are sorted based on

their time of occurrence. Typically, a buffer is used for storing these times tags in a

time-sequential manner [12, 11, 155].

The algorithm searches inside the buffer to find coincidences. The coincidence

window Tw is set to the first window, and the coincidence pattern is checked. Once

coincidences are tested, the window is rolled forward by half of its width (Tw/2). This

coincidence rolling process is continued until there is no tag left inside the buffer. In

Figure 2.71, an illustration of a method can be seen.

This coincidence detection is done by setting the coincidence window boundaries to

the lower boundary Tgl is set to closest tag and the upper boundary Tgh is set to Tgl +

Tw. Then, the tags are checked for whether they lie within the coincidence window,

and the coincidence pattern’s bits are set based on events’ channels. As a result of this
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Figure 2.71: Illustration of a rolling window method

process, the coincidence patterns are formed. Once a coincidence pattern is formed,

the window is shifted by half of its length [12, 11, 155].

This method is a straightforward and easy way of implementing a coincidence

counter since only comparator and iterator logics are needed to traverse inside the

buffer. Therefore, this can be a plausible coincidence counting implementation for

FPGAs with limited resources. However, the operation time is relatively long since

iterating the half the window size could be very exhaustive for long-distance mea-

surements when there are vast distances between adjacent tags. Nevertheless, for

specific applications, where the window sizes and ranges were well balanced, this

approach can be used. The first mention of this approach can be seen in [155] and

later in [12], approximately with 120 ps window managed to capture all coincidence

counters generated in an 8 channel system.

2.6.5.2 Forward And Backward Looking Tag Differences Methods

Another similar approach to the rolling window method is forward and backward

looking tag difference methods. The main difference between these two methods and

the rolling window method is instead of moving the coincidence window, the time

difference between tags are calculated, and these time differences are compared with

the coincidence window. Being backwards or forward implies the direction of the

iteration inside the buffer of time-sequenced time tags. However, the system can

process time tags faster with a forward looking tag difference method, and it could be

used for implementing a coincidence counter without using a tag storing buffer as it

was described in [7, 3]. On the other hand, the backward looking method must have a

buffer to check the tags backwardly.

The forward search subtracts adjacent tags from each other as they occur and
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Figure 2.72: Illustration of a forward looking tag difference method

by merely comparing time differences(ΔT) with the coincidence window, coincidence

patterns are formed. The algorithm starts with subtracting the first tag from the second

tag and checks whether they are building a coincidence. This process is repeated from

the first tag’s perspective until tags are appeared to be outside of the Tw. Then the

process is continued with the second tag. Thus, in the worst case, the run-time of

this method would be the factorial of the entire buffer size (n) ( O(n!)). However,

this method can be improved by using concurrent multi-stop TDCs, where the time

differences between the START and STOPs are continuously calculated. In the worst

case, the run-time of this new method would be O(n) where n is the time between two

START signals. Therefore, the forward looking approach seems to be advantageous for

real-time operation. An Illustration of a forward looking time difference method can

be seen in Figure 2.72.

Another disadvantage of using a buffer to implement this method is the read

and write pointer collisions. During the operation of coincidence counting, searching

through the buffer frequently results in a clash between the read and write pointers,

since the coincidence detecting is likely to be faster than the tag generation. This

might slow down the operation because of corrupted data.

Alternatively, when the real-time operation is not concerned, the backward looking

tag difference method can be used. In this method, reading tags starts from the bottom

of the RAM while the writing begins from the other end. Therefore, only once the write

and read pointers clash while traversing through the RAM. However, this method

introduces long delays since the backward counting implies that coincidence counting

will be towards to the most recent to the least current tag and there will be some wait

required until enough measurements are stored in the buffer. An example of backward
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looking tag difference coincidence counters can be seen in [11], which was used in

the earlier iterations of the coincidence counting system and the recap of the results

achieved from these implementations can be found in Appendix 8.3.3.

2.6.5.3 Multi-Channel Labelling Coincidence Counter

One of the main obstacles faced when implementing a coincidence counter-based TDC

is transferring time tags to the coincidence counter with a high data-rate. Primarily

when the design is implemented for multiple channels, the data-rate of the TDC is

significantly hindered by the requirement of the data serialisation. In order to avoid

the data serialisation, the coincidence counting operation can also be paralleled for

multiple channels, and by using the non-buffered version of the forward looking tag

difference method, a real-time operation can be achieved. However, having parallel

coincidence counters, likely to cause counting the same coincidences multiple times by

different channels, and the channel labelling method has been developed to cover this

issue.

Figure 2.73: The coincidences detected from different channel perspectives

Channel labelling coincidence counter was developed for the integration of coinci-

dence counter and TDC into the same FPGA chip [3]. Since time tags are generated

and processed in parallel, channels do not know whether coincidences are detected

previously by another channel. Channel labelling method labels each coincidence data

based on the channel it is detected. After the coincidence counting is completed, in the

post-processing step, uncounted coincidences are counted, and duplicated coincidences

are discarded.

The post-processing starts with detecting and counting coincidences in parallel

from separate channels. Each channel accommodates a forward looking tag difference

method based coincidence counting modules, which operate from its own perspective.
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Figure 2.74: Operational block diagram of multi-channel labeling coincidence counter
and the tag exchange between channels

During the coincidence counting operation, coincidence detectors aim to find the

largest possible coincidence fold based on the channel’s perspective, and so, the sub-

folds initially will be ignored. Once the integration time of the coincidence counter

is reached, each channel outputs the counter values for its coincidence addresses. In

the post-processing step, the sub-folds from larger coincidence patterns are found,

and duplicate counts are discarded. This scheme provides the best possible real-time

coincidence counting operation since the method does not require any tag serialisation

or buffering, because of this reason, it was used in the coincidence counting system

that has been proposed in this thesis. The results obtained with this method will be

discussed in the later chapters. The details of this method will be discussed in Chapter

5 and for the results Chapter 7.

The main limitation of this design is the need for larger RAM blocks and as the

number of channels increases the memory needs of the system increases exponentially.

Therefore, the memory requirements of this scheme can be expressed as below.

M = N ×W ×
(
2N −1

)
(2.77)

Where M is the total bit size of Block RAM (BRAM) required for the implemen-

tation, N is the number of channels, and W is the bit size of each tag. Therefore, for

8-channel coincidence counter would need around 65 kbit space for 32-bit time tags.

The large amount of memory usage would yield more RAM block usage and in smaller

FPGAs this would typically result in difficulty of routing of the logic and meeting the
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timing constraints. Therefore, for large number of channels are expected to be less cost

efficient and more resourceful FPGAs such as Xilinx UltraScale line can be considered

[198] where total of 75 Mega Byte (MB) of RAM available.

2.6.6 Superconducting Single Flux Quantum Coincidence Circuits

In recent years with developments in cryogenic, the superconducting logic has become

an option to implement a coincidence detection circuit as it was described in [199].

Single Flux Quantum (SFQ) utilises superconducting circuits named as Josephson

Transmission Lines (JTL), which operate at very low temperatures typically below

10 K. JTL provides a very high time resolution due to its extremely conductive nature,

and in [199], 0.01 ps resolution was reported.

The implementation is similar to the time tag-based coincidence counters, but

JTL based delay line is used for the time quantisation. Signals detected by SNPDs

are denoted as the START and STOP signals, and they input Magnetic Coupled

DC/SFQ (MC-DC/SFQ) converters. After the signals are converted to the SFQ, the

START and STOP signals propagate through JTLs (JTL1 JTL2). The comparator

circuit determines the time difference between the START and STOP based on the

discriminator. The discriminator was reported initially in [200], where two separate

JTLs with different variable delays are raced with each other like in Vernier Method

TDC, and the START SFQ pulse is captured by a flip-flop with the STOP SFQ signal.

Thus, the START SFQ only appears at the output if it is happening before the STOP.

The optical delays affecting JTLs can be varied between 0.01 and 400 ps; these

optical delays mainly determine the coincidence window. A circuit diagram for this

implementation can be seen in Figure 2.75.

Figure 2.75: The system diagram of SFQ coincidence circuit

The main advantage of this method is a precise timing jitter provided by the

SFQ. This method was reported to have a timing jitter of 1.1 ps FWHM, which was

extremely low in comparison with any other digital timing circuits. Also, 800 ps

coincidence window used in [199], and but, this value could be adjusted by changing
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the variable delays affecting the optical delay lines in multiples of 0.01 ps. However,

cryogenics is relatively new, complicated and expensive technology to use for most of

the applications. Due to the need for low temperatures, it is costly and challenging to

integrate into every application, and the high count-rate or multi-channel performance

of these devices has not been reported yet.

2.7 Summary

In this chapter, the fundamental concepts to understand the work presented in this

thesis were covered. The concepts covered in this chapter included conventional Li-

DAR methods, an introduction to the quantum information, TDC technologies, TDC

techniques and coincidence counting methods.

The research review pointed out that, a pulse LiDAR technique can be used

effectively used to measure the ToF of photons in quantum photonics experiments with

using TDCs. Additionally, the Multi-STOP LiDAR method was shown to be effectively

used for implementing a multi-channel coincidence counting method. For achieving a

timing instrument, the FPGA technology is possibly the preferable approach compared

to the analogue and ASIC methods, when the flexibility, costs and performances

were considered. By using a tapped delay line method, a high precision FPGA based

TDC with around 10 ps SSP can be obtained while keeping the logic utilisation and

dead-time in moderation compared to other methods. However, in order to keep the

precision high, the non-linearity of the TDC has to be tackled, which is mainly caused

by FPGA’s internal structure. The code density calibration technique can be used for

a bin-to-bin calibration. Compared to the direct calibration technique, this is a less

exhaustive and straightforward way to implement a TDC calibration, and also, the

code density calibration was previously proved to be working on-the-fly. Additionally,

to further improve the SSP and achieve sub 10 ps precision, a linearisation scheme

can be utilised. Typically, these schemes are sliding scale technique or averaging based

methods. However, the averaging based methods are probably the most straightforward

way and common ways to achieve an improvement in the SSP and quantisation errors.

Therefore, a scheme which uses an averaging method without introducing a dead-time

or an extra logic utilisation could be beneficial for high count-rate operation in complex

quantum photonics experiments. A proposed averaging based linearisation scheme

with the TDC architecture will be covered in Chapter 4.

The research review also analysed, the coincidence counting implementations in

the literature. The modern coincidence counters which are used in many different

applications typically, either use ’AND’ gates or Time-tagging techniques to achieve co-

incidence counting. However, generally, time tagging based methods provide flexibility

with precision, since time tags can make very high precision while provides variable

digital delays and coincidence window sizes due to their digital nature. On the other
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hand, ’AND’ gate based methods are less-flexible, and typically it is problematic to

change the channel delays affecting the operations or window sizes. Also, their preci-

sion can not be easily improved since it is limited by the propagation delay affecting

the gate. Therefore, TDC based coincidence counting is more beneficial for the proposed

architecture. Among all the TDC based coincidence detection schemes tested for this

research, the forward looking tag difference method is shown to be the ideal method

for a fast coincidence counting operation since it can be used without a tag buffer. Also,

the multi-channel labelling coincidence counting scheme should provide the fastest

multi-channel operation for a complex multi-channel quantum photonics applications

due to its channel concurrency. The proposed coincidence counting architecture will

be discussed in Chapter 5 and the legacy of the proposed scheme will be addressed in

Chapter 3.

After a sufficient amount of background provided and methods for implementing

TDCs and coincidence counters were discussed, the thesis will now continue with the

legacy coincidence counting systems designed by the author.

99





C
H

A
P

T
E

R

3
Legacy Coincidence Counters

3.1 Introduction

An efficient scheme to provide a high count-rate precise multi-coincidence counting

system has been developed in a few iterations. Probably the ancestor of this project

could be considered as the coincidence counter designed by Nock. R as it was explained

in [155]. That implementation was using an asynchronous latch based coincidence

counter design which was implemented in the FPGA fabric for a fast coincidence

counting operation. However, the flexibility of this work was limited by the difficulty

of setting variable channel delays. Later in 2015, a software-based time tagging

coincidence counter was implemented by the author [12]. Due to the usage of software,

the real-time operation of this implementation was limited, and however, the forward

looking tag difference method was tested successfully. In 2016 [11], the software-based

coincidence counter has been migrated to a Spartan 6 FPGA, where the time tags were

stored inside the BRAM block for the backward looking tag difference method. On the

other hand, using a RAM for the tag buffering was mitigating the real-time operation,

and errors were observed, which will be discussed later in this chapter. After the first

attempt on implementing a real-time coincidence counter in an FPGA, to improve the

real-time operation of the coincidence counter, the implementation was parallelised

by using multi-tag correlators which were described in [7]. However, this method was

using a First-in First-out (FIFO) to feed the coincidence counter. Thus, the real-time

was limited by the data serialisation performance. Finally, the complete concurrent

integration of a TDC and coincidence counter achieved where the operation was fully

parallel and real-time, which will be discussed in Chapter 5.
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In this chapter, the legacy iterations of the coincidence counter implementations

will be discussed, with starting from the software-based coincidence counting imple-

mentation.

3.2 Software based Real-Time Coincidence Counting
System

The first attempt on implementing a TDC based coincidence counting was made as 
an MEng Research Project by the author in 2015 as it was described in [11]. The 
first coincidence counter implementation was using the TDC instrument designed 
in Photonics group in the University of Bristol [155]. The TDC was designed on a 
Spartan 6 FPGA where a carry chain based TDC was implemented using CARRY4 
blocks, and the coincidence counter was implemented with software which processed 
time tags every 50 ms. This implementation was aimed to replace the coincidence 
counter previously implemented for timing instrument designed within the Photonics 
group, which was based on an asynchronous latch and where the smallest window 
achievable was around 1 ns [155]. With this implementation, a preciser coincidence 
counting operation was aimed to be designed. The rolling window and the forward 
looking tag difference methods were tested for the first time in this implementation.

The designed system’s overview can be seen in Figure 3.1.

Figure 3.1: The TDC based coincidence counter software [12]
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The system features were as follows :

• 1.87 ps LSB resolution and adjustable window size.

• Multi-channel support up to 8 channels.

• 50 ms real-time operation.

• Up to 8-fold coincidence detection.

• Adjustable delays in each channel.

• Terminal and file-based output of results.

3.2.1 Software Implementation

In this implementation, the rolling window and forward looking tag difference methods

were tested, which were explained in Chapter 2. These implementations typically

designed to provide several functions as they are listed below [12]:

• Interfacing the FPGA to receive time tags’ as bulk data.

• Multi-channel operation support up to 8 channels.

• Storing time tags to a data structure for processing.

• Running the rolling window and forward looking tag differencing algorithms on

the data structure.

• Outputting the results.

• De-allocating the allocated space for time tags for the next bulk of tags.

The implementation was written in C programming language, and the libusb-win32

library was used for implementing the USB interface.

As the data structure, a linked list was used due to the need for dynamic memory

allocation. The linked list had sequentially allocated nodes with pointers to the next

node, which were used for traversing through the stored time tags. The linked list’s

sequential structure was useful since time tags were generated sequentially. The

coincidence software output the counted coincidences every 50 ms and were requesting

another bulk of time tags from the time tagging hardware. This 50 ms was kept tracked

by reading the time tag values. It was also essential to de-allocate the memory after

each run since otherwise, the computer would run out of RAM space.
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Rolling Window Implementation : The steps of the rolling window implementa-

tion could be summarised as below [12].

1. The algorithm starts with downloading a bulk of time tags from the FPGA.

2. The downloaded tags are stored into a linked list data structure in a time-

sequenced manner for coincidence counting operation.

3. The program continues running the coincidence counting until the 50 ms time is

elapsed, then new bulk of data is downloaded for processing.

4. The 50 ms integration time is tracked by checking the tag difference between

the first and the last tag difference.

5. The algorithm first places the smallest tag to the head of the linked list then,

starts iterating and sets the lower bound (Tgl to the first tag and upper bound(Tgh)

was set to the Tgh = Tw +Tgl .

6. The algorithm checks time tags until there is no tag left and the next received

tag is out-of-border.

7. Once a tag which is greater than the window is found, the coincidence window is

rolled by half of the window width (Tclk/2).

8. This process continues for all the tags in the linked list; then results are displayed

and written to a file.

9. After the process is completed, the linked list’s content is deleted, and the system

goes back to the first step.

The Forward Looking Tag Difference Implementation : The forward looking

tag difference method algorithm was following steps listed below [12]:

1. The method starts with downloading the time tags from the FPGA via USB

cable.

2. Like in the rolling window method, the downloaded tags are stored into a linked

list in time-sequential manner where they will be checked for coincidences.

3. Algorithm finds the smallest tag and sets the window boundaries according to it.

4. Then algorithm starts checking the time difference between the current tag

and the adjacent. If the time difference is less than the coincidence window

size, the coincidence pattern corresponding the channel of the tags are found.

Coincidences are checked until the time difference between tags are greater than

the window size.
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5. Once the time difference is greater than the window size. The window is set to

the next lowest tag.

6. When the 50 ms integration time is completed, results are written to a file and

displayed on the screen. Then the linked list is reset for the next bulk of data,

and the algorithm continues with the first step.

3.2.2 Summary

In the University of Bristol Photonics Group, the first attempt on implementing a

coincidence counter using time tags was made in this implementation. This design

used the forward looking tag difference and rolling window methods for coincidence

counting. These coincidence counting schemes were implemented on software where

the time tags were generated by the TDC system designed in the University of Bristol

Photonics Group. TDC had 1.87 ps LSB resolution, and therefore, the minimum digital

delays and window sizes were 1.87 ps.

With this method, the smallest of window size with 0.12 ns able to capture all the

coincidences generated by 512 KHz signals generated by an Analog Discovery signal

generator. The results achieved with this implementation can be found in Appendix

8.3.3.2.

The biggest drawback of this implementation was the usage of a USB 2.0 interface

which was hindering the real-time performance of the coincidence counting operation

since time tags were needed to be downloaded from the FPGA first. However, it

proved that the algorithm of forward looking tag difference was a suitable method of

coincidence counting.

3.3 Backward Looking Tag Difference FPGA based
Real-Time Coincidence Counter

3.3.1 Introduction

To overcome the USB throughput problem, the first attempt on migrating the software-

based coincidence counter to the FPGA was made in this implementation. For this

implementation, Opal Kelly XEM6310, which had Spartan 6 LX150 FPGA chip, was

used. The main difference between this implementation and the final coincidence

counter implementation was replacing the operation of the data structure used in the

software approach with a RAM block in an FPGA. Therefore, the backward looking

tag difference method was implemented with a BRAM block located inside the FPGA.

For this project, Opal Kelly API used for implementing a software interface which

could adjust channel delays, window sizes and program the FPGA. This design had
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two main parts which were TDC and the coincidence counter. These two parts will be

discussed in this section. The system overview can be seen in Figure 3.2.

Figure 3.2: The block diagram of backward looking tag difference coincidence counter

3.3.2 Time-to-Digital Converter (TDC) Implementation

A tapped delay line TDC which was based on Xilinx CARRY4 primitives was used in

this implementation. The implementation was featuring the followings :

• 256 bin Tapped Delay Line.

• 1.95 ps LSB.

• Average 39.8 ps resolution.

• 125 MHz Coarse Counter (8 ns period).

• 4 channel time tag generation.

In this implementation, a 256 bin delay line was utilised where the priority encoder

was used to generate 8-bit code. The system also had a code density calibration for

calibrating the TDC. However, it was software-based, and for each operation, the

calibrated codes for the look-up table was loaded from the PC to FPGA. After the

calibration, fine codes were scaled up to 12-bit code to apply a smoothing effect on

the measurements, and however, the average resolution was 39.8 ps. The average

resolution in this implementation referred to the average bin width across the delay

line and precision was measured as part of the experiments. For this implementation,

every other bin of the 4-bit CARRY4 block was utilised. This approach mainly aimed

to achieve better linearity and reduce the need for a calibration. However, the improve-

ment in the linearity resulted in a reduction of precision since a single delay size was
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doubled. In this implementation, 32-bit coarse and 12-bit fine tags were used which

were generated from parallel running 4 TDC blocks.

3.3.3 Coincidence Counter Implementation

The coincidence detection and counting were performed by iterating in a RAM block.

For this operation, a dual-port RAM was utilised where two different memory pointers

were used for reading and writing. The purpose of this RAM was storing the time tags

in a time-sequential manner and looping through these time tags for counting the

coincidences. The algorithm simply set the coincidence window at the time tags to read

at the memory location and checks the time difference between the tag and the next

available tag in the buffer. Once a tag difference was measured as more significant

than the coincidence window, the window was shifted to the next tag. Based on the

channel identifier of time tags the coincidence patterns were formed, and when, the

tag difference was larger than the window size was detected the coincidence counter

address in a RAM block was incremented by one. The integration time of this design

was set 500 ms, and every 500 ms results were sent to the PC to be displayed.

Although this was a plausible solution to an integration of a TDC and a coincidence

counter into the same FPGA fabric, this implementation had some serious drawbacks.

These drawbacks were memory pointer collision issues and the buffer overflow. Memory

pointer collision happens when the read and write pointers point the same memory

location in the RAM block, which resulted in a loss of data for that memory address.

This issue happened at least once for a complete iteration of the RAM block, and

thus, some of the coincidences were missed because of this issue. The RAM overflow

was caused when the window size was too large. Thus, until the coincidence counting

for the window ends, some of the time tags will be overwritten in the RAM by the

newer tags. Hence, this resulted in data loss, and as window size became larger, the

supportable input rate dropped.

3.3.4 Summary

The first integration of coincidence counter with TDC in the same FPGA fabric was

achieved in this implementation, and where, the backward looking tag difference

method was used. This method was implemented by using a RAM block as a buffer to

store the time tags, and the coincidences were searched inside this buffer.

The TDC implementation had 1.95 ps LSB resolution, but a 256 binned delay

line was used, and it achieved an average of 39.8 ps resolution. With using this

method, different coincidence windows sizes were tested, and the results can be seen

in Appendix 8.3.3.3.

The problem observed in this method was a large distortion at the coincidence rates.

This was likely to be caused by two different reasons; the first one was pointer collision
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happens while traversing inside the tag buffer and the second one was dropping some

of the tags due to the slow processing of the buffered tags. These results showed that

this method was not ideal for a real-time coincidence counting, and thus, alternative

methods were needed to be researched for implementing a coincidence counter without

using a tag buffer.

3.4 FPGA based Forward Looking Tag Difference
Coincidence Counter using Tag Serialisation

3.4.1 Introduction

After a problematic attempt on implementing a coincidence counter, finally, tag buffer-

ing was abandoned to improve the real-time operation. This method was inspired by

the published work in [14], where the multi-stop LiDAR system was implemented

using a multi-stop TDC. Therefore, the multi-stop time differencing method was used

to implement a coincidence counting operation. In this implementation, the coinci-

dence counter unit was fed by a FIFO storing the time differences between time tags

from each channel. Eventually, this method was also abandoned for implementing a

fully scalable and integrated real-time TDC based coincidence counter. In this section,

the details of this implementation will be discussed — the results achieved from this

method also available in Appendix 8.3.3.4.

Figure 3.3: The system overview of tag serialising coincidence counting system
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3.4.2 System Overview

As it was published in [7], the integration of the coincidence counting and TDC was

implemented using a FIFO. This method implemented 8 TDC channels which were

connected to coincidence counter through an 8x1 FIFO. This method implies an easier

implementation since only one coincidence counter was required. However, 8 times

more dead time was introduced during this process. TDC calibration and multi-tag

correlator modules used in this system were almost the same as the ones used in the

final design. The system possessed 8 channels of TDC modules with their correlators

and the calibration blocks and a single coincidence detection and coincidence counting

module. The system was implemented on the Opal Kelly XEM6310 board which had

Spartan 6 LX150 FPGA and the breakout board designed in the University of Bristol

which was also used for the final design. These details will be discussed later in this

thesis. However, the implementation details of TDC and coincidence counter will be

summarised in this section, and the old architecture can be seen in Figure 3.3.

3.4.3 Time-to-Digital Converter (TDC) Implementation

Figure 3.4: The tag generation for tag serialising TDC [7, 9]

A 512-bin carry chain was used to implement a fine TDC where the SSP was around

12.8 ps, and the LSB resolution was 15.6 ps. The system clock and the coarse counter

was running at 125 MHz. The jitter inherited in DCM’s Delayed Locked Loops [201]

reduced by an external jitter attenuator to achieve high precision. Tags had 19-bit

coarse counter, 9-bit fine tags and 4-bit channel identifier. Also, on-the-fly calibration,

which was first introduced in [14], was used for this implementation, and on-the-fly

calibration will be discussed in the next chapter. The tag generation scheme for the

implementation can be seen in Figure 3.4.

After the tag generation, a multi-tag correlator module which, was used in the

final design unmodified, applied multi-stop time differencing method to time tags. This
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method measured the delta times between one START signal and many STOP signals.

This was first described in [14], and it has been also used unchanged for the final

design.

3.4.4 Coincidence Counter

Figure 3.5: Illustration of coincidence counting scheme [7]

The coincidence counter took a single tag from 8-to-1 FIFO, and the coincidence

detection scheme immediately compared the received delta times with the coincidence

window (Tw) which was used for forming coincidence patterns and the addresses of

the coincidence counting RAM. Unlike the final implementation of this module, it

only used a single RAM block to achieve this. However, the coincidence detection and

counting principles were implemented in the same way as the final proposed system’s,

and it will be discussed in the later chapters with more details. A diagram for this

coincidence counting scheme can be seen in Figure 3.5.

Additionally, since coincidences were all counted together, duplicates were an issue

in case of coincidence folds being larger than 2. The final implementation correctly
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addressed this issue by implementing independent and parallel coincidence counters.

3.4.5 Summary

Among legacy coincidence counters, this implementation was very similar to the

proposed coincidence counting system apart from the channel labelling scheme in the

final design. This implementation used the forward looking tag difference method by

utilising the tag correlator module, which was continuously finding the time differences

between time tags to one channel. Then, these differences were used for comparing

them with the coincidence window.

This method achieved 15.7 ps LSB resolution TDC with 12.8 ps SSP. The smallest

window observed to be capturing every possible coincidence was 150 ps. These results

can be seen in Appendix 8.3.3.4. This method connected the TDC with a coincidence

counter using an 8-to-1 FIFO.

The main drawback of this design was the tag serialiser used in the form of a FIFO.

The FIFO introduced a cycle delay for each additional channel in the TDC. Therefore,

since the 125MHz clock used for 8 channel operation 8 ns × 8, 64 ns dead-time would

be introduced. This limited the single-channel count rate with 15 MCPS. Therefore,

in order to improve the count-rate of the coincidence counter, a complete parallel

multi-channel coincidence counting system was developed, which will be discussed in

the further chapters of this thesis.

3.5 Conclusion

In this chapter, the properties of the previously designed coincidence counters were

covered. Each design’s limitations and the ideas behind them were discussed. Results

achieved from each implementation can be found in Appendix 8.3.3.

To sum up, the first coincidence counter was implemented using both forward

looking tag difference and rolling window implementations on software. For the time

tagging an FPGA based TDC was used. This method’s main problem was the USB-2.0

interface which was used for downloading the tags from a TDC board, and it was

hindering the real-time performance.

The second coincidence counter managed to integrate a coincidence counter and

TDC into the same FPGA fabric, which was implemented using the backward looking

tag difference method. However, this method achieved distorted coincidence counting

results which were likely to be caused by the pointer collision of write

read operations and overflowing buffer due to slow data processing.

The third iteration was very similar to the final version of the coincidence counting

system, and the forward looking tag difference method was implemented in an FPGA by

using multi-tag correlators. This method removed the tag buffering for the coincidence
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counting and coincidences were detected as they were generated. However, this method

was problematic due to the serialisation FIFO placed between the coincidence counter

and TDC, which was introducing an extra dead-time and reducing the count-rate.

In the following two chapters, the implementation details of the final coincidence

counting system will be discussed, and this chapter aimed to provide more clarity to

the finalised system features by showing the stages of the development.
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Time-to-Digital Converter
Implementation

4.1 Introduction

In this chapter, the details of the TDC implementation used to implement a multi-

channel coincidence counting system will be discussed. In addition to the imple-

mentation details, the theory of some concepts will be expanded to provide a better

understanding of the research. The implementation details include the TDC design,

calibration module and trigger generation. Also, the concepts behind the code density

testing method and averaging TDCs will be covered in more details in this chapter. It

will start with the TDC design section, and each of the implementation detail will be

covered.

4.2 Time-to-Digital Converter (TDC) Implementation

The proposed TDC implementation is based on a 512-staged delay line which was

implemented by using Xilinx’s carry chain primitives, CARRY4. Each CARRY4 block

accommodates 4 bits adder, and thus, 512-bins utilises 128 CARRY4 block. The system

clock runs at 125 MHz, and this delay line structure is utilised for subdividing the

system clock into 512 equal bins. It is done by propagating the input trigger through

the carry-in and out pins that are connecting the blocks. At the rising edge of the

system clock by using D-type flip-flops, the values of the output pins are captured

to record how far the trigger signal was propagated through the CARRY4 blocks.
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Essentially, this provides a digital representation of the trigger signal location to the

clock edge. Hence, the dead-time of the carry chain is 8 ns. Unlike a typical delay line

TDC, in the proposed scheme both clock edges are used for the fine tag generation.

Thus, each trigger is represented by one code for the rising edge of the clock and one

for the falling edge of the clock. Later, these codes are averaged for improving the

linearity of the code [3].

The output of the carry chain is represented with a thermometer code, and where,

the thermometer code consists of trailing ’1’s and ’0’s. Hence, when the Nth bin is

reached at the rising edge of the clock, the output will be N number of ’1’s and 512 -

N number of ’0’s. In order to make use of this thermometer code, a priority encoder

can be employed to convert it into a 9-bit digital code. Primarily, the priority encoder

applies logarithm to the number of ’1’s in the code. This is done by checking the most

significant high bit, and the encoder loops through the code to find the most significant

bit. It should be noted since TDC operates with both clock edges two priority encoders,

where one for the rising edge and one for the falling edge, are provided [3].

After the priority encoder step, tags are passed to the tag selector module where

the detection of its clock region is identified. Once the clock region is detected, the

averaging is applied to tag for improving the linearity. The averaged code results

in 10-bits to provide a smoothing effect on the measurements. This 10-bit averaged

code is passed to the calibration to apply the 10-bit code density calibration. After the

calibration, the code can be used for the coincidence counting operation [3].

An illustration of tag generation process can be seen Figure 4.1. For how carry

chains are used for a TDC implemention in an FPGA SLICE is shown in Figure .

Figure 4.1: TDC tag generation process
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Since the 10-bit code is generated for 8 ns, the LSB of the code was set to the 7.7 ps

(LSB resolution)The last recorded bin that could be reached in the delay line during

the 8 ns clock period was recorded as 404 with the new TDC design, which corresponds

to bin 810 for the 10-bit code. Therefore, the average resolution of the delay line is

8 ns/808= 9.9 ps.

The LSB resolution of the code can be expressed as below.

LSB = TClock

2N (4.1)

And it can be calculated as below.

LSB = 8×10−9s
210 = 7.7 ps (4.2)

Once the TDC module generates a fine code for the trigger signal, linearisation

and calibration steps are applied to the code consecutively. In the following sections,

these steps will be discussed.

4.3 TDC calibration and Linearity Improvements

4.3.1 Double Data Rate Registration Linearisation

Averaging delay lines for improving the precision of the TDC has been implemented in

different architectures. Delay lines are generally implemented by using a dedicated

carry-chain or similar logic structures, and FPGA based methods, due non-linearity bin

widths are varied across the delay line. However, since each delay line has different bin

widths, averaging multiple delay lines effectively, reduces the sizes of wide bins. This

can be implemented by either lengthening the delay line like in the double registration

or using parallel multi-chains like in [159, 202, 155]. Regardless which implementation

is used, the final code Tf inal can be formulated as below.

Tf inal =
1
N

N∑
k=1

(Tnormal(k)−Tav(k)) (4.3)

In Equation 4.3, N is the number of delay lines, the Tf inal is the final time

measurement, Tnormal is the measured time at the kth delay line and Tav is the total

average time until the kth delay line where, 1 ≤ N. Based on the chosen approach,

this N can be stretched horizontally or vertically. When the delay lines stretched

horizontally like in the double registration method, typically further dead-time is

introduced due to multiple clock cycles is required for the delay line. On the other hand,

when the delay line is stretched vertically, the space efficiency suffers. Illustration of

averaging TDC using parallel delay lines can be seen in Figure 4.2.
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Figure 4.2: Multi-chain delay lines TDC

An example of an averaging TDC with serial delay lines can be seen in Figure 4.3,

where the multiple clock cycle is used to quantise N number of delay lines.

Figure 4.3: Multiple Times Registration TDC

Both averaging TDC approaches either sacrifices from the logic utilisation by using

multiple delay lines or introducing extra dead-times by lengthening the delay line

horizontally. In order to provide a similar improvement, in linearity by averaging

methods, both clock edges can be used to quantise the same delay line. Since using

both clock edges will extend the range of the measurement and averaging two value

will effectively reduce the bin-widths around to their halves. This proposed method

[3] is named as Dual Data Rate Registration TDC. This TDC method is used in time

tagging process in the proposed system. The equation for the code generation can be

seen in Figure 4.4,

Tf inal =
Trising +Tf alling

2
(4.4)

where Tf inal is the linearised code and Trising is the code generated by the rising

edge of the clock and Tf alling is the code generated by the falling edge of the clock.
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The Dual Data Rate Registration is implemented by using the following steps in

the proposed architecture,

1. The first step of the linearisation is capturing the state of the delay line both at

the rising and the falling edge of the clock, which is done by two sets of D-type

flip-flops.

2. Two captured 511-bit thermometer codes are passed to priority encoders.

3. For the both rising and falling edges of the clock, separate priority encoders

are employed, and thus, two 9-bit fine codes are generated for two 511-bit

thermometer codes.

4. After the codes are generated, they are passed to the tag selector module, where

their clock regions are detected.

5. The tag selector module fixes the half clock period difference between two codes.

6. 1-bit is added to both codes, and two 10-bit codes are added up to find the

average. This step essentially replaces the division operation by increasing the

LSB resolution.

7. The 10-bit averaged code is passed to the calibration block for applying the code

density calibration.

4.3.1.1 Tag Selector Module

Tag selecting process aims to detect the clock region of the trigger event. This module

is necessary since both rising and falling edges of a code pair can be generated in

different clock cycles. When the signal is detected in the rising edge region (when the

clock is low, and the trigger is high), The both code pairs can be used at the same rising

edge of the clock. Primarily, the rising edge generates a code much smaller than the

one generated at the falling edge. When codes are generated for a trigger, they can be

either in the clock low or clock high regions. In these regions, the distance between

the trigger and the first utilised clock edge can be defined as ΔT. Therefore, the time

between the trigger and the second utilised clock edge can be expressed as ΔT + Tclk/2,

where Tclk is the clock period. Illustration of this calculation can be seen in Figure 4.4

[3].

When the signal is in the falling edge region (clock high region), the generated

code for the falling edge will be read by the system in the next rising edge since the

system operates at the rising edge of the clock. This operation mainly introduces a

cycle delay between codes generated in the falling and the rising edge of the clock.

Therefore, whenever a trigger is detected in the falling edge region, the next rising

edge of the clock is waited for being able to average the codes captured in both clock
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Figure 4.4: Example of dual clock edge quantisation for inputs

regions. However, when the trigger is detected in the rising edge region, the code for

both rising and falling edges of the clock will be generated in the same clock cycle.

Also, due to the half of a period difference between clock regions, it is needed to be

taken into account for the final tag. Therefore, when the trigger is at the falling edge

region, 256 is needed to be subtracted from the code, and when it is in the rising edge,

region 256 is needed to be added.

The averaged code for the trigger before the rising edge can be calculated as below.

TFinal = Trising +Tf alling +256 (4.5)

Average code for the trigger before the falling edge can be calculated as below.

TFinal = Trising +Tf alling −256 (4.6)

It should be noted that for the equation above, Trising and Tf alling both have

additional 1-bit for this operation. Thus, Tf inal has 10-bits.

Another function of the tag selector is averaging the codes after the adjustments

for the clock region is taken account. The averaging in digital implementation is simply

by adding another bit of zero at the end and summing the two numbers. Thus, an

addition of two 9-bit codes results in 10-bit averaged code, and the LSB becomes 7.7 ps.

Although, the scaling improves the LSB resolution, it has no impact on SSP, and it is

limited with a smoothing effect. After the code is averaged, the process is continued

with the calibration.

4.3.2 Self Calibrating TDC

The use of a delay-line structure for fine time measurements leads to issues with

non-linearities between delay elements. Non-linearities are mainly caused by the

routing of the design inside the FPGA fabric, power and temperature changes. This

leads to a non-linear sub-division of the system clock [14].
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In the Xilinx Spartan 6 FPGA architecture, each FPGA slice accommodates 4-bit

carry elements named as CARRY4. Hence, for subdividing the clock period into 512-

bins, 128 FPGA slices are required. Figure 4.5 demonstrates how the FPGA fabric

connects FPGA slices using interconnects [14].

Figure 4.5: High-level overview of logical design layout within FPGA fabric [14]

The non-linearity caused by the interconnects between FPGA slices. CARRY4

blocks typically require FPGA interconnects to link the outputs of the adjacent delay-

lines within the FPGA fabric. Thus, non-linear propagation delay spread was observed

in the delay line, as it was shown in Figure 4.6 [14].

Figure 4.6: Non-linearity within delay-line structure [14]

4.3.2.1 Code Density Testing Calibration

In statistics, the probability density function expresses the probability distribution for

random variables. Random variables obtained by a measurement, and determined by

a range rather than discrete values are defined as continuous random variables. The

probability density function gives the likelihood of random variable being in a range of

values at a given point. For instance, for continuous random variable X, the function
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fX (x), where the density of values of X at the point x can be expressed as below [203].

fX (x)= lim
τ→0+

(P(x)< X ≤ x+τ)
τ

(4.7)

The probability density function of continuous random variable X at the point x

can be obtained as the derivative of the CDF FX (x). The probability function of X can

be defined as the equation below [203].

FX (x)= dFX (x)
dx

(4.8)

CDF can also be acquired from the integral of the PDF. Therefore, the CDF of the

continuous random variable X , Fx(x) can be formulated as below.

FX (x)=
∫x

−∞
fx(v)dv (4.9)

Therefore, for the P(x < X ≤ x+τ) CDF can be derived as below [203].

FX (x)−FX (x+τ)=
∫x+τ

x
fx(v)dv (4.10)

As the time is a continuous variable, the probability of a pulse being in a certain

bin during a clock period can be used to characterise the delay line bin widths. Ideally,

every bin should have an equal chance of getting hit and split the clock period into

equal bins. Thus, it should present an uniform distribution, although it is not reflected

on the bin widths due to non-linearities. When bin widths are tested with a number of

known asynchronous pulses, the probability of each bin getting hit will be proportional

with the bin widths. Thus, larger bins will have higher counts, and the bin counts

versus the total number of counts will reflect the PDF of a single bin. Later, applying

the CDF on each bin’s PDF will provide the transfer function of the delay line.

When the bins are tested with inputs asynchronous to the system clock, the

accumulation of the hits of each bin can reveal the bin’s probability density among the

other bins. Therefore, the bin width of ith bin B can be expressed as in equation below.

B(i)= Tclk ∗Y (i)
K

(4.11)

Where Tclk is the clock period, Y is counts for a specific bin and K is the total

number of counts. By applying the CDF to the equation given above, the following

transfer function H for a delay line can be formed.

H(i)=
K∑

i=0
B(i) (4.12)

The concept of code density calibration effectively uses the properties of PDF and

CDF on the bin widths to mitigate the effects of the non-linearity [14, 155].
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In the proposed system, the calibration was used at the system start-up. Ideally,

a perfectly linear delay line would provide, equal distribution of bin widths (white

Gaussian noise). However, as a result of non-linearities, the larger bins have a higher

probability of getting hits while, the shorter bins records fewer hits as it can be seen in

Figure 4.7 [14]. Also, in Figure 4.7 around bin 350 extraordinarily large non-linearity

has been observed. These large delays were potentially caused by a non-ideal mapping

of the design, and subsequently resulted in large inter-slice propagation delays between

CARRY4 blocks which were located very far away from other delay elements.

Figure 4.7: Bin widths across delay-line

To reduce this effect, a calibration scheme which tries the delay line with a known

number inputs which are asynchronous with the system clock is utilised. With the

calibration, bin widths are statistically analysed for their distribution amongst other

bins. The system used an FPGA Block Random Access Memory (BRAM) to record the

distribution of bin counts across the delay line per TDC channel, and then, cumula-

tively adds the distributed counts across the delay line, and records the cumulated

statistics within an FPGA BRAM, as shown below in Figure 4.8 [14, 155].

Each bin’s fine time representation can be generated from the comparison of the

counts cumulated for the bin with the total distributed counts across the delay line.

This provides the sub-division of the system clock by each individual delay line bin.

The following equation expresses this representation [14].

Bin Width = Tclk ×
Ncumulative

NTotal
(4.13)

An FPGA BRAM is utilised as a look-up table to acquire the calibrated fine-tags

for each bin, and therefore, upon registering a trigger event in the system, the bin

number is input as a memory address for the calibration BRAM and the calibrated

fine-tag is obtained. The calibration step is repeated at each system start-up since
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Figure 4.8: Cumulative distribution of counts across delay-line structure

each run can have different mapping on the FPGA fabric and different environmental

temperatures [14, 155].

The algorithm is implemented in the following steps ;

1. Initially, the system is held at a soft reset mode, which prevents tags from leaving

the TDC block during the calibration.

2. Then, with trigger signal, non-calibrated tags are passed to the calibration block.

3. The non-calibrated codes passed from the tag selector are used as the index of a

RAM block where RAM block has 1023 depth with 12-bit width.

4. Upon receipt of non-calibrated tags by the calibration block, the 12-bit counter

located inside the RAM block’s address is accessed and incremented by one.

5. After incrementing the counter, total bin counter which is a 16-bit number, is

incremented by one.

6. From steps 2 to 4 are repeated until the 16-bit total bin counter reaches to 216,

hence the total of 65536 triggers is required for characterising the delay line.

7. After total bin number is reached, CDF is applied to the contents of the RAM.

8. In the CDF step, the content of Nth RAM address is summed by the content of

theN −1 and written back to address N.

9. The previous step is continued until N = 1023.

10. After CDF is finished, the RAM is ready to be used as a look-up table, and thus,

the soft reset is lifted.
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11. During the operation, when a trigger is registered by the system, the calibration

block is used as a look-up table to provide the calibrated codes.

12. Calibrated codes are passed to the multi-tag correlator module for used in

coincidence counting operation.

4.3.3 Trigger Generation

A typical TDC tapped delay line would be using D-type flip-flops to capture the state of

the delay line, and this implies the state of the delay line typically can be only captured

with the single edge the system clock. Thus, the ideal dead-time of a TDC should be

the system’s clock period (Tclk), and however, it is not always the case since it strictly

depends on how the trigger signal is generated.

Although this is a conceptually simple method, in implementation, it is rather

complicated. The main issue with the trigger generation is input triggers are very

likely to be wider than the clock period, which can be detected as multiple triggers.

Hence, it is necessary to capture the rising edge of the trigger signal. The simplest way

to achieve this is simply by delaying the signal a clock period and checking whether

the delayed signal and the recent signal is different from each other. However, this

method requires two clock cycles since an additional delay is needed to be introduced.

Alternatively, D-type flip-flop, which is in-sync with the trigger signal, can be utilised.

However, the flip-flop will need at least another clock period to refresh the output;

otherwise, the output will be observed as one wide signal. Also, the first bin of the

delay line cannot be used as the trigger for the cases where the trigger signal is wider

than the clock period. An example of how the system typically recognises consecutive

triggers can be seen in Figure 4.9.

Figure 4.9: Waveforms of the trigger problem when the trigger is synchronised with
clock edge

A plausible way to generate a trigger signal, which can be high for only a clock

period, is employing a coarse counter. In this process, the counter is needed to be

in-sync with the trigger signal, and each time the rising edge of the signal is detected,
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this counter is incremented by one. By checking the change in the counter’s value,

the trigger signal can be generated. Hence, if the counter’s value is different from

the previous clock cycle, a trigger is generated. Also, using a grey code for a counter

implementation likely to avoid metastability issues can occur during the operation.

In the TDC design, whenever a trigger happens, the counter’s value is changed,

and by checking this change, a trigger can be generated. Also, using a grey code counter

can make it possible to process more than a tag in a delay line since by merely checking

how many bits have changed, the number of triggers can be counted. However, further

changes would be required in the priority encoder for this method.

Figure 4.10: Waveforms when the trigger is generated by the counter

Although, the coincidence counting’s count rate is limited by the RAM operation, a

good trigger generation scheme is necessary for achieving the optimum count-rate from

the TDC. Thus, in the future, if the coincidence counter’s RAM operation is improved,

this trigger generation method could become useful.

4.4 Summary

To sum up, in this chapter the TDC implementation details used in the coincidence

counting system was discussed. These details include how to carry chains were used for

implementing a 512-bin TDC, the Dual Data Rate Registration Method was developed,

and the self-calibrating TDC was implemented by using the code density calibration.

Also, the theory behind the Dual Data Rate TDC and The Code Density Testing

method was discussed in more details in this section. The implemented TDC provided

7.7 ps LSB resolution, and on-the-fly calibration was implemented in the hardware.

To improve the linearity of the TDC, the Dual Data Rate Registration Method was

developed, which essentially captures the delay line with both clock edges and applies

an averaging method similar to multi-chain and double registration TDCs. Additionally,

a trigger generation logic for improving the count-rate was discussed in this section.
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In the further chapters, the results achieved for this TDC will be discussed. The

thesis will continue with the details of the coincidence counting design.
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5
A Precise High Count-Rate
Multi-Channel Coincidence
Counting System

5.1 Introduction

In this chapter, the implementation details of the multi-channel coincidence counting

system will be discussed. The implementation details include the multi-tag correlator,

coincidence detector and coincidence counter modules and the algorithms implemented

in these modules to achieve their operations. Also, the hardware details used in this

research, the software used for the USB 3.0 interface and the post-processing will be

discussed. The implementation details will start by explaining the system overview,

and the details of other parts will be discussed later in this chapter.

5.2 System Overview

The coincidence counting system consists of three essential parts which are the TDC,

coincidence counter and output FIFO. The principles of the TDC was discussed in the

previous chapter. Mostly, the coincidence counting uses the time tags generated by

the TDC to detect the coincident events. The coincidence counting principle uses the

channel labelling coincidence counter for parallel counting and the forward looking tag

difference for forming the coincidence patterns. The coincidence counter consists of 3
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different modules which are multi-tag correlator, coincidence detector and coincidence

counter.

The objectives of each module inside the coincidence block can be listed as below :

• Multi-Tag Correlator : Generating the time difference between the time tags

(ΔT).

• Coincidence Detector : Using ΔTs for forming the coincidence patterns.

• Coincidence Counter : Using the coincidence patterns as addresses of the

counter RAM and counting the coincidences.

The results obtained from coincidence counting block are sent to the Personal

Computer (PC) at the end of each integration time by the output FIFO. This FIFO is

controlled by the Cypress FX3 chip, which is also responsible for providing channel de-

lays and coincidence window to this module from PC. The overview and the interaction

of modules in the coincidence counter can be seen in Figure 5.1.

Figure 5.1: Components of the coincidence counting system

5.3 Coincidence Counter Implementation

The coincidence counting operation follows a time tag generation. The coincidence

counting consists of four different modules, and each module has different roles in the

operation. These modules are the tag correlation, coincidence detection and coincidence
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counting modules. These modules are scaled with the number of channels present

in the implementation, and they all run in parallel. In this system, the number

of channels are 8, hence each of these modules has 8 parallel counterparts. The

integration time for the coincidence counting was set 60 ms and controlled by the

counter value, which was incremented by one every 8 ns . This counter value could

be changed for different integration times, but for a fast data display on the PC, this

number should be kept relatively small.

The key features of the coincidence counting system can be listed as below :

• 8 parallel channel operation of coincidence counting and time tagging.

• Adjustable input delays and coincidence windows between the range of 7.7 ps -

2.06 ms.

• Forward looking tag difference method coincidence detection.

• Multi-channel labelling method for avoiding duplicate counting.

• No buffering and serialisation between TDC and coincidence counter.

Figure 5.2: The overview of coincidence counting system

A summary of the FPGA logic utilisation of the system was recorded as follows:

11,636 Slices (50%), Register 24,926 (13%), Look-up-table (LUT) 3,329 (36%) and 85

I/O (100%). The system used in Spartan 6 slx150fgg484-2n can be summarised from 4

aspects which are the Slice Logic Utilisation, Slice Logic Distribution, IO Utilisation

and Specific Feature Utilisation. The designed system utilised 25753 out of 184304

Slice Registers (13%) and 36329 out of 92152 (39%) of Slice LUTs. For the Slice Logic
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Distribution, a total of 47875 flip-flop pairs were utilised. In terms of special features,

RAM/FIFO utilisation of the system was 22 out of 268 (8%), the number of global clock

buffers used was 8 out of 16 (50%), and the PLL utilisation was 1 out of 6 (16%). This

logic utilisation report points out; the system still has room to add further complexity

or additional channels. However, it should be noted that having available space in

the FPGA fabric does not guarantee meeting with timing constraints when further

complexity is added to the design. Therefore, lesser space available in the FPGA fabric

hardens the meeting with timing constraints.

5.3.1 Multi-Tag Correlator

Multi-tag correlation module mainly applies multi-stop time differencing method to

the time tags from its channel perspective, which was presented in Chapter 2 as the

Multi-STOP LiDAR. Thus, the tags generated from its channels are used as the START

signal and all other tags coming from other channels as the STOPs. This results in

the contentious generation of delta times between the START and STOPs. These

delta times are passed to the coincidence detection module. Also, any digital delay

introduced by the software is added to the channel in this stage [14].

When the calibration is completed, the multi-tag correlator becomes idle and starts

waiting for tags to arrive. It processes any subsequent time tags received from TDC

modules. The predefined reference channel is set, and it remains the same during

the operation. Upon the arrival of a new tag, tag’s channel identifier is checked to

determine its source channel. Based on this identifier, the next operation is decided.

Either the START tag is updated (if the tag is received from the reference channel), or

delta-time is calculated for the distance between the START and STOP [14].

Since each reference signal is constant, the delta time calculation can be expressed

as below:

Δn = (TSTOPn −TST ART ) (5.1)

The explanatory diagram for the delta time calculations of the tag correlator can

be seen in Figure 5.3

The operation of the multi-tag correlator follows the following steps,

1. Initially, it stays in the reset mode until the calibration ends.

2. Once the calibration is done, it starts waiting for tags in the idle.

3. The channel identifiers of the received tags are checked to determine whether a

START or STOP received.

4. If the START is received then the tag is stored for future calculation.
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Figure 5.3: Illustration of delta time measurement for multiple stops by the tag correla-
tor [14]

5. If the STOP is received the ΔT is calculated by subtracting it from the tag stored

for the START.

6. After ΔT is calculated, it is passed to the coincidence detector, and steps 4 and 5

are repeated until the end of integration.

The coincidence detectors follow the multi-tag correlator for the coincidence detec-

tion from the tag differences.

5.3.2 Independent Coincidence Detectors

The coincidence detection logic follows the tag correlation. Coincidence detection is a

process where the delta times are checked for being within the coincidence windows.

The bits of the coincidence patterns are set by checking each tag with 8 independent

coincidence detector. Thus, each coincidence between channels can be checked from the

channel’s perspective without being limited by the data serialisation. Each generated

coincidence pattern is used as the address of the counter, which corresponds to the

index of the coincidence counting block.

The coincidence algorithm forms coincidence patterns based on generated tags

falling within a coincidence window between two trigger signals of the reference chan-

nels. Thus, the trigger on the reference channel acts as the reset for the coincidence

pattern. The coincidence pattern is formed based on comparing the tags with the coin-

cidence window, and when, a tag is detected within the window, the bit corresponding

to its channel is denoted by a logical one in the coincidence pattern, otherwise, it is

kept in logical zero. The coincidence detector aims to find the largest coincidence fold

possible and leaves the sub-fold finding to the post-processing step. The equation for

the coincidence pattern formation can be seen in Equation 5.2.

V (n)=
⎧⎨
⎩ 0 if ΔTn ≥ Tw

1 if ΔTn < Tw

(5.2)
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The coincidence detection uses the forward looking tag difference method to form

coincidence patterns. This detection process follows the steps below.

1. Once the delta time is received by the coincidence detector the channel identifier

is checked.

2. If the channel identifier is equal to the reference channel, the coincidence pattern

is reset to "00000000".

3. If the channel identifier is not equal to the reference channel, then the difference

is compared with the coincidence window ( ΔT ?< Tw).

4. When ΔT < Tw, the bit corresponding to the channel identifier of the ΔT is set

to ’1’ else to ’0’.

5. This pattern forming continues until the previous module multi-tag correlator

informs that a START signal has been received, and then, the pattern is sent to

the coincidence counting.

6. operation continues with step 2 unless the integration time is over.

It should be noted that until a tag from the reference channel is received this

operation continues, and thus, the largest coincidence fold between two START signals

is formed as a product of this operation. The operation continues with the coincidence

counting.

5.3.3 Independent Coincidence Counting Blocks

Each independent coincidence counting block has its own RAM block which holds the

counter values for each channel. Each channel has a 511 deep and 32 wide BRAM,

which accommodates counters for all possible coincidence patterns. When a coincidence

pattern is detected, it is used as the index of the RAM block, and the counter located

in the address is read and incremented by one.

Having independent coincidence counting blocks makes the coincidence counting

independent from other channels, and the data serialisation is no longer required,

unlike [7]. This essentially makes the data-rate of the coincidence counting operation

independent from the channel numbers. Thus, the coincidence counting scheme be-

comes scalable. The coincidence counting operation continues for an integration time

which is set to 60 ms. When the integration times are finished, the results are sent out,

and the contents of the BRAM is cleared. A block diagram for the coincidence counting

block can be seen in Figure 5.4, where M represents the RAM block’s memory and the

index of the M represent the coincidence address.
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Figure 5.4: Illustration of coincidence counting block

The algorithm of the coincidence counting block can be split into two phases. The

first phase can be coincidence counting operation, and the second phases are the output

of the content of the RAM at the end of an integration period.

The first phase of the algorithm has the following steps :

The Coincidence Counting :

1. With the detection of the START signal, the coincidence counter passes the

coincidence pattern to the coincidence counter module.

2. The coincidence pattern is used as the address of the counter located at the

memory location of the RAM.

3. The next clock cycle the content of the RAM is read and incremented by ’1’.

4. After incrementing the counter, The RAM is switched to the writing mode, and

the incremented counter is written back to the coincidence address.

5. If the integration time (60ms) is not over, the operation continues and goes back

to step 1. Of the integration, time is over phase 2 proceeds.

The second phase initiates with the end of the integration time and follows the

steps below :
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Outputting the Coincidences :

1. Once the output enable signal is received, the output mode is enabled.

2. First, the RAM is switched to the read enable mode; then the address is set to

the "00000001" which is the first element in the RAM.

3. 8 coincidence blocks concurrently send 32-bit counter values at the addresses of

their RAMs.

4. By using a FIFO 256-bit to 32-bit, the content of the RAM at the memory location

is sent out.

5. After all the channels’ RAM contents at the address is sent out to the PC, indices

of the coincidence counter blocks’ RAMs are incremented by one, and data in the

next RAM locations are loaded to the FIFO.

6. The process of loading the RAM contents to the FIFO for every channel continues

until address 255 is reached.

7. Once all the RAM contents are sent out, results are displayed on the screen and

the soft-reset is sent to the FPGA from the software.

8. The soft-reset prevents the TDC from the system reset, and thus, the calibration

look-up table is not changed, but the coincidence RAM and other signals in the

operation are reset for the next operation.

9. Then, the operation continues with phase 1.

It should be noted at least 3-clock cycles are needed for updating the coincidence

values located inside the RAM because of the RAM writing operation. This is inevitable

since RAM needs to switch between Reading and write modes. This means it needs

to wait until the content of the RAM is available to be incremented and written back

to the RAM. These 3 clock cycles in a Spartan 6 architecture are where 1 cycle for

accessing the content of the RAM, 1 for switching the mode and incrementing the

content and 1 cycle for switching back to the write mode and updating the RAM

address. Also, the data readout is from a the same RAM, hence there is readout

dead-time. The readout dead-time can be estimated as 20.4 μ since USB clock runs

around 100 MHz (10 ns) and 8 RAM blocks with 256 address are read during the

operation. From readout dead-time system throughput can be estimated. Throughput

can be defined as the effective transmission rate [204], and thus, can be calculated in

coincidence counting application by multiplying the theoretical count rate with the
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ratio of effective integration time versus theoretical integration time. The calculation

of throughput can be seen as below.

Throughput = E f f ective Integration Time
Theortical Integration Time

×Theortical Count Rate (5.3)

The ideal integration time is 60 ms and effective integration period is 59.9796

ms(60 ms - 20μs) and theoretical max channel count rate is 41.67 MCPS. Therefore, a

single channel data throughput is :

Throughput = 0.9996×41.67 MCPS (5.4)

Throughput = 41.65 MCPS (5.5)

Once the coincidences are sent to the PC, the post-processing step, where duplicate

and missed counts are calculated, is proceeded. This post-processing calculation will

be discussed in the next subsection.

5.3.4 Sub-fold Coincidence Identification Algorithm and Channel
Labelling

Running independent coincidence counting operations in parallel raises a problem of

detecting the same coincidence pattern multiple times from different channels or not

detecting sub-fold coincidence patterns since the coincidence detection are designed

to find the greatest coincidence counting pattern. As a result, some coincidence folds

get counted more than they occur. To fix this problem, a labelling scheme has been

implemented for each channel and an algorithm to discard the patterns, which were

counted extra or add the ignored sub-fold patterns in the post-processing step.

These situations can be seen in Figure 5.5. Where channel A detects 3-fold co-

incidences from its perspective, and there are two 2-fold patterns which are "110"

and "011" and they need to be detected from channel A’s perspective while channel B

detect a two-fold between B and C from its perspective. However, without labelling the

coincidence pattern, "011" will be detected twice from two different channels.

The post-processing implements 3 operations which are :

• Updating the sub-fold counts from the super-fold’s counts : Since the

FPGA algorithm prioritises the largest coincidence pattern, sub-folds located in-

side these patterns are ignored and needed to be calculated in the post-processing

step.

• Summing the counts from all the channels : Since each channel has coinci-

dences counted from different channels perspective, for displaying results, the

coincidences are needed to be summed up.
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Figure 5.5: The demonstration of coincidence fold detection from multiple channels

• Discarding duplicates : Since the first step guarantees that all the sub-folds

are calculated from each channels perspective, the totalling operation results

in some duplicates when the same coincidences are detected from different

channels. Thus, these duplicates are needed to be discarded.

These three post-processing functions are implemented by the following algorithm

steps :

1. Initially, at the end of an integration time coincidence values are received by the

PC through the USB 3.0 interface where the data is decoded.

2. Once the data is usable by the software, the coincidences are stored in different

arrays based on their detection channel since each channel detected separately

by the system.

3. When all the 255 counter values for each channel is received, the algorithm loops

through patterns for finding the sub-folds.

4. The sub-fold finding is essential finds the smaller coincidence patterns located

inside, the larger coincidence patterns, and update their counts with their super-

set patterns.

5. After the sub-fold address is updated, all channels’ coincidence values are

summed for the total counts.

6. The summation results in some duplicates, and for this purpose, the larger

coincidence pattern’s count is compared with its sub-folds’ counts.

7. If the sub-fold’s count is greater than the super-fold’s, the super-fold’s count

value is subtracted from its sub-fold’s for discarding the duplicate.

8. This operation is done in a loop. Once all the addresses are covered, results are

displayed on the terminal screen.
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9. After the display, the soft reset is passed to the FPGA, and the next integration

time starts.

This post-processing step was essentially designed for finding the total counts of

the coincidence system without missing counts or counting them multiple times. Thus,

for displaying coincidences from each channel’s perspective, only the sub-fold finding

process is necessary, and the rest of the operation can be skipped. Also, since the

integration time is over, it has no impact on the count-rate of the coincidence system.

5.4 Coincidence Counter Hardware

The system was implemented on the Opal Kelly XEM6310 board which was accom-

modating Xilinx 45 nm Spartan 6 LX150 FPGA. Each Opal Kelly XEM6310 provides

100 MHz clock, Cypress FX3 USB 3.0 interface, 128 Million Bits (MiB) Dual Data

Rate (DDR) 2 Synchronous Dynamic Random Access Memory (SDRAM), 16 MiB FPGA

Flash and two SamTec Expansion Connector. A block diagram for the Opal Kelly

XEM6310 can be seen diagram Figure 5.6 and features in Table 5.1.

Figure 5.6: The Opal Kelly XEM6310 System Components [2]

In addition, in the University of Bristol Photonics Group, a breakout board was

designed for the Opal Kelly XEM6310. Opal Kelly XEM6310 mounts the breakout
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Features XEM6310-LX150
FPGA XC6SLX150-2FGG484C
SLICE 23.038
D Flip-Flops 184,304
Distributed RAM 1,355 Kib
Block RAM 4,824 Kib
DSP Slices 180
Clock Management Tiles 6

Table 5.1: Spartan 6 LX150 Features [2]

board through the Samtec Connectors and uses components accommodated on the

board. The components on the breakout board includes jitter attenuators, 25 MHz

low jitter clock, 8 Sub-Miniature A (SMA), Input/Output (I/O) connectors, Digital-to-

Analogue Converter (DAC), input comparators. The ICs located on the breakout board

are listed below :

Breakout Board Hardware

• IQD IQXT-210 25 Mhz Low Jitter Clock.

• Texas Instruments LM340MP-5 Voltage Regulators.

• IDT ICS874001I-02 Jitter Attenuators.

• Analog Circuits AD5671R DAC.

• Texas Instruments LMH7220 High Speed Comparator with Low-voltage Differ-

ential Signaling (LVDS) Output.

• SAMTEC SAMTEC80 connectors.

The system clock used in this system is originated from 25 MHz low jitter differen-

tial clock from the oscillator located on the breakout board for this purpose IQXT-210

oscillator, which has a period jitter of 2.4 ps [205], used. The low jitter clock is input

through LVDS I/O located on a Spartan 6 FPGA and Xilinx digital Digital Clock Man-

ager (DCM) is used to multiply the clock to 125 MHz clock. Once the clock is multiplied,

it is output for the jitter attenuators. For this purpose, the clock is output through

the Xilinx Output Dual Data Rate (ODDR) core to the attenuator IC located on the

breakout board. The jitter attenuators located on the board was IDT ICS874001I-02

which provided 3 ps RMS jitter [206]. After the jitter attenuation is applied to the

clock, it is input back to FPGA through LVDS port and used as the system clock.

The board also accommodates the DAC IC, which controls 8 sets of a comparator.

These components primarily apply required safety and filtering for the voltage of the

inputs. DAC sets the threshold voltages is required at the inputs and comparators
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provides 3.3 V when the input voltage is above a certain threshold. FPGA programmes

DAC and the software interface uses the Opal Kelly Front Panel Application Program

Interface (API). The threshold values passed to the FPGA through the USB 3.0, and

they are written to DAC by using Xilinx I2C cores. Then DAC keeps the thresholds

constant until it is set otherwise. The board also provides 8 channels of LVDS output,

and the DAC controls the voltage on these ports. However, this feature was never used

since it was not needed for coincidence measurements.

The picture of the Opal Kelly board with the breakout board can be seen in Figure

5.7,

Figure 5.7: The Opal Kelly XEM6310 Board with the breakout board

5.5 Coincidence Counter Software Interface

The data processed within the FPGA is needed to be transferred to the PC to collect the

results and display them on the monitor screen. Also, some required post-processing

is applied to counts on the software interface part of the system. Software interface

is essential, a terminal application was written in C++ to interface the USB 3.0. The

USB interface communicates with FPGA through Cypress FX3 USB 3.0 chip. The USB

carries 32-bit wide data with 101 MHz clock which corresponds to around 400 Mbit/s

data rate over USB 3.0.

The software interface operation includes sending the voltage threshold values

for the comparators, programming the FPGA, setting digital delays, setting the win-

dow size, controlling the hard and soft resets, decoding USB packages, writing the
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recorded coincidences to files from each channel’s perspective and displaying the total

coincidence counts on the terminal screen. The features of the software interface can

be listed as below.

The Software Features :

• Decoding the received data from the USB 3.0 interface.

• Storing the received coincidence data and labelling them based on their received

channels.

• Programming the FPGA with the bit file.

• Sending individual digital delays for each channel.

• Controlling the soft and the hard resets for the system.

• Displaying the total coincidences on the terminal screen, and writing each

channel’s coincidences to files.

• Controlling the voltage thresholds for the comparators by programming the

DAC.

• Applying the post-processing algorithm to correct the coincidence counts for the

final results.

The software interface was written by using the Opal Kelly Front Panel API [207].

Front panel API specifies 3 types of connection types between the FPGA and PC sides.

These are Pipes, wires and triggers . Pipes are used for a continuous large sequence of

data to transfer through a FIFO to the FPGA synchronously. The word size is 32-bit

long in the pipe type. The pipe types are used for sending the coincidence data to the

PC. The second type is the wire in and outs [207]. These asynchronous connections are

used for setting the window size, delay values and signals such as resets. The third

type is triggers, which are asynchronous bit triggers, and used for triggering events

in the FPGA. For instance, a trigger signal was used to trigger the DAC to start its

operation [207].

One of the advantages of using TDCs for coincidence measurement is the possibility

of tuning the channel delays digitally for each channel. The USB interface sends 32-bit

long delay information to FPGA side, and inside the FPGA this value is added to

tags. Also similarly, the window size is passed through the software to FPGA by this

interface. A 32-bit wide window size is written by using input wires of the Opal Kelly

API [207]. In addition, wires are used for the setting the soft and the hard resets.

The soft resets is a type of reset that blocks FPGA from sending any data and holds

coincidence counting operation while keeping the TDC running. The soft reset is
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required for keeping the TDC calibrated, but resetting the coincidence data for the

next integration time. Also, during the TDC calibration, the system is kept at the soft

reset to prevent coincidence counter from sending any data to the PC. On the other

hard reset, resets every aspect of the system and clears all the registers used.

The coincidence data is sent at the end of each integration time over the USB 3.0.

The output FIFO, which runs with 101 MHz USB clock is used. Each data received

consists of 24-bit count data and 8-bit pattern identification. This code is decoded by

the software, and the data is calculated. Data recorded by channels are sent separately.

Thus, the occurrence of the same pattern is counted and labelled based on the counter.

For instance, the first coincidence data for the first RAM address is labelled as the

label 1’s address 1, while when the same data is received for the 8th time, it will be

recorded as the label 8’s address 1. This operation continues for all 8 labels and 255

RAM addresses. Once the data transfer is over, the soft reset is applied to the system,

and coincidence operation is initiated again.

These received tags are displayed on the terminal screen as total coincidences, and

the coincidence information for each coincidence address is based on their detection

perspective. Every label’s coincidence data is written into separate files. These files

can be accessed upon the end of each integration time. The look of a terminal screen

can be seen in Figure 5.8.

Figure 5.8: Terminal output for the coincidence counter

5.6 Summary

To sum up this chapter, the implementation details and algorithms used to implement

a coincidence counter was discussed in this chapter. The coincidence counting opera-
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tion was implemented with modules including the multi-tag correlator, coincidence

detector and coincidence counter. The multi-tag correlator module was responsible for

calculating the delta time, while the coincidence detector checks coincidences with the

calculated delta time, and the coincidence counter counts them by using a RAM block.

Also, the software interface and hardware details used in this research was dis-

cussed. For this research, Opal Kelly XEM6310 FPGA board, which was mounted

on a breakout board designed in the University of Bristol, was used. The breakout

board provided a low jitter clock, jitter attenuators and 8 channel I/O. The software

interface for this project utilised the USB 3.0 by using the Opal Kelly API, and the

post-processing was implemented to the discard the duplicate counts and add the

miscounts.

The thesis will continue with the results achieved from the TDC implementation

in the next chapter.
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6
Functionality, Linearity and
Precision of the Time-to-Digital
Converter

6.1 Introduction

In this chapter, the results achieved from various tests conducted on TDC modules

located inside the coincidence counting system were presented. These tests mainly

investigated the TDC’s precision, linearity and the multi-stop functionality. These

tests were necessary to show the reliability of the coincidence counting operation. Also,

the improvements after the linearisation was presented in this chapter.

These tests were timing jitter measurement, DNL/INL tests and Multi-STOP

testing. The timing jitter test is used to measure the jitter spread around the timing

measurement, which can be used to obtain the SSP of the instrument. DNL/INL

measurements are necessarily the characterisation of the bin widths of the delay line

and its transfer function. Therefore, these measurements are essential to scrutinise

the improvement in the linearity after the Double Data Rate Registration applied

to the TDC. Multi-STOP tests aim to show the system capable of capturing multiple

STOP signals from the perspective of a single START. This functionality is vital for

coincidence counting since it is the essence of the real-time multi-channel operation.

This chapter starts with results obtained from the timing jitter measurements and

continues with the other tests mentioned above.

143



CHAPTER 6. FUNCTIONALITY, LINEARITY AND PRECISION OF
THE TIME-TO-DIGITAL CONVERTER

6.2 Timing Jitter Measurements

The test known as a timing jitter measurement is concluded to benchmark the precision

of the TDC. In this test, two identical signals are used to feed the TDC channels, and

the routing delay between the channels is characterised. Essentially, the small routing

delay act as a fixed delay. By characterising the jitter, the standard deviation affecting

measurements, the SSP and the Full-Width-Maximum can be calculated.

From the results, SSP and FWHM of the measurements can be calculated. In this

test, two TDC channels were fed by the same input signals, which was asynchronous

to the system clock and where there was a fixed delay between channels. Then the

differences between the time tags of the channels were characterised. For this mea-

surement in order to achieve the best possible benchmark, the low jitter clock located

on the Opal Kelly Board was used. Since this clock was asynchronous to the system

clock, it was usable for this test. Hence, the effects of calibration and linearisation

concepts was successfully scrutinised.

Figure 6.1: The timing jitter test experimental setup

The timing jitter measurements were obtained for three different iterations of

the TDC. These were the non-calibrated TDC, calibrated TDC and the linearised

and calibrated TDC. The time difference between the tags was measured using the

multi-tag correlator module inside the FPGA, which was designed to measure the ΔTs

between events. Also, measuring the time differences inside the FPGA eliminates the

chance of dropping a tag by the FIFO during the data transfer and minimises errors

could affect the tags.

The test setup features can be listed as below.

Timing Jitter Test Setup :

• The 100 Mhz Clock located on the Opal Kelly XEM6310 board used as the

asynchronous source for the Xilinx DCM to generate 3.12 MHz signals.

• 3.12 MHz fed to different TDC channels with 50000 tags.
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• The Tag correlator module utilised channel 1 as a START and channel 2 as the

STOP signal and the time differences were calculated.

• The time differences were passed to PC and Matlab command histdist() was used

plot and fit the best fit-line.

In Figure 6.1 the experimental setup for the timing jitter test can be seen. Since

internally generated high speed signals are used for the tests, the input circuitry

time walk was ignored. Thus, these tests provide TDC scheme’s precision without the

influence of the TDC hardware.

This test was conducted with 3 different TDC implementations. The first test was

conducted using the non-calibrated TDC. Where the fine raw tags captured by the

delay line and subtracted from the next coarse counter value without attempting

any calibration or linearisation, the results can be seen in Figure 6.2. The SSP was

measured as 22.06 ps, FWHM of the Gaussian Plot was 73.4 ps, and the standard

deviation was 31.2 ps.

Figure 6.2: Timing jitter measurement with non-calibrated TDC

After calibration was attempted, the timing jitter was measured as it was in 6.3.

The SSP was improved to 12.1 ps from 22.06 ps, the FWHM dropped to 40.2 ps from

73.4 ps, and the standard deviation was improved from 31.2 to 12.6. Around 1.9 times

improvement in every precision parameter.

After the Dual Data Rate linearisation applied to the calibrated delay line, the

results obtained from this test can be seen in Figure 6.4. The SSP was measured as 8.9

ps; standard deviation was 12.1 ps, FWHM was 29.6 ps. The improvement achieved

from this measurement was observed as a root mean square of the non-linearised

values. These results match with the results obtained from the previous research

conducted on multi-chain averaging TDCs [159]; hence, by using both clock edges the

same effect was observed at the results.
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Figure 6.3: Timing jitter measurement with the calibrated of the TDC

Figure 6.4: Timing jitter measurement with the linearised and calibrated TDC

6.3 Time-to-Digital Converter (TDC) Linearity

The TDC’s linearity as it was discussed before reveals the information between the

input and the output code. Ideally, this is expected to be linear, and thus, every input

should have one unique output code but the non-linearities caused by various factors

such as routing, temperature and power fluctuation, this is not possible in practice.

In this section, the changes in the linearity as the calibration and the linearisation

method were applied will be discussed. For this test B & K Precision BK4054B signal

generator has been used the characterise delay lines, the input signal was set to 1

MHz. However, the source and the signal frequency was not that important in this

test, since as long as the signal was asynchronous from the system clock, every bin’s

width can be characterised. The test setup for this experiment can be seen below.
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• B & K Precision BK4054B signal generator which was set to 1 MHz.

• A single isolated TDC block Firmware, and tags are sent directly to the PC

through FIFO.

• 50000 tags were generated for each test.

• A software interface retrieved the tags from Opal Kelly XEM6310 board through

USB 3.0 block.

• Bit-masking was applied to separate the coarse counter and fine tag from each

other.

• Histogramming applied to the results with Hist() function, then the bins analysed

for the parameters after the histogram was formed.

For every linearity measurement in this section, the setup given above was used.

In the following sections, the bin widths, DNL, INL and transfer functions of the TDC

will be discussed.

6.3.1 Bin Characterisation of the TDC

The bin widths of the delay line define the shortest measurable time by the TDC,

and so, the resolution is directly related to it. Physically, these bin widths are limited

by the propagation delays affecting each delay element, and they are unchangeable.

However, as it was discussed before, these bin widths can be mathematically calibrated

or linearised by applying some techniques. To understand the effect of these methods,

first, the bin widths before the calibration and linearisation should be investigated.

Since total of 50000 counts and 8 ns clock period were used, each count represent

0.16 ps (8 ns / 50000). Therefore, by multiplying counts recorded for each bin with

0.16 ps ,actual bin width can be calculated.

As it can be seen from Figure:6.5, the final reachable bin by 8 ns clock period was

bin 405. The total number of empty bins were 207 out of 511, and non-zero bins were

304 out of 511. The mean bin width was calculated as 19.6 ps. up to the last bin. The

ultra-wide bins are noticeable across the delay line. Around bin 350, bin widths are

significant larger and two bins pass 600 counts which indicate 96 ps delays.

After the statistical code density calibration was applied to the delay line, the

histogram was achieved as it was in 6.6. The mean bin width was calculated as 15.5 ps,

which was equal to the 8 ns/511. Also, the number of empty bins was 218 out of 511,

and non-empty bins were 293 out of 511. An improvement in linearity was observed as

the large bins occurring after the bin 300 sprat across the delay line and the largest

bin size dropped to around 72 ps (450 counts).
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Figure 6.5: non-calibrated bin counts of the delay line

Figure 6.6: Calibrated bin counts of the delay line

After the linearisation, a significant reduction in the number of empty bins was

observed where the total number of empty bins measured as 106 out of 511 and the

non-empty bin number was 405 out of 511. In Figure 6.7, the impact of the linearisation

can be seen. This was expected since averaging two different codes generates more

variation in the codes. Also, the largest recorded bin was dropped to around 60 ps (380

counts).

However, the final code used was scaled up to 10-bit for applying for smoothing.

When the same experiment was conducted for 10-bit codes, the number of empty bins

observed as 283 and non-empty bins observed as 785 among a total of 1023. As it

was expected these bin widths effectively split into approximately half. The division

wasn’t perfectly halving the bin widths since bin widths were not perfectly equal-sized.

The new bin widths after the scaling can be seen in Figure 6.8. The bin widths are

generally observed to be shorter than the 9-bit code and the largest bin width was

recorded around 42 ps (350 counts).

After the bin widths were obtained DNL and INL of these histograms were calcu-

lated and they will be discussed in following sections.
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Figure 6.7: Calibrated and linearised bin counts of the delay line

Figure 6.8: Calibrated, linearised and scaled up bin counts of the delay line with 10-bit
code

6.3.2 Differential Non-Linearity (DNL) of the TDC

Ideally, every bin in the delay line should have an equal number of hits due to the equal-

sized delay elements. However, this is never achieved because of the non-linearity

issues caused by many factors mentioned before. The non-linearity appears as very

large bins or missed bins. DNL error is a parameter which defines how much each bin

deviates from the ideal step (1.249 LSB). The DNL improvement is also reflected on

empty bin numbers in the code since averaging methods effectively splits bins into two

by averaging them and increase the bin variation [3].

Also, it is necessary to have a clock speed which cannot reach the end of the delay

line to make sure that it is long enough to subdivide the entire clock period. Therefore,

the last reachable bin for the delay line before the calibration with the 125 MHz

clock was approximately 405. This will appear as a high DNL error since a significant

number of bins are never reached in the delay line, and even in the best-case scenario,

there will be at least around 106 empty bins depending on where the last bin is.

Before the calibration, the largest DNL error appeared to be around 3.9 LSB as it
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Figure 6.9: The differential non-linearity before and after linearisation

can be seen in Figure 6.9a. However, after the calibration the largest DNL error was

observed as slightly larger with 4.1 LSB than the non-calibrated TDC and generally

the DNL error was increased across the delay line since calibration process stretched

the last bin of the code from 405 to 511. This stretching also resulted in an increase of

number of empty bins.

After the linearisation, an improvement in DNL was observed as it can be seen

from Figure 6.9. The maximum DNL error was dropped from 4.1 LSB to 2.9 LSB, and

smaller DNL error was observed across the delay line.

Figure 6.10: The differential non-linearity before and after scaling

When the scaling was applied, the new DNL error was observed as in Figure

6.10. The scaling typically doubles the DNL errors across 1023 bins since the bin

widths were halved and the largest DNL error was observed around 6.1 LSB. Then

the characterisation of the delay line continues with INL.
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Figure 6.11: The integral non-linearity before and after linearisation

6.3.3 Integral Non-Linearity of the TDC

INL is also a measure of linearity in converter instruments. INL reveals the cumulative

effect of the DNL across the delay line. Therefore, each INL value gives the total LSB

error affecting at the bins and how far the transfer function is deviated from the

ideal transfer function. The comparison of INLs for non-calibrated, calibrated, and

linearised code can be seen in Figure 6.11.

Figure 6.12: The integral non-linearity before and after scaling

As it can be seen in Figure 6.11, INL of non-calibrated delay line was observed

much larger than the other two approaches. However, since the code density testing

was calibrated the delay line by taking account of DNL, the transfer function was

adjusted to have correct time steps for each code. Thus, calibration reduces deviation

of each code steps from the ideal. When the linearisation was applied, effectively the

large bin sizes are reduced by averaging bins in the different regions of the delay line,
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and this resulted in a reduction in the DNL error. Since INL is a CDF of the DNL, after

the calibration of the linearised code, an INL was observed as much closer to the zero

than the previous approaches. The maximum INL error observed before the calibration

as -31.8 LSB. After the code density calibration, the maximum INL observed as 10.64

LSB, and with the calibration and linearisation combined, the maximum INL error

was measured as 8.8 LSB. Thus, around 1.8 LSB max INL error improvement was

observed.

When the scaling was applied to the bin widths, a similar INL graph with a double

in width and the height was expected since it was mostly had a smoothing effect. In

Figure 6.12, the comparison of 9 and 10-bit codes can be seen, The result was similar

to what was expected, and the max INL error was around -15 LSB which was around

twice of the 9-bit code’s max INL error but in the opposite direction. -15 LSB observed

around bin 650-700 which corresponds to bin 325-350 in 9-bit code where all the INL

graphs have the largest errors. However, since averaging could not halve the all bin

widths perfectly, this was reflected as reduced number of code presentation in 10-bit

codes and resulted in a negative INL error. Due to the rounding of the averaged values,

this was observed as a larger INL error in 9-bit codes since 9-bit code’s 1 LSB = 2

LSB in 10-bit code, so 8.8 LSB = 135.5 ps in 9-bit codes, -15 LSB = -115 ps in 10-bit

codes. Therefore, scaling up the code reduces the quantisation errors in the averaging

operation and this was reflected on the INL error.

6.4 Transfer Function of the TDC

The time is defined as a continuous variable and TDCs are used for mapping the time

to discrete quantisation steps. However, due to non-linearities, these step sizes vary

across the delay line and leads to unequal quantisation of time. Cumulated bin counts

can be used for expressing bin widths as mentioned before. Also, by applying CDF

to bin widths will reveal the transfer function of the TDC. It should be noted that

when a calibration is applied, it effectively stretches the last bin of the code to 511 bins

and assigns new calibrated code for each code input. This operation results in more

linearised transfer function and better representation of time with 9-bit code since the

last bin is stretched from 405 to 511 linearly. When the Dual Data Rate Registration is

applied to the lower and upper regions of the delay line is used to represent the code,

so the large bin widths are effectively split into smaller chunks. These smaller chunks

result in reduced size in each step and more code presentation for inputs. Also, the

code density calibration is applied to the linearised code as a part of the linearisation

process.

In Figure 6.13, comparison of transfer functions obtained from the linearised

& calibrated TDC, calibrated TDC and non-calibrated TDC. Linearised and only

calibrated transfer function provide linear results that stretch 511 bins due to the
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effect of the code density calibration. However, the non-calibrated transfer function

suffers from serious non-linearities. Especially, after bin 350 this non-linearity becomes

even worse and indicates severe inconsistency of delay propagation at that point. This

effect was also observed earlier in Figure 6.5.

Figure 6.13: The transfer functions for linearised, calibrated and non-calibrated codes

When the bin widths are compared for earlier steps in the delay line as in Figure

6.14, all transfer functions are observed as much linear. Moreover, the non-calibrated

transfer function seemed to provide smaller quantisation steps than the calibrated

one due to stretched calibrated codes.

Figure 6.14: The transfer function comparison for linearised, calibrated and non-
calibrated codes for early bins

However, around bin 350, the non-linearity observed severe as it can be seen in

Figure 6.15. This figure indicates the adjacent carry chain elements are not aligned

perfectly next to each other towards to end, and some large inter-slice propagation
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delays are affecting the bin widths. Nevertheless, the calibration effectively linearised

the transfer function in that region.

Figure 6.15: The transfer function comparison for linearised, calibrated and non-
calibrated codes for late bins

Figure 6.16: The transfer function comparison between linearised and only calibrated
codes

When the effects of the linearisation and calibration are compared, the linearised

code showed reduced sized steps in the transfer function. This effect can be seen in

Figure 6.16, the linearisation mostly halved the quantisation steps since it averaged

codes generated from upper and lower regions of the delay line. However, due to the

quantisation errors in the averaging operation, some codes achieved results in between

two quantisation steps, and for those bins, they were observed as larger bins in the

transfer function of the linearised TDC. These errors can be observed between bins

355 and 360 in Figure 6.16.
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6.5 Multi-Stop TDC

Multi-stop tag correlator module essentially implements a multi-stop TDC, and in order

to show its functionality, a test with one start and many stops have been conducted as

it was described in [14]. The test setup had two signal generators (Thurlby Thandar

Instruments TGP110 10MHz) which were in-sync with each other where one of them

was generating the START and while the other one was generating the STOPS. For

the first two tests, the STOP signal generator was set to 1 MHz, and the START signal

generator was set to 1MHz / N, where N is the required number of STOPs. For the

third test, the STOP signal generator was set to 275 kHz whilst, the START generator

was set to 2.3kHz. The START signal had a slower frequency than the STOP signals

in order to generate many STOPs between two START signals. Once the ΔTs were

calculated, they were sent to PC for forming the histogram of the delta times. Each

histogram was formed from approximately 100,000 data samples [14].

The first test was conducted for 5 STOPs. Thus, the START signal was at 200 kHz

while STOPs are generated at 1 MHz. The results of this test can be seen in Figure

6.17 [14].

Figure 6.17: Histogram of 5 STOPs computed by the correlator [14]

The second test consisted of 43 STOP signals. This test also had 1 MHz clock for

each STOP while START signals were given every 23.3 kHz. The results observed

from this test can be seen in Figure 6.18 [14].

The third test was aimed to record 120 STOP signals. The STOP signals generated

at 275 kHz while the STOP signal frequency was at 2.3 kHz. Thus, the results are

obtained as in Figure 6.19 [14].

As a result of this test, a multi-stop TDC can measure time differences between

a single stop and an arbitrary number of STOPs. Thus, it showed that the multi-tag
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Figure 6.18: Histogram of 43 STOPs computed by the correlator [14]

Figure 6.19: Histogram of 120 STOPs computed by the correlator [14]

correlator was able to operate as a multi-stop TDC successfully[14].

6.6 Summary

To sum up the work presented in this chapter, the timing jitter measurement, bin width

characterisation, TDC linearity measurements, TDC transfer function analysis and

multi-stop functionality tests were done on the TDC. The timing jitter measurements

showed that the SSP of the TDC was observed as 8.9 ps. This precision was seen as

3.2 ps improvement after the linearisation. As the bin widths were characterised, the

number of missed code in the transfer function was reduced, and around 100 more bins

were observed as non-zero. As a result, a more linear transfer function was achieved,
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and 1.2 LSB reduction in max DNL error and 1.8 LSB reduction in max INL were

observed. Also, an improved linearity in DNL was observed as 2.9 LSB, and INL was

observed as 8.8 LSB. Moreover, the TDC was successfully functioned with one START

and an arbitrary number of STOP signals. Tests showed the capability of 1 START

and 120 STOPs detection of the system.

In the next chapter, the results achieved from the coincidence counting experiments

will be discussed.
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7
Coincidence Counting
Benchmarks and Applications

7.1 Introduction

In this chapter, the performance benchmarks of the coincidence counter system will

be discussed. The performance of the coincidence counter tested from two different

aspects. These aspects were the performance limits of the system and its functionality

in the quantum photonics applications.

The performance limits of the coincidence counter can be tested by inputting test

signals and observing the response of the system at the output. Two different tests

were conducted for this purpose. In the first test, the coincidence rate as a function of

the delay was tested where two identical signals with a fixed delay between them feed

the system. This test should also provide the narrowest usable precise coincidence

window size. The second test was conducted to measure the maximum count-rate of

the system. This test was done by inputting two identical signals to different channels

with fixed coincidence window and comparing the 2-fold coincidence rates between the

single rates of the coincidences. This test necessarily should provide the linearity of

the coincidence counter, and from the point where the coincidence rates deviate from

the single rates, the highest input rate can be used on each channel was measured.

In the second part of the experiments, the coincidence counter was tested in

different photonics experiments. In the first experiment, the system’s performance

against a popular commercial product PicoQuant PicoHarp300 in an optical setup

was observed. This was essentially used for verifying the results achieved with the
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proposed system with a commercially available product. In the second test, the Rev-

HOM dip interference was investigated in a quantum photonics setup. This test was

fundamentally, used for verifying the system’s performance with a known physics

phenomena in quantum photonics experiment. The third conducted experiment was

pseudo-photon-number resolving detection of a coherent state of light. This test was

utilised for demonstrating the system’s capability of being used in the quantum

experiments by showing its performance exceeds the saturation of the photon detectors

used in the experiments.

7.2 Coincidence Counting Benchmarks

7.2.1 Coincidence Rate As A Function of the Delay

To benchmark, the coincidence counter, a test of the coincidence rate as a function

of the delay was conducted. In this test, two identical test signals were generated by

using a signal generator (B & K Precision BK4054B), a splitter and a delay box (Ortec

DB463 Delay Box) were used. The splitter split the signal into two channels of the

delay box, and two identical signals with a fixed delay between them were generated.

Both signals were running at 1 MHz, which implies 60000 tags were generated by each

channel since the operation time of the system was set to 60 ms. The fixed delay was

set around 20 ns, but due to routing and cable lengths, it was observed to be slightly

more than 20 ns [3].

Figure 7.1: The coincidence rate as a function of the delay with window size 380 ps -
7.7 ps

As a result of this test, the system was proved to be working since the highest

coincidence rates were observed at the same offset delay of 20.4 ns with different

windows sizes. However, 107 ps was the last coincidence window where all the excepted

coincidences were captured. Hence, 107 ps was the point where the last saturation of
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coincidence rates was observed. In Figure 7.1, the coincidence rates for window sizes

between 7.7 and 380 ps can be seen [3]. The reason results of this experiment has

showed around 100 ps peak-peak jitter is due to the input time walks of the circuitry,

and thus, the capabilities of the TDC scheme cannot be reflected onto coincidence

counter due to this limitation.

The second delay test was conducted to show the coincidence counter’s functionality

with large window sizes. As it can be seen from Figure 7.2, the coincidence rates are all

saturated at 60000, and the width of the pulses is roughly equal to the set coincidence

window sizes. Thus, the experiment shows that the proposed system also performs as

expected with larger coincidence windows [3].

Figure 7.2: The coincidence rate as a function of the delay with window size 770 ps -
9.9ns [3]

7.2.2 Linearity of the Coincidence Counter

Also, to investigate the maximum count-rate of the system, the highest 2-fold coin-

cidence rate that can be detected per channel was investigated. In an ideal setup,

the 2-fold count-rates should be in linear relation in with the input data rate (i.e. 10

MHz = 10MCPS, 100 MHz = 100 MCPS etc.). However, due to the system’s dead-time,

a count-rate limit is expected. Therefore, this measurement aimed to find the last

measurable count-rate where the measurements were still accurate. In order to do

this, two identical signals were generated with the Xilinx DCM module varying from

3.12 MHz to 70 MHz and split into the two channels. Since the signals were the same,

the 2-fold coincidence rates should have been equal to the singles rate for a channel.

The window was set to 2 ns, which was large enough to compensate for any routing

delays. As it was mentioned in Chapter 4, typically the clock period is the dead time of
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TDC cores, which was 8 ns in this implementation. However, the coincidence counter

core requires 3 clock cycles to accumulate a coincidence into a BRAM, resulting in a

maximum count-rate of 41.67 MCPS overall for the system [3].

As 3 clock cycles imply, 24 ns is the dead-time of the system. However, due to

cycle-to-cycle jitter in the source repetition rate and system clock, a break-down was

observed after 40 MHz. Since the system requires 24 ns (Tclk * 3 = 8ns * 3) ± clock

jitter to accumulate the coincidence, but the source is repeating at 25 ns ± source

jitter. For instance, if the most negative source jitter + the most positive clock jitter

exceeds 1 ns (e.g: clock jitter = +200 ps and source jitter = -1 ns, overall 1.2 ns), then

a coincidence will be lost. Thus, at 41.67 MHz around 30% of coincidences, at 45

MHz 35% of coincidences and at 50 MHz 50% of coincidences are dropped. Between

41.67 MHz source repetition rate (24 ns = 3 clock cycles) and 62.5 MHz (16 ns = 2

clock cycles), the coincidence detection efficiency drop from 100% to 50% was expected

(at 2 cycles/tag, every other tag will be dropped since there will be no instances of

3 clock cycles between two tags). This expected behaviour was observed with the

measurements taken after 45 MHz, and the count-rates were observed to be half of the

expected theoretical rates until 60 MHz (i.e. 50 MHz = 25 MCPS, 60 MHz = 30 MCPS

etc.). However, at 70 MHz (14.2 ns) since it is less than 2 clock cycles (16 ns), only 1

count could be detected for every 24 ns (i.e 70 MHz = 23.3 MCPS). These results can

be seen in Fig.7.3, where the red dashed line is the measured single rates (theoretical

coincidence rate), and the blue line is the measured 2-fold coincidence rates [3]. In

addition, as it was discussed in section 5.3.3, the readout time also affected these

measurements. Roughly around 20,000 counts per second have been lost to the readout

time (0.02 MCPS).

Figure 7.3: Coincidence rates (singles and 2-folds) vs input frequency [3]
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7.3 Quantum Photonics Applications

7.3.1 Comparison with Picoharp300

To verify the precision of the system, it was compared with a commercial product (Pico-

Quant Picoharp300). In this test, a laser pump (Thorlabs, L405P150) at 405 nm, which

was connected directly to the Single Photon Avalanche Detector (SPAD) (Excelitas,

SPCM-AQ4C) with fibre connectors were utilised. The outputs of the detectors were

connected to the coincidence counter’s channels for characterising the offset delays

between the source and the detectors. This was achieved by adding 1 LSB (7.7 ps)

every 60 ms and observing the change in the coincidence rates between two channels.

The detectors were also connected to the Picoharp300 to take the same measurement.

In this experiment, the Picoharp300 was used for measuring the time between two

channels and the bin width was 4 ps. To achieve a similar output from the proposed

system, the coincidence window was set to a single bin of 7.7 ps.

The Picoharp captured the offset delay at 1.190 ns whilst, the proposed system

captured the offset delay at 1.347 ns which implies both systems measured the offset

delay with a difference in internal routing delays. Also, the peak of the plot was almost

twice as high as the Picoharp’s since the window size was around twice as large. The

FWHM of the measurement was at around 35 ps which complies with the TDC’s

precision.

A difference was observed in input rates between the two devices. The Picoharp300

measured 180000 tags/s for channel 1 and 113000 tag /s for channel 2, while the

proposed design’s channel 1 measured 242800 tags/s and channel 2 measured 152500

tag/s. This showed that the data rate ratio between channel 1 and channel 2 was the

same for both systems (1.59), and it proved that the scheme was functioning correctly.

The difference between the count-rates was because the Picoharp’s measurements

were limited with the data captured between START and STOP signals. Thus, once

START was asserted, the next START was not processed until the next STOP. However,

the proposed design did not have such a limitation, and every trigger was detected

during an integration time.

7.3.2 Rev-HOM Dip Measurement in Two Single-Photon
Interference

To demonstrate the suitability of the counting logic module for multi-photon experi-

ments, the system was implemented in the detection scheme of quantum linear optical

experiments. In the experiments, nanowire single-photon detectors (SNSPDs) are

used, since they are very high-performance detectors, and generate apparent detection

signals. In particular, they produce very low-jitter electronic signals, which are rele-

vant in the tests given the high time precision of the electronics. The high efficiency
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Figure 7.4: The coincidence rate as a function of the delay measured with Picoharp300

Figure 7.5: The coincidence rate as a function of the delay measured with the coincidence
system

and low dead-time allow reaching very high count-rates in experiments, which was

essential to test the counting rate of the module. More generally, they are the best

commercially available single photons detectors, and thus, they are the most used

detectors in multi-photon quantum optics experiments [3].

As the first benchmark, it was used for the detection of quantum interference

occurring in the reversed Hong-Ou-Mandel (rev-HOM) effect [208, 209]. As represented

in Figure 7.6a, the rev-HOM effect is a two-photon interference effect given by the

time-reversal of the standard Hong-Ou-Mandel effect [66]. A bunched photon pair

was prepared in a superposition of two-photon Fock states (|20〉+ |02〉) /
�

2 , and then

an optical phase φ was inserted on one of the modes before injecting them into a

balanced 50 : 50 beam-splitter. A pulsed laser with 2 nm bandwidth, 50 MHz repetition

rate, 1 mW average power was used for this experiment. These values were chosen

in order to achieve 2500 Hz coincidence rate at the peak of the fringes in Figure

7.6b, corresponding to a power of a 0.6 fW. Thus, 0.6 fW/2500 CPS = 0.24 AJ per

coincidence was obtained. This value corresponds to a 200 dB attenuation from the
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1 mW/50 MHz = 20 nJ per laser pulse. Two single-photon detectors and the counting

logic unit were finally required to measure the quantum state emerging from the

interferometer. In the experiment, the photon-pair generation and the interferometer

were integrated on a single silicon-photonic chip using standard silicon quantum

photonics components [210, 28]: two spontaneous four-wave mixing waveguide sources

were coherently pumped to generate the superposition state, and a thermal phase

shifter and a 2×2 multi-mode interferometer were used to implement the phase shift

and the beam-splitter, respectively [3].

Figure 7.6: Quantum photonics experimental benchmarks of the counting system in
quantum interference experiment [3]

In Figure 7.6 quantum photonics experimental benchmarks of the counting sys-

tem can be seen. A schematic of the rev-HOM quantum interference experiment. An

integrated circuit on a silicon chip is used to generate a photon-pair in a quantum

superposition and perform the quantum interference, while the measurement is per-

formed off-chip using SNSPDs and the counting system. Inset: electronic signal emitted

by the detectors upon photon detection. b, Results of the rev-HOM experiment, the

solid blue line represents the measured coincidence rates, which form an interference

fringe with a 90% visibility as measured by the fitted curve (red dashed line). The

black dashed line is the classical fringe obtained with classical light rather than single

photons [3].

After the interference, photons were coupled off-chip into optical fibres and sent

to the detection scheme. In the measurement, two SNSPDs [211] were employed
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(PhotonSpotTM) with approximately 85% efficiency, 100 Hz dark counts, 50 ns dead-

time and 70 ps internal jitter. After the amplification, the electronic signal emitted

from each detector upon photon detection was given by an exponential decay shape

with a peak of approximately 0.8 V (see inset of Figure 7.6a). The electronic signals

from the two SNSPDs were sent into two input channels of the counting logic unit, set

to a threshold of 0.1 V, which then counts the simultaneous events within a coincidence

window of 2 ns. To observe the rev-HOM quantum interference, The coincidence events

rate were continuously monitored while scanning the phase between 0 and 2π. The

results are shown in Figure 7.6b. The measured rev-HOM quantum interference

fringe, which presents the typical doubled frequency when scanning φ respect to the

classical fringe [208], was observed with visibility of 90%, consistent with previous

measurements on the same device [3]. The visibility was also affected by the readout

time of 20.4 μs between each measurements and with an implementation a circular

buffer like in [155] can slightly improve the results.

7.3.3 Pseudo-photon-number Resolving Detection of a Coherent
State of Light

The capability of the device to support high count-rate for multi-photon experiments

by using it to perform pseudo-photon-number resolving detection of a coherent state

of light with up to eight-photon resolution. This was implemented by injecting weak-

coherent pulses into a 1× 8 fibre beam-splitter, which probabilistically splits the

photons of the coherent state of light into the 8 output channels measured via 8

SNSPDs see Figure 7.8a.

Figure 7.7: The detectors’ delay calibration with respect to the reference channel (channel
1) [3]
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In Figure 7.8a, the schematic of the pseudo-photon-number resolving measurement

on a coherent state. b. Results of the pseudo-photon-number resolving experiment for

different amplitudes of the weak-coherent state. Marks with different colours refer

to data for different n-fold coincidence events, up to n = 8 photons. Dashed lines were

obtained by fitting the data to the expected rates from a coherent state, assuming

uniform channel and detector efficiencies. The shaded area represents the region where

the SNSPDs start to saturate. Error bars were at one standard deviation confidence

intervals, calculated from Poissonian counting statistics (not shown when smaller than

markers).

Figure 7.8: Quantum photonics experimental benchmarks of the coincidence counting
system in a pseudo-photon-number resolving detection of a coherent state of light [3]

Correlation measurements between the detection events from the 8 SNSPDs were

performed using the 8 input channels of the counting logic unit. The detector delays

were calibrated with respect to the channel 1 by adding delays to other channels and

sweeping results within -10 ns to 10 ns range for measuring the 2-fold coincidences

between channel 1 and the others. This can be seen in Figure 7.7.

A Variable Optical Attenuator (VOA) was used to tune the amplitude of the coher-

ent state, which allowed the output photon distributions for various amplitudes were

to be measured. Results are shown in Figure 7.8c. The counting logic unit was able

to support more than 50 MHz singles event rate over all channels and was used to

measure up to 8-photon coincidences. The measured count-rates were limited only by

the saturation level of the SNSPDs, which started to saturate at a few MHz counts,
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rather than the capability of the counting electronics. This test demonstrated that the

processing capability of the counting logic unit surpassed the detection rate capacity

of the single-photon detectors, showing its suitability for many-photon experiments

where high count-rates over many channels are required [18].

7.4 Summary

To sum up this chapter, the proposed coincidence counting system was tested in differ-

ent scenarios. These scenarios aimed to verify and show the limits and functionality of

the design. To demonstrate the coincidence detection limit of the system coincidence

rate as a function delay test was conducted to measure the fixed delay between two

channels. This also provided the minimum accurate coincidence window size. As a

result of this test, the minimum precise window size was measured as 107 ps and

this showed around 100 ps peak-to-peak jitter. The jitter being larger than the TDC’s

SSP (6) was the time walks of the input circuitry. The second performance limit test

was input rate versus the coincidence rate. This test primarily utilised for finding the

highest input rate of coincidence counter that can be used. As a result, 40 MHz input

was the last usable input frequency which corresponds to 320 MCPS for 8 channels.

Also, some tests were carried out to verify the system’s outputs and its the func-

tionality in an actual photonics setup. To verify its functionality in photonics setup,

the first tests conducted was its comparison with PicoHarp300. As a result of this

experiment, the coincidence rate as a function of delay test conducted on both systems

achieved matching results. The second test was conducted to observe the phenomena

called the Hong-ou-Mandel effect. By observing the change in the Rev-HOM dip effect

between channels when the phase varied between 0 to 2 π, the system’s correct func-

tionality was demonstrated in a quantum photonics experiment. The third test was the

experiment of pseudo-photon-number resolving detection of a coherent state of light.

This test was conducted to see whether the theoretical high count-rate of the system

would also provide a high count-rate and suitability in an actual experiment. Thus, it

would perform beyond the point where the SNSPDs saturate. SNSPDs’ saturation was

clearly observed as results of this experiment as the attenuation was dropped -81 dBs

with around a total of 50 Million time tags were generated.

With this chapter, the results obtained from the coincidence counting system

concludes, and the thesis will continue with the final chapter for conclusions.
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8
Conclusions

8.1 Conclusion

To conclude, in this thesis the research done on developing a precise high count-rate

multi-channel coincidence counting instrument was presented, which was unique in a

way that it integrates the time-tagging with coincidence counting operation in the same

FPGA chip. This provided a very high count-rate with precision and multi-channel

operation than any other available implementation (see Table 8.1). The thesis high-

lighted problems and challenges required to achieve these goals, and these challenges

were listed as the timing precision, data throughput and maintenance of real-time. The

provided coincidence counting scheme aimed to provide solutions to these problems. In

order to present the research outcomes, first, the fundamentals behind the research

were provided as a research review. This research review included, LiDAR techniques,

TDC methods, coincidence counting methods and quantum photonics applications,

where the system was tested in. In the chapter following the research review, the legacy

coincidence counting implementations developed by the author were discussed. After

limitations of the legacy implementations discussed, the system’s benchmarks were

presented. The timing of the system achieved 8.9 ps single-shot precision, while the

bin width was 7.7 ps. The largest DNL error was measured as the 2.9 LSB, and largest

INL error was 8.8 LSB. The TDC method used for this implementation was called

as the Dual Data-Rate Registration TDC. The system clock used for this operation

was 125 MHz, and so, the theoretical dead-time was 8 ns. The new Dual Data-Rate

Registration scheme registers the trigger with both clock edges, average them later to

calibrate the final code by using the code density testing. This linearisation method
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Performance
Parameters

This
Work

Swabian In-
struments
Time Tag-
ger Ultra
[21]

IDQuantique
ID900 [30]

PicoQuant
Hydra-
harp400
[20]

[31] [32] [33]

Total Count
Rate

320
MCPS

65 MCPS 100 MCPS
(13 ps res-
olution),
400 MCPS
(100 ps
resolution)

40 MCPS 72
MCPS

0.5
MCPS

32
MCPS

Resolution 7.7 ps 3 ps 13 ps at hi-
res, 100 ps at
low-res

1 ps 68.3 ps 390 ps 0.7 ns

Single-Shot
Precision

8.9 ps 10 ps 8 ps 8.5 ps N/A N/A 0.7 ns

Slices 11,636
(50%)

N/A N/A N/A 66% 2257
(99%)

N/A

Registers 24926
(13%)

N/A N/A N/A 94% 6051
(33%)

N/A

I/O 85
(100%)

N/A N/A N/A 89% 153
(65%)

N/A

Channel
No:

8 14 4 8 12 32 64

DNL 2.9
LSB

N/A N/A 2% peak N/A 1 LSB N/A

INL 8.8
LSB

N/A N/A N/A N/A N/A N/A

Table 8.1: Performance parameters of the proposed coincidence counting system and
existing TDC based coincidence counters

achieved improvements of 1.2 LSB in Max DNL error, 1.8 LSB INL error, 10 ps in

FWHM and 3.2 ps in RMS resolution. Thus, this TDC technique was used to implement

a coincidence counting method, which was based on forward looking tag-difference and

multi-stop LiDAR methods. The system achieved 40 MCPS per and channel 320 MCPS

for the entire 8-channel system. The smallest window size was 7.7 ps, and however,

the smallest precise window was measured as 107 ps. Around 100 ps peak-to-peak

jitter resulted in the measurements was caused by a time of walk of input circuitry.

This system was utilised in different photonics setups. In the first test, it was tested

against PicoHarp300, and matching results were obtained from both devices. In the

second test, the system was tested in the measurement of Rev-HOM dip effect, and

this phenomenon was successfully observed. Finally, it was tested with a coherent

state of the light experiment, and it showed functionality beyond the saturation of the

detectors.

The main limitation of the developed instrumentation was a requirement for large
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memory in an FPGA, and, as the number of channels increases, the memory needs

an exponential rise. Typically, a need for large memory requirements results in the

placement of more RAM blocks inside the FPGA fabric, which makes the design

harder to route without violating the timing constraints. In current Xilinx Spartan

6 architecture implementation of 8 channels was the limit, and, for more channels,

much larger FPGA architectures should be considered. Furthermore, although, TDC

provides 8.9 ps SSP, the actual precision of the coincidence counting was limited by the

time of walk of the input circuitry. Therefore, improvements in the timing instrument

breakout board and using faster FPGA chips should be considered for improving the

jitter affecting the coincidence counting operation. Also, a slight readout dead-time of

20.4 μs affecting the results, for the future a cyclic buffer for the readout logic should

be considered to eliminate this time.

As final words, this research provided an effective method for a precise multi-

channel high count-rate coincidence counting operation. It has shown to provide a

desired coincidence counting functionality for quantum photonics experiment, where

increasing complexity hinders the operation of current instruments. In the future, the

research can be extended by developing schemes which will increase the number of

operational channels, count-rate by implementing a dual-data rate TDC and improving

the linearity and precision by introducing multi-phase registration methods. For the

future works the section 8.3 should be referred. In the next section chapter summaries

will be presented.

8.2 Summary

In this thesis, the research done on high count-rate precise multi-channel coincidence

was presented in 7 chapters excluding Conclusion. In this section a brief summary for

each chapter will be provided.

In Chapter 1, an introduction to the timing measurement tools such as TDCs and

coincidence counters were provided. Constraints which are needed to be overcome

in order to implement such scheme were also discussed in this chapter. The main

constraints faced while implementing such a scheme included the timing precision,

maintenance of real-time operation and data transfer throughput. Therefore, the

proposed scheme needed to address these challenges. Research contributions are also

summarised in this section. In TDC side of the contributions include the development

of 8.9 ps (LSB 7.7 ps) single-shot precision TDC design using the dual-data rate

registration in combination with the code density calibration method. With the usage

of the Dual Data Rate Registration 1.2 LSB in Max DNL error, 1.8 LSB INL, 10 ps

in FWHM and 3.2 ps in SSP improvements were achieved. Contributions done on

coincidence counters research can be summarised as a development of a coincidence

counting scheme using a time tag-based multi-stop LiDAR correlation to implement
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a multi-channel labelling fast real-time coincidence counter. This scheme integrates

a TDC and coincidence counter into the same FPGA fabric to solve the data transfer

throughput problem. Also, this scheme operates a coincidence counting and TDC

concurrently for each channel to achieve an optimised real-time operation. This scheme

managed to measure all the coincidences with 107 ps window sizes and window sizes

as small as 7.7 ps could be used. A count-rate of 40 MCPS per channel and 320 MCPS

for the entire 8 channel system was achieved.

Chapter 2 presents the research review done on the ToF methods, quantum in-

formation concepts such as quantum interference, TDCs and coincidence counters.

ToF methods focused on modulation, pulse LiDAR variations and theory behind the

concepts. A brief theory about the quantum information theory, HOM-dip effect and

quantum interference were provided. These photonics concepts were necessary to

understand the applications where the proposed scheme was used. Research review

also included TDC methods implemented by using various technologies include FPGA,

ASIC or Analogue Circuits. Typically between SSPs of 770 fs - 400 ps were achieved.

Coincidence counter review included implementations using combinatorial logic, ana-

logue circuits, time tag-based methods, SFQs circuits and some specific coincidence

counting methods for certain applications such as nuclear sciences.

Chapter 3 presents the legacy of the coincidence counting system, where obsolete

time tag-based coincidence counting systems designed by the author were discussed.

These systems were the software-based real-time coincidence system, FPGA based

backward looking tag difference coincidence counting system and tag serialising FPGA

based forward looking tag difference coincidence counting system. The software imple-

mentation managed to prove the concept of the forward looking tag difference method,

and however, it could not achieve high count-rate due to the USB throughput between

the TDC and coincidence counter. The second system was the first successful integra-

tion of the coincidence counting and TDC into the same FPGA. This implementation

used a RAM block as a buffer to search for coincidences, which resulted in high jitter at

the results. The third approach was very similar to the final system apart from using a

tag serialiser to connect the TDC to the coincidence counter. Therefore, the count-rate

was limited by the tag serialiser. However, the third implementation successfully used

the multi-stop LiDAR method to implement a real-time coincidence counter.

Chapter 4 presents the implementation details of the proposed TDC scheme. This

includes how the carry chain’s state is captured, and code is generated, the details

of the calibration module and Dual Data Rate Registration. A 511-bin delay line was

implemented using the Spartan 6 LX150 FPGA located on the Opal Kelly XEM6310.

The system clock was set to 125 MHz (8 ns). The double registration was implemented

by capturing the state of the same delay line with both edges of the clock, and these

codes were averaged. The calibration block used the code density testing method to

calibrate the averaged codes, and the final code is scaled up to 1023-bins (10-bit) in
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the calibration block. Also, the LSB resolution of the TDC was set to 7.7 ps.

Chapter 5 presents the implementation details of the coincidence counter scheme.

The coincidence counter implementation details include the multi-tag correlator, co-

incidence detector and coincidence counter are presented in this chapter. Also, the

hardware and software of the implementation documented in this chapter. The multi-

tag correlator continuously subtracts time differences between the START and many

STOP signals from the perspective of a channel, which essentially uses the multi-stop

LIDAR correlation. These time differences are used for the coincidence address for-

mation in the coincidence detection module. The coincidence addresses are used as

indices of a RAM block in the coincidence counter block and incremented each time

a coincidence address is passed to the coincidence counter. It should be noted that

each channel executes these operations in parallel. For this research, a TDC breakout

board was designed for the Opal Kelly board which was developed in the University of

Bristol Photonics group. This board accommodated a low jitter clock, jitter attenuators

and 8 I/O ports. The software interface was implemented by using the Opal Kelly API

to interface the USB 3.0. Also, the software includes post-processing to fix duplicates

and missed coincidence counts.

Chapter 6 discusses the performance of the TDC in terms of functionality, linearity

and precision. Functionality was discussed in terms of multi-stop operation. The

design successfully managed to capture 120 STOP signals between two START signals.

The linearity of the TDC was discussed from 3 parameters; bin widths, DNL and

INL. The bin widths of the design were compared before and after the calibration

and linearisation. The improvement in max INL error after calibration achieved as

a drop from -30 LSB to 10.8 LSB. The maximum DNL error after the linearisation

which was dropped from 4.1 LSB to 2.9 LSB, and generally the DNL was smaller

across the delay line. After the linearisation, INL values were observed to be much

closer to zero, and a maximum of 8 LSB INL error was achieved. In addition, the SSP

of the TDC compared before and after the calibration and linearisation. Before the

calibration, the single-shot precision was measured as 22.6 ps, after 12.1 ps and after

the linearisation, it was observed as 8.9 ps RMS. These results showed clearly the

effects of the calibration and linearisation on the TDC.

In Chapter 7, the benchmarks obtained from the coincidence counter implemen-

tation was discussed. These tests demonstrated the functionality of the system in

quantum photonics applications, the limits of the instrument and its verification. To

test the design’s functionality, two quantum photonics experiments were used, which

were the detection of quantum interference occurring with the rev-HOM dip effect and

pseudo-photon-number resolving detection of a coherent state of light. The rev-HOM

effect was successfully observed with the coincidence measurement as the phase be-

tween the channels changed between 0 to 2π. In the pseudo-photon-number resolving

detection of a coherent state of light, multi-fold coincidences rates are measured and
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coincidences rates were observed as within 1 σ error bars with an ideal. Also, the

coincidence counter showed the functionality of working beyond the point of detector

saturation. When the limits of the system tested, the highest count-rate of a single

channel observed as 40 MCPS, and for the entire system, it was 320 MCPS. The

smallest window size that could capture all the coincidences precisely was observed as

107 ps. However, the smallest window could be set to 7.7 ps. The reason of timing jitter

being larger than the TDC’s 8.9 ps SSP was the time of walk of the input circuitry. Also,

the system’s results were verified by using PicoQuant PicoHarp300, and both devices

are used for measuring the fixed delay in an optical setup. The results obtained from

both devices were agreeing with each other. Thus, the proposed system’s functionality

has been verified.

8.3 Future Works

The future works of the research focus on improving the ideas represented in this

thesis. These ideas include improving the precision by improving the linearity of the

TDC, improving the data-rate of the coincidence counting and increasing the number

of channels that the system can handle. In this section, possible improvements for

future works will be discussed.

8.3.1 Improving Precision and Linearity of the TDC

Figure 8.1: Multi-phase registration TDC Waveforms

Concepts of linearity and precision cannot be thought independent form each other

as discussed before. The improvement in linearity will also benefit the SSP of the TDC,

and therefore, the Dual Data Rate Registration method was invented in this research

and improvements in both precision and linearity were observed. The Dual Data Rate

176



8.3. FUTURE WORKS

Figure 8.2: Multi-phase registration TDC architecture

Registration essentially uses two different phased clock to achieve this. Hence, to

improve this method, multiple phased clocks can be used like in multi-chain averaging

TDC. As the paper [159] proposes a single shot precision around 1-2 ps range could be

possible to achieve when 8 different clock phases were used.

In order to this, the clock region detection is needed to be implemented for all

multi-phase clocks. This can be done by dividing the clock period into N pieces, where

the N is the number of clock phases. Therefore M-binned delay line is needed to be

divided into M/N regions, and based on the region that trigger is, the code is added.

For each clock phase regions Tf ine+(M/N)×k, where the k is the region between 0 to

N, The phase of the clock capturing the fine can be represented as Tclkφ = Tclk/φ. The

explanatory diagram can be seen in Figure 8.1.

Each Tclkφ captures the state of the delay line with D-type flip-flops, and after the

correction added based on the trigger signal’s detected region, M number of different

codes are averaged for dividing the code to M. Thus, additional M-bits are added to the

fine code. Therefore, the new LSB resolution become Tclk/2M+log(N+1)−1. For instance,

for 511 bins and 8 phased clock would provide LSB of 8 ns/215 = 0.24ps. Illustration of

the components of the diagram can be seen in Figure 8.2.

8.3.2 Dual Data Rate TDC

Dual Data Rate Registration method showed how both clock edges could be used in

a TDC scheme. Thus, this could be improved in order to implement a TDC scheme

which uses both clock edges to operate. Dual Data Rate TDC can be implemented by

registering the delay line with a rising edge like normal, but by modifying the priority
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encoder to encode two thermometer codes from a single delay line. Two-code encoding

is only enabled when two trigger signals were detected. Therefore, this method can

effectively halve the dead-time and achieved a double data rate operation of the TDC

channel.

Figure 8.3: Dual Data Rate TDC architecture

The way to capture double triggers is using a grey code counter method mentioned

earlier. For instance, if two bits of the counter is changed, this would indicate double

trigger signals. Whenever double triggers are detected, the priority encoder decodes

two separate thermometer codes, which are separated by trailing zeros. This can

be done by detecting the first ’1’ to ’0’ transition and biggest bin with ’1’. Therefore,

whenever there are two trigger signals detected, the first fine code is the ’1’ to ’0’

transition and the largest ’1’ bin is the second fine tag. The first trigger uses the first

half of the clock period to quantise the time, while the second half of the period is used

for the second trigger. This operation is done by subtracting the first fine tag from

the coarse counter corresponding to the rising edge, while for the second fine tag it is

added to the coarse counter at the rising edge. This architecture can be seen in Figure

8.3 and its waveform Figure 8.4.

Figure 8.4: Dual Data Rate TDC Waveform
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8.3.3 Improving Coincidence Counter Channel Number

The final crucial future work of this research include researching methods to improve

the number of coincidence counter channels. The main limitation of this research is the

need for an exponential increase in the amount of memory needed as it was mentioned

before. Therefore, one way to get around this problem is a migration of implementation

to a newer FPGA chip, but this is still not a valid option to achieve a very high channel

number due to the available FPGA options. One way to address this problem can be

compressing the size of the counter located inside the RAM block. For example, the

counter address known to be storing very few addresses can be tried to be combined,

and as a result, the memory requirement can be reduced.

Another approach can be using an arbitrary number of channels but only counting

their N-fold patterns. This can drop the logic utilisation of single channel from 2Nto(N
M

)
, where N is the total number of channels, and M is the biggest fold patterns stored.

This method will not be able to capture every coincidence between channels, but it will

improve the detection rate of some of the larger-fold coincidences. This is due to the

increase in channel numbers, which results in higher count-rate in the total system

also, if the memory required for capturing every 16 channel pattern is 65536 while(16
8
)

is 12870, which is almost 5 times less.
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Appendix A : Results from
Legacy Coincidence Counters

Introduction

This Appendix compiles results obtained from obsolete coincidence counting schemes.

These schemes include the real-time coincidence counting software, the FPGA based

backwards looking tag difference coincidence counter and the FIFO based forward

looking tag difference coincidence counter.

Real-Time Coincidence Counting Software

Coincidence Counting Benchmarks

Results obtained from the coincidence counter software [12] will be compiled in this

section. To test this system, the coincidence rate as a function of delay graph was

plotted using both rolling window and forward looking tag difference methods. For

testing, 512 kHz signal was generated to feed two channels with it and the integration

time was around 1 s. The delay range was between -4ns and +4ns. For the results

obtained from the rolling window approach can be seen in Figure 1 [12]. For tests

conducted with the forward looking tag difference method can be found in Figure 2.

The smallest coincidence window size which could capture all the coincidences were

measured as 0.49 ns with the rolling window. With the forward looking tag difference

method, 0.12 ns was achieved, which proved it as a plausible method for the

coincidence counting [12].
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Figure 1: The coincidence rate as a function of delay with Rolling Window [12]

Figure 2: The coincidence rate as function of delay with Forward Looking Tag Difference
method [12]

Backward Looking Tag Difference Real-Time FPGA
based Coincidence Counter

Coincidence Counting Benchmarks

In this section, results obtained from the coincidence rate as a function of delay test

for the backward looking tag difference method was compiled. This test was conducted

by using a signal generator running at around 1 MHz, and a fixed delay was between

two channels. The coincidence counter searched inside of a RAM block to find

coincidences. The Integration time was 100 ms. Results for different window sizes

could be seen in Figure 3 and in Figure 4 [11].
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BACKWARD LOOKING TAG DIFFERENCE REAL-TIME FPGA BASED
COINCIDENCE COUNTER

Figure 3: The coincidence rate backward looking tag difference method [11]

Figure 4: The coincidence rate backward looking tag difference method [11]

A very high jitter was observed at coincidence rates with this method since it has

shown that iterating inside a RAM block for a coincidence detection is not ideal for the

coincidence counting operation due to problems such as collisions of memory pointers

and the slow data processing.
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Real-Time Forward Looking Tag Difference FPGA using
Tag Serialisation

Coincidence Counting Benchmarks

The final multi-channel coincidence counting method was initially implemented by

using a single coincidence detecting and counting module where a FIFO was used for

serialising tags as it was mentioned before. This implementation was also tried with

the coincidence rate as a function of delay. For this test, two in-sync signal generators

with 1.13MHz inputs were used, where the delay between them was set around 75 ns.

The integration time was set to 600 ms, and around 680,000 tags were generated for

both channels. By adding 15 ps delay every 600 ms and the following plots were

achieved for this implementation [7].

Figure 5: The coincidence rate as a function of the delay [7]

Figure 6: The coincidence rate as a function of the delay [7]

In Figure 5, the smallest window size which managed to capture all generated
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REAL-TIME FORWARD LOOKING TAG DIFFERENCE FPGA USING
TAG SERIALISATION

coincidences accurately was 150 ps in this scheme. With this scheme, the jitter

problem was solved mentioned in section 8.3.3. Also, the performance of this scheme

with larger coincidence window sizes can be seen in Figure 6.
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Appendix B : Experiments
Results From
Pseudo-photon-number
Resolving Detection of a
Coherent State of Light

In this appendix, experiment results obtained from the pseudo-photon-number

resolving detection of a coherent state of lights. Attenuation values are additional

attenuation values added with VOA. For the results Table 1 can be referred.
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APPENDIX B : EXPERIMENTS RESULTS FROM
PSEUDO-PHOTON-NUMBER RESOLVING DETECTION OF A
COHERENT STATE OF LIGHT
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Table 1: Measurement results from Pseudo-photon-number Resolving Detection of a
Coherent State of Light (Attenuation vs N-fold Coincidence Rate/s)
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