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“When everything seems to be going against you, remember that an airplane takes off against

the wind, not with it . . . ”

Henry Ford
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Gust Loads Reconstruction for In-Service Support

by Simone Simeone

Gust and turbulence events are of primary importance in the estimation of limit loads and

in the analysis of flight incidents. The estimation of limit loads is required during the design

stage of an aircraft, whilst the analysis of flight incidents is requested for in-service support.

The former requires accuracy whereas the latter requires conservatism and speed. A method

for gust reconstruction based on numerical optimisation techniques is proposed in this work

and validated on the response of aircraft models of increasing complexity to known input gust

profiles. Satisfactory results are then obtained when applying the reconstruction framework

to realistic events where the input gust profiles are assumed to be unknown. With the results

obtained, a database of reconstructed gust profiles is then built and used to define the worst

case gust conditions, following a new method proposed here that consists of a combination of

the singular value decomposition technique, surrogate models and optimisation routines. The

results of this application show that the underlying characteristics of gust and turbulence profiles

can be used to define successfully the worst case gust conditions for aircraft design.

The second part of this work focuses on the harmonisation of in-service support within Airbus.

To appraise incidents, the manufacturer is requested to perform an investigation into the nature

of the exceedance and to indicate the remedial action, if any, to be performed before the aircraft

can be released permanently back into service. Airbus’ department of loads and aeroelasticity

is responsible for assessing the loads exceedances on the reported flight and ground incidents

on all Airbus aircraft. But, the current process for incident resolution has evolved organically

over the years with site based responsibilities, which have followed the historical evolution of

the Airbus organisation. This evolution resulted into a complex and intricate network, which

http://www.bristol.ac.uk
http://www.bristol.ac.uk/engineering
http://www.bristol.ac.uk/eng-systems-centre


has called for a general reorganisation and remodernisation. A new centralised solution is

therefore proposed here as a result of a thorough analysis guided by the fundamentals of systems

engineering practice. This centralised solution is designed in such a way as to incorporate the

gust reconstruction method proposed in the first part of this work and new methods that may

be proposed in the future.
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Kárman gust. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.34 Gust reconstruction diagram for in-service applications. . . . . . . . . . . . . . . 115

6.1 Matched filter theory and evolutionary algorithm method . . . . . . . . . . . . . 118

6.2 Response surface (surrogate) model used for the search of the worst-case gust . . 119

6.3 Two-dimensional loads envelope at a generic load station . . . . . . . . . . . . . 120

6.4 Overview of the SVD application to the worst-case gust problem. . . . . . . . . . 121

6.5 Graphical representation of the gust matrix Wg. . . . . . . . . . . . . . . . . . . 122

6.6 Sample representation of a surrogate model, also known as response surface. The
red dots represent the training data points. . . . . . . . . . . . . . . . . . . . . . 123

6.7 The “sample size vs. dimensions” diagram of default techniques in MACROS
GT Approx . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.8 Definition of surrogate model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.9 Flowchart of the optimisation used for the identification of the worst-case gust. . 126

6.10 First 25 SVD-reduced characteristic gust shapes. . . . . . . . . . . . . . . . . . . 127

6.11 Singular values σk (left) and cumulative energy contained in the first k modes. . 128

6.12 Comparison between actual and approximated values of Nz acceleration response. 129

6.13 Worst case gust shape. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.14 Acceleration response at the aircraft c.g. location (a) and shear force (b), bending
moment (c) and torque (d) at the wing root. . . . . . . . . . . . . . . . . . . . . 131

7.1 Problem situation classification and systems approaches . . . . . . . . . . . . . . 136

7.2 The cycle of action research. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

7.3 The learning cycle of Soft Systems Methodology (SSM) . . . . . . . . . . . . . . 139

7.4 Conceptual model derived from root definition. . . . . . . . . . . . . . . . . . . . 141



List of Figures xiii

7.5 Problem situation expressed by HPM . . . . . . . . . . . . . . . . . . . . . . . . . 143

8.1 Pre-existing in-service support process. . . . . . . . . . . . . . . . . . . . . . . . . 147

8.2 Proposed solution for in-service support process. . . . . . . . . . . . . . . . . . . 147

8.3 Time-Box Iterative model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

8.4 Actors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

8.5 To-be contextual view. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

8.6 Position in the system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

8.7 Functional top-level decomposition. . . . . . . . . . . . . . . . . . . . . . . . . . . 151

8.8 ISST sequence diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

8.9 Overview of ISST deployment process. . . . . . . . . . . . . . . . . . . . . . . . . 153

8.10 WiKi portal: Installation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

8.11 WiKi portal: Video Tutorial (screenshot). . . . . . . . . . . . . . . . . . . . . . . 155

8.12 Timeline of ISST development during the EngD project. . . . . . . . . . . . . . . 156

9.1 Entry into service (EIS) of each iteration (release) during the EngD project. . . . 160

9.2 Live global air traffic in a normal day of operation during January, 2019. . . . . . 162

D.1 Documentation management main page . . . . . . . . . . . . . . . . . . . . . . . 178

D.2 Working area: Home . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

D.3 Working area: Project Management . . . . . . . . . . . . . . . . . . . . . . . . . 178

D.4 Working area: Technical Deliveries . . . . . . . . . . . . . . . . . . . . . . . . . . 179

D.5 Rapid Application Development process . . . . . . . . . . . . . . . . . . . . . . . 181



List of Tables

2.1 Differences between original and revised gust formula . . . . . . . . . . . . . . . . 27

3.1 Summary of aeroelastic models and reconstruction methods used. . . . . . . . . . 68

4.1 Types of windowing functions and their typical application . . . . . . . . . . . . 74

5.1 Performance of the models used for the validation of the optimisation framework. 116

7.1 CATWOE analysis applied to in-service support. . . . . . . . . . . . . . . . . . . 140

7.2 ‘What seems to be the case now’ (AS-IS) with ‘what might be’ (TO BE) . . . . . 142

xiv



Abbreviations

AC Aircraft

ARD ARchitecture Dossier

BFGS Broyden–Fletcher–Goldfarb–Shanno

BRD Business Requirements Dossier

CG Centre of Gravity

CFD Computational Fluid Dynamics

CPU Central Processing Unit

DLM Doublet Lattice Method

DOF Degree Of Freedom

EIS Entry Into Service

FDR Flight Data Recorder

FEM Finite Element Modelling

FFAST Future Fast Aeroelastic Simulation Technologies

FFT Fast Fourier Transform

FRF Frequency Response Function

HHBF Hicks-Henne Bump Functions

HPM Hierarchical Process Modelling

HTP Horizontal Tail Plane

IFFT Inverse Fast Fourier Transform

GP Gaussian Processes

HDA High Dimensional Approximation

ISST In-Service Support Tool

IT Information Technology

IQ Interesting Quantity

MAC Mean Aerodynamic Cord

xv



Abbreviations xvi

MAX Maximum Absolute Error

MDOF Multiple Degree Of Freedom

PSD Power Spectral Density

RAD Rapid Application Development

RBF Radial Basis Functions

ROM Reduced Order Model

RRMS Root Mean Square Error

RSM Response Surface Model

SMT Shear Moment Torque

SSM Soft Systems Methodology

SVD Singular Value Decomposition

SVM Split Velocity Method

VTP Vertical Tail Plane

ULVM Unsteady Lumped Vortex Method



Symbols

A Aerodynamic influence coefficient matrix

C Aerodynamic damping matrix

C̄ Generalised matrix of aerodynamic damping

D̄ Generalised matrix of structural damping

E Aerodynamic stiffness matrix
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Chapter 1

Introduction

An incident is an event in flight or on the ground due to which the maximum allowable loads

on the aircraft and its components are deemed to have exceeded. Aircraft incidents are classi-

fied into two major categories: flight and ground. Flight incidents include excessive loads due

to turbulence and flight manoeuvres and grounds incidents include hard landings and ground

manoeuvres. This work mainly focuses on flight incidents and, particularly, on the calculation

of the source of the dynamic loads exterted on the aircraft structure during operation. An

increasing level of attention is being paid on the study and definition of turbulence when these

are encountered by in-service aircraft under various operating conditions. Turbulence1, or gust,

is generally defined as the movement of the air through which an aircraft passes and where

any component of the velocity of the air that is normal to the flight path (i.e. gust velocity)

will change the effective incidence of the aerodynamic surfaces; in turn, this will cause sudden

changes in the lift forces and hence a dynamic response of the aircraft involving flexible de-

formation [1]. The major problems that arise from turbulence are related to the static design

strength of the aircraft and to fatigue but additional problems may also arise with turbulence

i.e. difficulties in the precise control of flight paths (for example landing approach), passenger

and crew discomfort, loss of control triggered by clear air turbulence, high speed dive, high

elevator forces or, in military aircraft, weapon aiming/delivery and air-air refuelling. Clearly,

turbulence encounters are one of the major causes for the additional costs incurred by aircraft

1The term turbulence should not to be confused with turbulence modelling, which is typically discussed for
CFD applications.

2
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manufacturers and operators, due to mission cancellations and diversions, aircraft loss or re-

pairs for damages, reduced airframe life due to fatigue, requirements for special crew trainings,

increased aircraft inspections or even medical costs due to injuries and insurance claims.

Aircraft are expected to encounter atmospheric turbulence (or ‘rough air’) of varying degrees

of severity during their in-service lifecycle. Because severe turbulence may affect the static

design strength of the aircraft and moderate turbulence may cause fatigue damage to their

structure [2, 3], all modern flight vehicles require the evaluation of dynamic loads in response

to discrete and random gust excitation as early as the design stage. Figures 1.1b and 1.1a show

extracts from real events that are indicative of the two categories, namely discrete gusts and

continuous turbulence, used for design purposes since the early days of civil and military aircraft

development. The former models gust velocities that change in a deterministic manner and the

latter models, instead, random changes of gust velocity. Depending on the category, different

methods in the time domain or in the frequency domain and different aircraft models exist for

the analysis. But, with the increased complexity of today’s aircraft, the two idealised categories

may no longer cover for the higher level of interaction of all the aircraft system components and

the advancement in technology and computer power shall be used to open new ways for the

design and in-service analysis of these events.

(a) (b)

Figure 1.1: Vertical gust speed time history from real events of a discrete gust experienced
by a long haul aircraft (a) and a continuous turbulence recorded during a hailstorm on a short

haul aircraft (b).

Henceforth, this work aims to propose a new method for the reconstruction and decomposition of

the properties of atmospheric turbulence, considering real (recorded) events as starting points.

The reconstruction of atmospheric turbulence is not a straight forward process as, on today
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aircraft instrumentation, it is not currently possible to distinguish (or separate) the portion of

the aircraft response that is purely due to the deflection of control surfaces from the effects that

atmospheric turbulence have on the behaviour of the aircraft. For example, when considering

real recorded events, the aircraft incidence parameter available from the flight data recorder

includes both the effects of the pilot manoeuvering the aircraft and atmospheric turbulence

impacting the aircraft, and no accurate methods exist to perform such distinction efficiently.

In mathematical terms, the sought objective is to obtain a relation where the total aircraft

incidence parameter is defined as

αtot = αa/c + αg (1.1)

with αa/c being the aircraft incidence due to the manoeuvring operations of the aircraft only

and αg being the incremental incidence due to gust only. Additionally, the isolation of the gust

contributions could be translated into a database to be used for future aircraft development.

Such database could set the ground for a data analytics approach that could be used to remove

conservatism when determining whether the aircraft state is inside the bounds for safe operation,

either during design or after an in-service event, or to establish new ways for the estimation of

the fatigue life of the aircraft. Furthermore, it could determine a new way of defining the worst

possible gust conditions.

A deeper understanding of turbulence would also lead to a better reconstruction of the resulting

loads, which could be of major benefit also for the operator of the aircraft; in fact, knowing the

loads at any location of the aircraft structure during or soon after flight can avoid unnecessary

grounding and/or extensive and expensive inspection of the structure. As a result, the time

interval of regular aircraft inspections could be increased, or these inspections only be conducted

on special parts of the aircraft if information on the loads experienced by the aircraft during

flight were readily available, thus reducing operating costs of the aircraft and increasing its

availability [4]. Aircraft on ground (AOG) are, in fact, a threat for operators as they imply

huge losses of money in a market that is continuously growing, with an additional demand of

34,900 aircraft required within the next 20 years [5]. Figure 1.2 shows the likely evolution of the

civil aviation market until the year 2036, where circa 40% of the aircraft demand are needed

for the replacement of the current fleet and an impressive 60% are needed for the growth. This

increase in in-service aircraft will proportionally increase the number of reported incidents. A

reported incident requires the manufacturer to perform an investigation on the nature of the

exceedance and the remedial action, if any, to be performed before the aircraft can be released

permanently back into service. The Airbus department for loads and aeroelasticity is responsible
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Figure 1.2: Fleet in-service evolution (rounded figures to the nearest 10) [5].

.

to assess the loads exceedances on the reported flight and ground incidents on all Airbus aircraft.

The current process for incident resolution requires running specific tools for various aircraft

families and for each type of incident. The typical workflow for the assessment of an aircraft

Figure 1.3: Rich picture of current problem situation.

incident is represented in Figure 1.3 and follows the points outlined below:
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• a flight or ground incident is reported by an airline to Airbus customer services (0);

• data from the flight data recorder (FDR)2 is transferred (1) to the Integration Test Centre

(ITC), which is responsible to convert the data into a human readable format, in the form

of databanks and/or reports;

• the on-call engineer (available 24/7) receives the request (2) to perform the incident anal-

ysis directly from the ITC;

– based on the nature of the incident, the on-call engineer is located in France, Germany

or the UK and has access to site-based expertise and ad-hoc software solutions;

• a first assessment of the reported incident is obtained with the aid of look-up charts and

tables, which classify the incident based on the level of severity;

– if the level of severity is medium or high, a detailed analysis is performed by the

on-call engineer, who may require up to 2 weeks to clear the incident, depending on

the tools available to perform the appropriate analysis;

• results in the form of reports, signed by the relevant lead engineer, are sent back to

customer services (3);

• customer services are then responsible to communicate any operational recommendation

and/or maintenance action to the airline.

This process has evolved organically over the years with site based responsibilities, which have

followed the historical evolution of the Airbus organisation. It is now recognised that to support

an ever increasing fleet there is a requirement to reorganise the overall process to efficiently

respond to incidents. As of today, incidents’ analyses could require from as low as a couple

of hours, in the case of hard landing incidents where dedicated tools are already in place, to

as much as several weeks in all other cases. This brings the attention to the second goal of

this work that is to level down the turnaround time to few hours for all types of incidents,

for all aircraft families, by reorganising the incident support chain and centralising it with the

introduction of a unique support tool.

2The flight data recorder (FDR) is a device used to record specific aircraft performance parameters. Its
purpose is to store data on a medium that is designed to survive under extreme conditions that can result from
an accident. It can include more than 900 parameters and the format and content usually vary with the aircraft.
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1.1 Objectives

The objectives of this project can be summarised as:

1. The development of a method for the evaluation of gusts and turbulence properties based

on the reconstruction of gust velocity profiles obtained through an optimisation framework

applied to aircraft parameters available from flight data recorders;

(a) The availability of an extensive collection of real gust and turbulence profiles shall

open the opportunity for the derivation of the worst possible gust condition;

2. The centralisation of the incident support process that implies:

(a) A reduction in aircraft on ground events;

(b) The rationalisation of aircraft maintenance costs;

(c) A reduction in man-hour costs for the training and operation of incidents support

tools.

The second objective can be bonded in a concise root definition, developed by means of systems

engineering practice (§7.2.1), which reads:

“A system to transfer existing incidents’ analysis tools to a unique interface to

achieve the localisation of the incidents’ analysis process that allows a more

efficient customer service and a reduction in aircraft on ground, maintenance

costs and training sessions required.”

This system can be represented in a global context as a black box that provides connections

to external tools that allow handling, analysis and representation of recorded flight data. In

this context, only two user profiles shall be identified in the interaction with this in-service

support black box; these are the Customer Services and the On-call Team Member. The former

provides the initial inputs, i.e. loads reports3 and flight data recordings4, and is the recipient of

the results of the analyses; it doesn’t perform any computation with the tool itself. The latter

3The “Loads Report 15” is a report produced by the aircraft instrumentation following an incident that
provides aircraft parameters data such as gross weight, c.g. location, pitch, roll and yaw angles and correlated
max/min vertical, longitudinal and lateral acceleration at the time of the event.

4Flight data recordings are extracted from the Flight Data Recorder (FDR) which is located on board of the
aircraft.
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receives the inputs and performs the computations with the tool; s/he is part of the department

of loads and aeroelasticity.

If on one hand, the first objective aims to fulfill the novelty requirement from a purely academic

point of view, on the other hand, its solution is designed to be industrialised as part of the system

developed to achieve the second objective of this work. Figure 1.4 shows how these two objectives

fit together within this work and it is meant to be read as the map of this thesis. In fact, the top

branch extends towards the theoretical development of the time domain optimisation method,

which represents the novel approach for the reconstruction of gusts and moves away from inverse

methods; the bottom branch extends towards the development of the in-service support tool,

achieved through Systems Engineering practice. These two branches are interconnected by the

implementation, within the support tool, of the most suitable reconstruction method resulting

from the top branch i.e. the gradient based optimisation framework with CFD reduced order

models. This reconstruction method, in fact, given its strong computational performance may

be used as a solver for real time applications of the in-service support tool and, thus, reconstruct

gust profiles lively from in-service data (see Chapter 5). A third branch develops towards the top

of the figure and represents the opportunity to derive worst case gust conditions - an opportunity

that arises from the large amount of data produced by the methods developed in this work (see

Chapter 6).

1.2 Contribution to knowledge and value-added

The first main objective of this work aims to contribute to the body of knowledge by proposing a

method for extracting gust and turbulence properties from incident data. As mentioned earlier,

the reconstruction of the gust shape would allow a better estimation of the loads exerted on

the structure. In fact, understanding the properties of any turbulence encountered by in-service

transport aircraft under various operating conditions is of increasing interest to aircraft manu-

facturers, which are putting effort into this process in order to collect valuable information for

future aircraft development. Over the last four years, a method has been developed based on a

framework designed around numerical optimisation algorithms that are able to reconstruct vir-

tually any turbulence profile starting from the analysis of flight data recorders [6]. Although it is

not part of the software for in-service support yet, this method has been tested and validated on

several academic case studies, including computational fluid dynamics applications and reduced

order models, and so far results have been published in three conference papers [6–8]. Moreover,
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the proposed reconstruction method has been applied within a framework established through

this work that aims to contribute to the search of the worst case gust condition, which is of

increasing interest among aircraft designers for certification purposes.

The second main objective of this work, instead, has been approached with formal methods

in systems engineering that “[. . . ] added value to the final deliverable as well as improved

the efficiency in managing the various organisational interfaces” – A. Rampurawala, Airbus

Operations Ltd. This strategy covered the application of two problem structuring methods,

namely Soft Systems Methodology (SSM) and Hierarchical Process Modelling (HPM)5; the

former was used to identify and formulate the problem and to plan the actions required for the

resolution, all through the use of conceptual models and interviews, and the latter was used

to define the structure for the development of the agreed solution. Finally, the agreed solution

consists in the migration from a situation where the on-call engineer (one of the key actors in the

in-service support chain, responsible for running the analyses) has specific skills and expertise

– that are function of aircraft and incident type - required to assess the incident, to a situation

where any member of the on-call engineer’s team can assess any incident without the need of

a specific set of requirements. The following flow charts clearly show to what extent the new

solution simplifies the pre-existing in-service support process.

Figure 1.5: Pre-existing in-service support process.

In fact, the new solution promotes the change from a situation where the incident data only

reached the skilled on-call engineer after a 5-step decision process, as shown in the lower part

of Figure 1.5, to a situation where a single actor external to the customer service team, i.e. the

on-call team member6, has access to a unique software solution that does not require incident

5Soft Systems Methodology (SSM) and Hierarchical Process Modelling (HPM) are problem structuring meth-
ods used within Systems Engineering practice to tackle problems that are not well defined, involve many interested
parties with different perspectives and are subject to multiple interpretations [9, 10]. A description of these meth-
ods, and the application within this work, is discussed in Chapter 7.

6The on-call team member is a skilled engineer who is responsible for running the incident analysis promptly,
after a request is received from Customer Services. His/her availability is controlled by an internal rota and,
when on-call, s/he responds to incident analysis requests 24 hours a day.
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specific skills and that has the capability to handle the analysis of a wide range of/virtually

all incidents (Figure 1.6). Thus, this solution shall improve the in-service support process by

Figure 1.6: Proposed solution for in-service support process.

reducing the lead time for aircraft back-to-service status, saving revenues at airlines level as

well as improving Airbus reputation. It is a solution that relies on the development of new and

harmonised software that:

• is unique for all types of aircraft and all types of loads incidents, thus enabling flexible

and robust on-call service;

• has greater accuracy from use of production tools implemented for in-service support;

• delivers faster resolution from increased automation and vastly improved graphical user

interface.

1.3 Thesis overview

This thesis is divided into three parts. Part I forms the background and includes this intro-

ductory chapter. In Part II the reconstruction of gust loads is discussed from Chapter 2 to

Chapter 6. Chapter 2 introduces the needs, the historical development and the methodologies

used in industry and academia for the reconstruction of gust loads. Chapter 3 introduces

the aerodynamic and aeroelastic models that are used in this work, starting from a flat plate

modelled using potential flow theory and then following with models of higher levels of com-

plexity such as CFD and three dimensional models. Chapter 4 gives an overview of the inverse

method approach in frequency domain. This consists of the reconstruction of an exciting force

by observing the response measurements and evaluating the inverse of the forward system by

means of Fourier transforms. The limitations of applicability of this method are emphasized

in this chapter. Chapter 5 covers the description and application of optimisation techniques

in the time domain for the reconstruction of gusts and turbulence profiles. Two methods for

the optimisation are discussed in this chapter i.e. gradient-free and gradient based algorithms.

The strategy for the validation of the method is also presented, followed by its application to
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the aerodynamic and aeroelastic models introduced earlier. Chapter 6, the last one of Part II,

proposes a novel approach for the prediction of the worst case gust based on the application of

the singular value decomposition technique and the use of optimisation with surrogate models.

Part III presents the in-service support topic from the software development point of view and

includes the last three chapters of this thesis. Chapter 7 provides an analysis of the in-service

system from the systems engineering perspective. The application of problem structuring meth-

ods, including Soft Systems Methodology and Hierarchical Process Modelling, is illustrated here

and concluded by a critical review of the methods. Chapter 8 focuses on the methods & tools

part and provides a description of the steps necessary for the industrialisation of the new pro-

posed solution. Chapter 9 provides a summary of the achievements and the industrial impact

as well as an outlook on future applications and on different areas of engineering, and concludes

this work.
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S/ASC Structures, Structural Dynamics, and Materials Conference, San Diego, California,

2016.

• S. Simeone, T. Rendall, A. Da Ronch and A. Rampurawala, “A Gust Reconstruction

Framework Applied to a Nonlinear Reduced Order Model of a Wing Typical Section” in

58h AIAA/ASCE/AHS/ASC Structures, Structural Dynamics, and Materials Conference,

Grapevine, Texas, 2017.

• S. Simeone, T. Rendall, S. Williams, C. W. Wales, J. Cooper, D. Jones and A. L. Gaitonde,
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in International Forum for Aeroelasticity and Structural Dynamics, Como, Italy, 2017.
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mitted to the University of Bristol as a requirement of the Complex Systems Design

module, EngD Programme, Bristol, UK, 2015.



Part II

The Reconstruction of Gust Loads

14



Chapter 2

State of the art

The first objective of this work is to develop a method for the reconstruction and evaluation

of gusts and turbulence properties for the assessment of aircraft loads. Thus, a general under-

standing of the theory that is the basis for to the calculation of aircraft loads is fundamental.

This chapter covers the historical development of the theory and the requirements that set the

ground for the application of gust loads reconstruction in large aircraft manufacturer industry.

Moreover, a general overview is given on the process followed by the loads & aeroelastics de-

partment for the definition and assessment of aircraft loads, during the several design stages of

a commercial aircraft.

2.1 Introduction

Generally, the assessment of loads is required for the definition of the design strength or fatigue

capability that the structure of an aircraft should be able to withstand during the entirety of

its lifespan. Two types of loads are considered, namely, static and dynamic loads and fatigue

loads. Static and dynamic loads form the vast majority of calculations and are those loads

that the structure must withstand without permanent deformation or failure. Fatigue loads

are much smaller than static and dynamic loads but the aircraft structure must be able to

withstand the repeated loading of fatigue loads without leading to failure. Examples of loads

to be assessed are shear force, bending moments and torque in a wing, fuselage or tail, and

normal and tangential loads or pitching moments in structural members. Usually, knowledge of

wing shear force, bending moment and torque, also known as SMT loads, is sufficient but for

15
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more detailed designs the evaluation of inertia loads, aerodynamic loads and external loads (e.g.

engine thrust) and internal stresses may also be necessary. Information on loads are needed as

early as the “pre-design” stage of an aircraft for the overall sizing of the aircraft configuration

but their knowledge is also required at later stages. At the “detail design” stage, in fact, loads

provide strength targets for the design of each components; at the“checkstress” stage, they are

required to confirm that all the elements of the detailed design are in accordance with the design

targets; at the “certification” stage, where the structural engineers have to demonstrate that

the aircraft is strong enough to withstand the loading conditions specified in the airworthiness

requirements; and, finally, during in-service, as the aircraft shall be released permanently back

into service after a reported flight or ground incident. Flight and ground incidents, in fact,

represent one of the main sources of loads that an aircraft will experience during its life; these are

generated by turbulence in the atmosphere, landing at various descent velocities and/or ground

manoeuvres such as taxiing, turning, braking, surface bumps etc. Other sources of loads are,

instead, pilot induced manoeuvres within defined load factor limits and control systems and/or

engine failure cases.

Figure 2.1: Collar’s aeroelastic triangle and correlated load cases. Adapted from Wright and
Cooper [1].

In all cases, loads are ultimately a combination of the applied load condition (e.g. gust, control

surface displacement, landing gears reaction, etc.) and the inertia loading from the distributed

mass of the aircraft. Collar’s aeroelastic triangle can be adopted to provide a fuller picture

of the forces involved in the generation of the different loading conditions [1]. This is shown

in Figure 2.1 where it can be seen that the equilibrium (or steady) manoeuvres loads derive
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from the interaction of elastic forces with aerodynamic forces and, thus, sit within the discipline

of static aeroelasticity; also, the interaction of aerodynamic forces with inertia forces generates

dynamic flight manoeuvres loads that are embraced by the discipline of stability and control; and

part of vibration studies are, instead, ground manoeuvre loads that generate from the mutual

interaction of inertia forces and elastic forces. Finally, the full interaction of inertia forces with

aerodynamic forces and elastic forces form the gust and turbulence loads that involve the study

of dynamic aeroelasticity. These four families of loads are classified for certification into two

main categories: bookcase and rational [1]. The former refers to relatively artificial states of

the aircraft in which applied and inertia loads are in equilibrium; these are mostly considered

for equilibrium manoeuvres but also apply for some ground manoeuvres. The latter, instead,

refers to more realistic conditions where the aircraft dynamics are modelled and simulated

accordingly; these mostly apply to dynamic and ground manoeuvres and gust or turbulence

events. These load cases define the maximum loads (also defined as limit loads in the certification

requirements) that are expected in service and that the aircraft structure must be able to

withstand without detrimental permanent deformation. Ultimate loads are also part of the

certification requirements and are defined as limit loads times a safety factor (in general of 1.5);

they must also be supported by the aircraft without experiencing failure.

2.2 The flight loads model

The evaluation of load cases requires a well-established flight loads process. This is generally

based upon a model constructed over the MDOF system described by the following generalised

equation

M̄q̈ + (ρV C̄ + D̄)q̇ + (ρV 2Ē + K̄)q = (ρV )F̄u (2.1)

where M̄, C̄, D̄, Ē, M̄ and F̄ are, respectively, generalised matrices of stuctural inertia, aerody-

namic damping, structural damping, structural stiffness, aerodynamic stiffness and input force

coeffiecients; ρ is the density of air, V the true air speed, q the displacement vector of gener-

alised coordinates with dimensions (Nm × 1), with Nm being the number of modes considered

sufficient to cover the frequency range of interest in the MDOF system, q̇ is the rate vector of

generalised coordinates (mode shapes) with dimensions (Nm × 1), q̈ is the acceleration vector

of generalised coordinates with dimensions (Nm× 1) and u is the vector of input forces and has

dimensions (Nf ×1). The generalised matrices provide the contributions per unit mode and are
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defined as

F̄ = ΦT F with dimensions (Nm ×Nf )

M̄ = ΦTM Φ with dimensions (Nm ×Nm)

C̄ = ΦTC Φ with dimensions (Nm ×Nm)

Ē = ΦTE Φ with dimensions (Nm ×Nm)

where Φ is the matrix of normal modes of vibration and ΦT its transpose, F is the original

matrix for external forces due to engine thrust, control surface deflections, gust inputs, etc., M

is the original mass matrix, C is the original aerodynamic damping matrix and E is the original

aerodynamic stiffness matrix. An auxiliary equation is then used to get the forces on a certain

part of the structure, i.e.

Loads = Y = F̄Tu− M̄T q̈− C̄T q̇− ĒTq (2.2)

with

F̄T = T F̄

M̄T = T M̄

C̄T = T C̄

ĒT = T Ē.

(2.3)

Here, T is known as the T-matrix and is used as a ‘mask’ to filter only the areas of interest in

the structure; this matrix, in fact, defines what are known as Interesting Quantities (IQs). For

example, setting parts of T to zero will isolate the wing or other components from the rest of

the structure. Each unit contribution multiplied by q, i.e. the amount of each mode, provides

the overall mass, aerodynamic damping and stiffness contributions.

It is clear from equations 2.1 to 2.3 that the flight loads model consists of four principal building

blocks, namely, aerodynamic data, mass data, T-matrix and modes. From an industrial

point of view, each building block translates to data that is produced by the relative department.

The aerodynamic block contains thousands of “data labels” that describe the aerodynamic char-

acteristics of the aircraft but only those that are applicable to loads calculations are considered

in the flight loads model. Key labels are: zero lift pitching moment coefficient for the wing

(Cm0), wing pitching moment coefficient as a function of incidence (∂Cm/∂α), fuselage lift co-

efficient as a function of incidence (∂CL/∂α), downwash gradient (∂ε/∂α) and alpha transitions
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(α1, α2, α3). Further data delivered within the aerodynamic block concern the engines (pods),

control surfaces and more general terms such as downwash gradients and CLmax. To simplify

Figure 2.2: CL − α linear regions.

the calculations, data that is dependent on incidence (α) is linearised and split into four linear

aerodynamic regions (R0-3), which are defined as in Figure 2.2. Particular attention goes to

region R0, also referred to as the leading region (LR), because it represents the area where the

aircraft flies (mostly) at 1g in cruise and it is, indeed, the area where the wing is optimised to fly.

Also, all gusts are calculated within this region, because the incidence achieved by the aircraft,

even in extreme gusts, rarely exceeds the limits of R0. For structural sizing, however, the loads

within all regions must be considered; this is only achieveable by using different aerodynamic

models that consider all the possible wing configurations i.e. slats, flaps and airbrakes retracted

or extended and combinations of these. Furthermore, all loads cases must be covered for all the

Mach numbers that the aircraft is capable to fly.

The mass properties department and the fuel group provide the mass data block. This includes

details on the mass of the major components of the aircraft, i.e. wing, fuselage, horizontal

tail plane (HTP), vertical tail plane (VTP), engines and landing gears. The sum of these

components provides the mass of the entire aircraft. Each component mass is delivered in the

form of condensed mass points; for large components such as wings, fuselage and tails, several

mass points are needed whereas engines and landing gears are generally delivered as one mass

point, with an associated CG with respect to a reference point. These information form two

basic mass cases; both consider the mass of the aircraft without any fuel but one is for retracted

landing gears and one is for extended landing gears. Although the mass remains the same in

both cases, the CG and inertia properties are different. These two mass cases are labelled as

OWER - Operators Weight Empty Retracted - and OWEE - Operators Weight Empty Extended
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- and form the basis of a wide range of mass cases that differ in the level of fuel that sits in each

tank of the aircraft (wing tanks, fuselage tank and trim tank).

As stated above, the T-matrix defines the IQs of the aircraft or, in other words, the position

of the stations for which loads are sought. When additional information are included in the

T-matrix (e.g. distances from the wing root) bending moments, torque, accelerations, or even

elevator deflection and tail incidence, can be extracted. Two subparts form the T-matrix: one

that provides the loads contribution given by the aerodynamic matrices and one that provides

the contribution from the structural matrices. However, only loads quantities that are obtained

by linear summation can be considered.

The last component of the flight loads model is the modes data block, which is delivered by the

aeroelastics team. The computed aircraft modes are based on a Finite Element Model (FEM)

that is the combination of different FEMs delivered by the wing team, the fuselage team, the

engine/pylon team, the VTP team and HTP team. These modes combined with the mass and

aerodynamic matrices provide the generalised matrices of equations 2.2 and ??.
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Figure 2.3: Example of design speed envelope. The coloured dotted lines indicate the aircraft
design speeds (i.e. VA is the maximum speed for manoeuvering, VB is the maximum speed for
maximum gust intensity, VC is the maximum cruise speed and VD is the maximum dive speed)

at the different altitudes and the light grey lines indicate the equivalent Mach number.
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The complete flight loads model can perform calculations for all Mach numbers and all mass

cases. However, the combination of Mach numbers, mass cases and also altitudes generate

an infinite number of flight points that would be impossible to evaluate. Flight envelopes are

thus defined to enclose the flight points within well-established boundaries, or speedcurves,

that refer to specific aircraft performance criteria. These speedcurves are defined by the design

manoeuvering speed (VA), the design speed for maximum gust intensity (VB), the design cruise

speed (VC) and the design dive speed (VD), which is a combination of extreme conditions that

define the maximum speed that the aircraft should ever reach. Figure 2.3 shows an example of

design speed envelope; this is used to identify the critical load cases within the speed/altitude

range of the aircraft and at enough points on (and sometimes within) the boundary lines to

ensure that the maximum loads for each part of the aeroplane structure are obtained (CS25.321

[11]). Other flight envelopes are also used to identify the critical load cases at each weight and

for any practical distribution of fuel and payload (Figure 2.4) and to define maximum speeds

and load factors (Figure 2.5).

Figure 2.4: Example of design weight envelope where the aircraft c.g. is expressed as a
percentage of the wing Mean Aerodynamic Cord (MAC). Source: Wright and Cooper [1].

A ‘gust envelope’ also exists (Figure 2.6), which is a graphical representation of

n = 1 +
ρ0 wgEAS a Kg

2W/S
VEAS (2.4)

otherwise known as Pratt’s equation [12], which was used historically to define the load factors

for design at different flight conditions [1]. The envelope is constructed evaluating Equation 2.4

for different gust velocities wgEAS and drawing lines between the instersection of load factors n
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Figure 2.5: Example of flight manoeuvring envelope. Source: Certification Specifications [11].

and the specified flight velocities VB, VC and VD, expressed in EAS. The corners represent the

areas of major interests where most of the design calculations are to be carried out. However, this

approach is no longer used by aircraft manufacturers and does not form part of the certification

requirements [1]. A brief history on the evolution of aircraft gust loads design requirements is

given in the next section.

2.3 Gust loads requirements

2.3.1 History

The two gust design criteria that can be found in the Certification Specifications [11] and are

reported in Section 2.3.2 and 2.3.3, are the result of studies that started in the first half of

the 20th century and whose milestones are indicated in Figure 2.7. These studies were first

documented in a report from NACA (U.S. National Advisory Committee for Aeronautics, now

NASA) titled “Theory of an Aeroplane Encountering Gusts” and published in the year 1917

[13]. Fuller, in his journal article on the evolution of gust loads design requirements [14], states

that the first gust loads regulation was established in 1934 and was based on an aeroplane

encountering a sharp edge or step function gust of intensity U ; then, with the assumption of

quasi-steady aerodynamics and no vertical motion of the aeroplane, the incremental lift was
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Figure 2.6: Gust envelope on a forward velocity vs aeroplane load factor (V-n) diagram. Note:
gust velocities are expressed in Equivalent Air Speed (EAS). Source: Wright and Cooper [1].

Figure 2.7: Timeline evolution of gust requirements.

given by

∆L = a

(
ρV 2

2

)
S

(
U

V

)
(2.5)

where a is the lift curve slope per radian and U/V is the incremental angle of attack (in rad)

due to the gust. With the help of Newton’s second law, the acceleration increment could then

be obtained as

∆n =
1/2 ρ a V U

W/S
. (2.6)
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In 1941, the alleviation factor K was introduced into the sharp-edge gust equation to account for

the nonsteady aerodynamic effects due to gust penetration and the aeroplane vertical response

motion. These two reactions were identified during studies conducted by NACA on the Lockheed

XC-35 aeroplane [14]. When first introduced, the alleviation factor varied with wing loading

(K = 1.0 being the wing loading of the Boeing 247) and was based on the idea that the gust

velocity increased linearly with distance, up to a limit of 10 chords. Gust design values later

became dependent on aircraft speed, with the introduction in 1946 of gust design requirements

based on the V-n diagram (as the one shown in Figure 2.6), and by 1951 transient effects on

flexible aircraft also entered the equation. The dimensionless mass parameter, µg, which takes

into account not only the wing loading but also air density (ρ), wing chord (c) and lift curve

slope (a), and that is defined as

µg ≡
2W

S a ρ c g
=

2M

S a ρ c
(2.7)

was introduced in the mid-1950s as the sole variable defining the revised gust alleviation factor,

Kg. This factor, which can be understood as the ratio between the peak normal acceleration from

a discrete gust and the reference value of peak acceleration from Equation 2.6 [15], constituted

the renowned revised gust load formula

∆n =
1/2 ρ a V U

W/S
Kg (2.8)

also introduced earlier as Pratt’s equation (Equation 2.4) and whose derivation is shown in

Section 2.4. The introduction of Kg was necessary to accommodate for the aerodynamic lag

that resulted from the build-up of lift during the gust penetration and for the response of the

aeroplane due to the sudden change in incidence. These effects were first approximated by

Küssner [16] and are, respectively, incorporated in what are known today as the Küssner (Ψ)

and Wagner (Φ) functions. Küssner function accounts for the change in velocity whilst Wagner

function accounts for the sudden change in angle of attack. These functions are illustrated in

Figure 2.8 as a function of number of chord lengths travelled but can be described by considering

the variation with time of the gust velocity U and of the aeroplane angle of attack α as a series

of (infinitesimally) small incremental step changes. As a result, Ψ and Φ can be expressed as

indicial functions written, respectively, as

Ψ(t) =
Lg(t)

Lα(∞)
and Φ(t) =

Lα(t)

Lα(∞)
(2.9)
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where Lα(∞) = 1
2ρV

2aS and gives the lift due to the aircraft angle of attack. Defining the step

incremental changes in gust velocity and incidence, respectively, as

∆U = U̇∆t and ∆α = ∆

(
ż

V

)
=

1

V
≡ z̈∆t , (2.10)

the total incremental lifts Lg(t) and Lα(t) at time t given by the sum of all the step changes

due to, respectively, gust velocity and incidence become

Lg(t) =
1

2
V 2aS

t∑
0

Ψ{t− t∗} U̇{t∗}∆t∗ ≡ 1

2
V 2aS

∫ t

0
Ψ{t− t∗} U̇{t∗}dt∗ (2.11)

Lα(t) =
1

2
V aS

t∑
0

Φ{t− t∗} z̈{t∗}∆t∗ ≡ 1

2
V aS

∫ t

0
Φ{t− t∗} z̈{t∗}dt∗ (2.12)

where z indicates the displacement of the overall aircraft in the vertical direction.

Figure 2.8: Küssner and Wagner functions.

The alleviation factor Kg also took into account the introduction of a revised gust shape. In

fact, the latter was switched to the bell-shaped ‘1 − cos’ function (Figure 2.9) with H = 12.5c

[12]. Interestingly, the reason behind the choice of the ‘1− cos’ shape appears to be connected

with the view that no gust could start with a finite slope but, as argued by Houbolt [3], this

is a notion irrelevant to the assumption that realistic gust encounters could be represented by

discrete gusts or, in fact, by any shape.



Chapter 2. State of the art 26

Figure 2.9: Typical bell-shaped ‘1 − cos’ gust required by the certification specifications for
discrete gust calculations. Uds is the maximum design gust velocity, H is the gust gradient and

hg is the total gust length.

Equation 2.8 was finally incorporated in Part 4B-3 of the U.S. Civil Air Regulations in the year

1957; this remarked the first step towards the development of more advanced techniques for

the analysis of the aeroplane dynamic response [14]. A summary of the differences discussed so

far between the original gust load formula and its revised version is given in Table 2.1, which

opens the discussion to some important aspects. The first one of the these is the difference

between K and Kg and their representation as a function of, respectively, wing loading and

mass parameter. Because K was not used in terms of mass parameter, a family of curves, each

varying with mass, had to be used versus wing loading; however, the single curve shown in the

table for K, normalised to unity at the wing loading of the Boeing 247, was the result of various

engineering assumptions and was considered to be sufficient for aeroplane design and operations

of that generation [12]. For modern aircraft design, instead, the single representation of K

as a function of wing loading was no longer considered valid and was, thus, substituted with

the revised alleviation factor Kg represented as a function of the mass parameter µg. Another

relevant difference highlighted in the table was in the definition of the gust velocity. In fact, the

original gust formula was function of the effective gust velocity Ue, which was only a fraction

of the maximum equivalent velocity of the gust shape, whereas the derived gust velocity Ude,

equal to the maximum equivalent velocity of the gust shape, was introduced in the revised gust

formula.

In the early 1950s, just before the incorporation of the revised gust formula into the regula-

tion requirements, the continuous nature of atmospheric turbulence was also recognised and
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Original Revised

Gust load
formula

∆n = aρV UeK/(2W/S) ∆n = aρV UdeKg/(2W/S)

Gust shape

Gust gradient , H 10 chords 12.5 chords

Alleviation and
gust factor

Gust velocity Ue ∝ U
√

ρ
ρ0

Ude = U
√

ρ
ρ0

Table 2.1: Differences between original and revised gust formula. Adapted from Pratt and
Walker, 1954 [12].

research studies were initiated by NACA to adapt power-spectral methods of generalised har-

monic analysis (until then only used in the communications industry) to aircraft gust loads

[17]. The research on power-spectral methods did not see its limits in the definition of atmo-

spheric turbulence but also extended to the quantification of the dynamic elastic response of

the aeroplane. Later on, studies performed by Lockheed and Boeing led, in 1966, to a complete

definition of the procedures and criteria requried to apply this method [14]. However, it was

only in September 1980 that the FAA incorporated into the U.S. Federal Aviation Regulations

(FAR) a criteria based on the power-spectral technique. In fact, before then, the only reference

to power-spectral criteria for gust loads was the statement: “25.305 Strength and deformation

[. . . ] (d) The dynamic response of the airplane to vertical and lateral continuous turbulence

must be taken into account” [2]. Long discussions and arguments between the FAA and the

contracted agencies (Lockheed and Boeing) on the definition of the power-spectral scale factor

Uσ were the main reason for the delayed incorporation of the continuous turbulence criteria in

the FAR requirements [14].
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2.3.2 Discrete Gust Design Criteria (CS 25.341a)

It is since the 1950s [14, 18] that the requirement set by the airworthiness authorities reads that

an aeroplane in its design stage must be subject to symmetrical vertical and lateral gusts in

level flight and that the shape of the gust shall be taken as

U =
Uds
2

(
1− cos

πs

H

)
for 0 ≤ s ≤ 2H (2.13)

which describes the typical ‘1−cos’ gust shape defined mathematically in the space domain and

assumed constant versus the time at a given point, as shown in Figure 2.9 [11, 19]; here, H is

the gust gradient i.e. the distance parallel to the aeroplane’s flight path for the gust to reach

its peak velocity, s is the distance penetrated into the gust and Uds is the maximum design gust

velocity specified as

Uds = UrefFg

(
H

107

)1/6

(2.14)

where Uref is a reference gust velocity1 in EAS, Fg is the flight profile alleviation factor2 (both

are defined in CS-25 [11]) and 107 (if considering metres, otherwise 350 for feet) is the limit

gust gradient that shall be used to satisfy the certification requirements. Equation 2.14 was

derived by the Aircraft Industries Advisory Group (AECMA) in an effort to counter-propose

a Notice of Proposed Amendment to JAR 25 entitled “A Unified Discrete Gust Requirement

and Associated Means of Compliance” issued in May 1988 [14]. The AECMA counterproposal

was accepted because their formula was shown to give the best fit to the load levels resulting

from full profile analyses and for a range of different load quantities evaluated on several types

of aircraft. Figure 2.10 shows the maximum design gust velocities over the gust penetration

distance; up to 20 or more gust gradient distances H should be considered in the range 9.1

m to 107 m (30 to 350 ft) in sufficiently small increments to satisfy the discrete gust design

condition. Shown in the same figure are also the results of Equation 2.14 as it can be seen that

longer gusts have larger gust velocities. Besides, the certification specifications require for the

1For an aircraft flying between the maximum speed for maximum gust intensity (VB) and maximum cruise
speed (VC), the reference gust velocity can be reduced linearly from 17.07 m/s EAS at sea level to 13.41 m/s
EAS at 4572 m and, consequently, further reduced linearly to 6.36 m/s EAS at 18288 m; for an aircraft flying at
maximum dive speed (VD), instead, the same rules apply but for halved speeds [11].

2The flight profile alleviation factor was introduced by the Federal Aviation Administration (FAA) to account
for the variation of gust occurrences with altitude and for the proportion of time that an aircraft operates in
a given altitude [14]. It increases linearly from a value at sea level, which is function of aircraft weight and
maximum operating altitude, and 1 at the operating altitude and it has the aim of weighing the design gust
speeds based on the flying altitude.
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dynamic analysis to take into account unsteady aerodynamic characteristics and all significant

structural degrees of freedom including rigid body motions.

Figure 2.10: Typical ‘1 − cos’ gust shapes used for certification which form the design gust
velocity envelope.

The design limit load, PLi, for a given load quantity is then defined according to the following

equation

PLi = P(1g)i ± Pli (2.15)

where P(1g)i is the 1g steady load for the considered load quantity indicated by the index i (e.g.

bending moment) and Pli is the maximum incremental load defined by the peak values of the

time histories that result from the series of separate ‘1− cos’ gust profiles considered.

Within the framework of discrete gusts criteria, it is sometimes considered necessary to treat the

loads arising from the combined action of vertical and lateral gusts. This analysis, not covered

in this thesis, is known as round-the-clock gust and assumes that these loads can be obtained

using a linear combination of the load time histories induced from pure vertical gusts and pure

lateral gusts [2].

2.3.3 Continuous Turbulence Design Criteria (CS 25.341b)

Part (b) of the CS-25.341 regulation states that the dynamic response of the aeroplane to vertical

and lateral continuous turbulence must be taken into account and that the limit loads must

be determined for all the critical flight conditions (altitudes, weights and their distribution,
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and speeds) specified in the certification requirements [11]. As for the discrete gust criteria,

unsteady aerodynamic characteristics and all the significant degrees of freedom must be taken

into account. The following equation must be used for the calculation of the limit loads due to

continuous turbulence,

PLi = PL(1g)i ± UσĀi (2.16)

where PL(1g)i is the steady 1g load for the condition, the index i indicates the type of load (e.g.

bending moment), Uσ is the limit turbulence intensity in true airspeed (Uσ = UσrefFg with Uσref

equal to the reference turbulence intensity, which varies linearly with altitude), and Āi is the

ratio of root-mean-square incremental load for the condition to root-mean-square turbulence

velocity. Āi must be determined by the equation

Āi =

√∫ ∞
0
|Hi(Ω)|2ΦV K(Ω)dΩ (2.17)

where Hi(Ω) is the frequency response function that describes the relation between the loads

exerted on the structure and the external atmospheric turbulence and is obtained by dynamic

analysis; ΦV K(Ω) is the normalised power spectral density3 (PSD) of atmospheric turbulence

given by

ΦV K(Ω) =
L̄

π

1 + 8
3(1.339L̄Ω)2

[1 + (1.339L̄Ω)2]
11
6

(2.18)

where Ω = ω/V is the scaled frequency (rad/m) with V being the flight speed (m/s TAS), and

L̄ is the characteristic scale wavelength of the turbulence (typically 762 m, but usually quoted

in feet i.e. 2500 ft, to best fit experimental data) that dictates the variation of the PSD with

frequency. Also known as von Kármán spectrum, Equation 2.18 is a mathematical model of

atmospheric turbulence that best matches experimentally observed data [1, 2] and where the

constants were derived by von Kármán following on the studies of Loitsianskii and Kolmogoroff

on isotropic turbulent flow [21, 22].

3The power spectral density of a signal describes the power present in the signal as a function of frequency, per
unit frequency [20]. The term “power” indicates that the quantity to which the various frequency components
contribute is the mean square value of the variable; the term “spectral” indicates a measure of frequency content
and the term “density” that the frequencies are continuously distributed rather than being discrete, or in other
words that it is only possible to consider the contribution of a band of frequencies rather than a single frequency
[2].
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2.4 Gust loads methodology

The historical developments discussed in the previous section led to the two design criteria,

CS 25.341 (a) and (b), described respectively in Section 2.3.2 and 2.3.3. This section and the

following two sub-sections, instead, provide a description of the methods used in the present

days to satisfy these requirements.

Figure 2.11: Basic system components for the analysis of gust response. Adapted from
Certification Specification document (CS-25) [11].

The basic system components for the analysis of an aircraft responding to a gust are shown

in Figure 2.11. The limit, or design, gust loads result from the combination of steady level

1g flight loads and dynamic loads, which include gust incremental loads. Static aeroelastic

methods suffice for the analysis of steady 1g flight loads, which can be defined by considering

basic external parameters such as speed, altitude, weight and fuel load. For discrete gust

evaluations, a trimmed steady level flight is assumed as the initial condition of the aircraft; for

continuous turbulence, instead, the trimmed steady level flight is assumed to be the mean flight

condition. It is important to assure that this steady level flight condition is chosen in such a way

that the maximum total load on each part of the aircraft is achieved and that all the possible

effects originating, for example, from control surfaces or power settings are taken into account.

Of a more complex nature is the process that leads to the calculation of gust incremental loads,

as this needs to account for the mutual interaction between the atmosphere, and hence atmo-

spheric turbulence, and aeroplane rigid body and elastic motions. Both linear and nonlinear

analysis methods may be part of this process. Linear analysis methods consist in the simple

superimposition of the incremental loads to the steady level 1g loads and are of reasonable

application when linear models can efficiently approximate the aeroplane and its flight control
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system. Nonlinear analysis methods, instead, become necessary when these linear models can-

not conservatively represent the aeroplane and its flight control system. This is the case, for

example, when atmospheric turbulence of greater amplitude excite the nonlinear components

of the system in a stronger and more evident form and, thus, imply their modelling. Exam-

ples of such components are the loads alleviation system, the stability augmentation system,

the autopilot and other factors that affect the active control system of the aircraft such as non-

proportional feedback gains, rate and amplitude limiters, changes in the control laws, hysteresis,

hinge moment performance and saturation of aerodynamic control actuators. But, modelling

nonlinear components increases the complexity of the system and often requires the analysis

to be carried out in time domain, due to the inability of frequency domain methods to model

nonlinearities (Chapter 4).

When the calculation of limit loads can be limited to linear analysis methods, several consider-

ations must be taken into account for the successful modelling of the aeroplane. First of all, the

structural dynamics model must represent all the rigid and flexible aeroplane degrees of freedom

and should include a sufficient number of flexible modes4 to correctly reconstruct the response

of the aeroplane to high frequency excitations. Furthermore, to complete the ‘Dynamics and

Structure’ box of Figure 2.11, damping properties shall also be included in the model together

with mass and stiffness properties. The ‘Aerodynamic System’ shall be able to compute the

aerodynamic forces produced by both the gust velocity and by the aeroplane response and a

complete analysis shall also include steady and unsteady aerodynamic effects at a range of re-

duced frequencies5. These include a delay that should be applied in the build-up of lift when the

aeroplane enters the gust gradient. Moreover, all the interactions originating from the control

systems components (‘Control System’) shall be included in the analysis and each component

shall be considered in all its relevant modes of operation. Last but not least, discrete gust and

continuous turbulence also induce gyroscopic loads on engines and auxiliary power units (APUs)

which should be considered in the gust analysis. Finally, stability must be guaranteed by the

dynamic model in both discrete and continuous gust conditions.

4The number of flexible modes must be sufficient to cover with satisfactory accuracy the frequency range of
interest in the loads analysis.

5The reduced frequency is defined as k = ωc
V

where ω is the angular frequency, c is the aerofoil chord and V
is the aircraft speed; it is a parameter that indicates the degree of unsteadiness of the flow.
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2.4.1 Discrete gust methods

A fairly simplistic approach that satisfies the certification requirements is described into a

data item of the Engineering Science Data Unit (ESDU) technical series [15] and, nonetheless,

detailed in one of the American Institute of Aeronautics and Astronautics (AIAA) Education

Series books by Hoblit [2] and in many books of loads and aeroelasticity [e.g. 1, 23].

(a) (b)

Figure 2.12: Aircraft in trimmed flight in undisturbed atmosphere (a) and during a gust
encounter (b).

The proposed approach starts from the vertical response of a rigid aeroplane, which is initially

in trimmed climbing flight conditions (Figure 2.12a) at flight path angle γ, pitch angle θ, with

an angle of attack αtrim and flight velocity Vtrim, and where the lift, Ltrim, is given by

Ltrim =
1

2
ρ V 2

trim a S αtrim. (2.19)

When entering a simple discrete ‘1− cos’ gust (Figure 2.12b), described mathematically as

U =
U0

2

(
1− cos

πV

H
t

)
(2.20)

the increased lift, L, on the aeroplane can be written as

L =
1

2
ρ V 2 a S α =

1

2
ρ V 2 a S (αtrim + ∆αg) (2.21)

where V is the resulting velocity of the aeroplane during the gust encounter and ∆αg (≈ U+ż
V )

is the angle-of-attack increment due to the gust. With the help of Newton’s second law, the
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following differential equation of motion can be derived from Equation 2.21,

Mz̈ = −1

2
ρ V 2 a S

(
αtrim +

U + ż

V

)
. (2.22)

The acceleration response above eventually leads to the acceleration increment defined in Equa-

tion 2.6 [15]. This approach then extends to include the delay in the build-up of lift and incidence

by considering the following differential equation of motion

Mz̈ +
1

2
V 2aS

∫ t

0
Φ{t− t∗} z̈{t∗}dt∗ =

1

2
V aS

∫ t

0
Ψ{t− t∗} U̇{t∗}dt∗ (2.23)

where Ψ(t) and Φ(t) are, respectively, the Küssner and Wagner functions introduced in the

previous section. Because Ψ(t) and Φ(t) are only a function of the number of chord lengths

travelled, as represented in Figure 2.8, it is convenient to replace the time t by a non-dimensional

time τ , which is exactly equal to the number of chord lengths travelled, i.e. τ = V t/c, and gives

the relations

t =
cτ

V
;

d

dt
=
V

c

d

dτ
;

d2

dt2
=
V 2

c2

d2

dτ2
(2.24)

Furthermore, τ is used to obtain an approximation of Küssner and Wagner functions, which are

conveniently defined by the following exponential functions6

Ψ(τ) ≈ 1.0− 0.5e−0.13τ − 0.5e−1.0τ (2.25)

Φ(τ) ≈ 1.0− 0.165e−0.0455τ − 0.335e−0.3τ (2.26)

Referring to Figure 2.8, it can be seen how the Küssner and Wagner functions build up, re-

spectively, from 0 and 0.5 when the aircraft enters the gust and, then, asymptotically tend

towards unity to account for the delay in the build up of lift given by the sudden change in

velocity (Equation 2.25) and angle of attack (Equation 2.26). Equation 2.23 thus becomes in

non-dimensional form

M
V 2

c2

d2z

dτ2
+

1

2
V 2aS

∫ τ

0
Φ{τ − τ∗}V

2

c2

d2z

dτ∗2
c

V
dτ∗ =

1

2
V aS

∫ τ

0
Ψ{τ − τ∗} dU

dτ∗
c

V
dτ∗ (2.27)

and, after further manipulation, can be rewritten as

d2z

dτ2
+

1

µg

∫ τ

0
Φ{τ − τ∗} d

2z

dτ∗2
dτ∗ =

1

µg

c Uds
V

∫ τ

0
Ψ{τ − τ∗} d

dτ∗

(
U

Uds

)
dτ∗ (2.28)

6The exponential functions of equations 2.25 and 2.26 are two of the most used approximations for Küssner
and Wagner functions and are, respectively, attributed to Sears and Sparks and to R. T. Jones [24].
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where µg is the mass parameter defined in Equation 2.7 and ( U
Uds

) can be obtained from Equation

2.13. The solution of Equation 2.28 can be found numerically for a series of values of µg and

returns the non-dimensional time histories of d2z
dτ2 and dz

dτ . The incremental load factor can then

be obtained by considering the maximum value of d2z
dτ2 as follows

∆n =
z̈

g
=

1

g

V 2

c2

d2z

dτ2
=

1

g

V 2

c2

c Uds
V

(
d2z

dτ2

)
c Uds
V

=1

(2.29)

If multiplied and divided by the mass parameter µg, Equation 2.29 then becomes

∆n = µg

(
d2z

dτ2

)
c Uds
V

=1︸ ︷︷ ︸
Kg

ρUdsV a

2W/S
(2.30)

where the first two terms of the right hand side define the revised gust alleviation factor Kg,

which can be approximated empirically by

Kg =
0.88µg

5.3 + µg
. (2.31)

In order to consider the pitch response of the aircraft entering the gust, the rigid aircraft model

employed so far needs to account for the extra degree of freedom required by the pitch motion

θ; in Figure 2.12 this is defined positive nose up and with respect to the centre of mass. Also,

the effects of the tailplane must be introduced into the analysis. As a result, the resulting

incremental lift forces are split into ∆LW and ∆LT that act, respectively, at the aerodynamic

centres of the wing and of the tailplane

∆LW =
1

2
ρV 2SWaW (∆αgW ) and ∆LT =

1

2
ρV 2STaT (∆αgT ) (2.32)

where ∆αgW and ∆αgT are, respectively, the increments in wing and tailplane incidence defined

as

∆αgW =
U(t) + żW

V
+ θ and ∆αgT =

U(t− l/V ) + żT
V

+ θ (2.33)

with żW = ż − lW θ̇ being the heave velocity at the wing aerodynamic centre, and żT = ż + lT θ̇

the heave velocity at the aerodynamic centre of the tailplane; lW and lT are, respectively, the

distance between the wing and tail aerodynamic centres and the centre of mass of the aircraft;

l/V is a time quantity given by the distance between the wing and tail aerodynamic centres

divided by the aircraft speed. The incremental heave and pitch responses can be obtained from
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the solution of the equations of motion of the aircraft, which are obtained from the combination

of equations 2.32 and 2.33 with Newton’s second law. In compact form, these can be written as

the following system

M 0

0 Iy

z̈θ̈
+

−Zż −Zq
−Mż −Mq

żθ̇


+

0 −Zα
0 −Mα

zCθ
 =

ZgW

MgW

U(t) +

ZgT

MgT

U

[
t− l

V

] (2.34)

where Iy is the pitch moment of inertia and where the longitudinal aerodynamic derivatives for

the change of pitch θ, rate of change of pitch θ̇, rate of heave ż and gust-related derivatives

(Appendix A) are introduced to simplify the equations. In this case, the response of the aircraft

will be more elaborate due to the influence of the tailplane on the wings. In fact, as shown

in Figure 2.13, in the scenario of a ‘1 − cos’ gust, the aircraft initially pitches nose up and

has a negative heave acceleration that pushes the aircraft upwards, due to the increased lift on

the wings; when the gust then reaches the tailplane, the lift resulting on the latter causes the

aircraft to pitch nose down and the heave acceleration becomes positive, pushing the aircraft

downwards and leaving it under its free response, away from the forced motion induced by the

gust.
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Figure 2.13: Heave (+ve downwards) and pitch (+ve nose up) response of a rigid aircraft
with maximum take off weight of 10 tonnes flying at V = 150 m/s EAS at an altitude of 2,000
m and entering a ‘1− cos’ gust with gradient H = 75 m and maximum gust velocity U0 = 5.0

m/s EAS. Source: companion software available from Wright and Cooper [1].
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For consistency with Equation 2.1, the generalised form of the equations of motion discussed so

far for the analysis of gusts in time domain is given below

M̄q̈ + (ρV C̄ + D)q̇ + ρV 2Ēq ∗ Φ + K̄q = ρVRgWU(t) ∗Ψ + ρVRgTU

(
t− l

V

)
∗Ψ (2.35)

where ∗ marks the convolution integral with Küssner and Wagner (equations 2.11 and 2.12),

which are required to take into account the unsteady aerodynamic effects, and RgW and RgT

are gust-dependent aerodynamic vectors for the wing and the tailplane defined as

RgW =

ZgW

MgW

 and RgT =

ZgT

MgT

 . (2.36)

2.4.2 Continuous turbulence methods

Concerning the response to a continuous turbulence, this is generally approached in terms of

frequency response functions (FRFs) of the aeroplane and through the methods of power spectral

density (PSD) of a random variable. In mathematical terms, the FRF (or transfer function) of

a system is the Fourier transform of the impulse response function of the system, HIm, which

is expressed by

H(iω) =

∫ ∞
0

HIm(t)e−iωtdt. (2.37)

where ω has units of rad/s. More generally, FRFs are implicit properties that describe how

the system behaves under harmonic excitation at any frequency and can be represented by the

relationship between the input and the output of the system, i.e.

ΦO(ω) = |H(iω)|2 ΦI(ω) (2.38)

where ΦO(ω) denotes the PSD function of the output from the linear system and ΦI(ω) the

PSD function of a random input disturbance to a linear system. It thus becomes evident that

if ΦI(ω) is the PSD function of a gust input and the FRFs of the rigid (or flexible) aeroplane

have been determined, i.e. one per given load quantity (e.g. how the bending moment at a

given wing station relates to the input gust velocity) at all frequencies of interest, Equation 2.38

provides the output PSD function for the given load quantity. As discussed in Section 2.3, the

primary shape for the gust velocity PSD, required by the authorities and, thus, used for design

purposes, is based on the von Kármán spectrum defined in Equation 2.18 and shown in Figure
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2.14. Other gust PSD spectra also exist (e.g. Dryden) but the von Kármán PSD provides the

best fit to observed data [1, 2].

Figure 2.14: Von Kármán PSD function.

It can be appreciated from Figure 2.14 that the characteristic ‘knee’ of the von Kármán spectrum

separates the lower frequencies from the higher ones. The position of the ‘knee’ is determined

by the scale of turbulence L̄. A lower scale of turbulence increases the frequency at which the

‘knee’ occurs and thus increases the range of frequencies for which the PSD is constant. But

the desired solution is keeping the ‘knee’ at a frequency much lower than the frequency of the

short period mode, which is the region where the gust frequencies are greatly amplified [15].

There is no such thing as a correct value for the scale of turbulence and, in fact, controversy still

exists about its definition and meaning; however, 2500 feet has been agreed to be an appropriate

value for design use because any values higher than this do not affect the higher frequencies at

which gusts influence the response of the aeroplane. The gust (incremental) limit loads are thus

determined with the equations 2.16, 2.17 and 2.18.

Another practical application of the output PSD is to understand how gust loads increase due

to the introduction of structural flexibility, including elastic-mode dynamic effects. This can be

determined by evaluating the root-mean-square value of the output PSD of interest of the rigid

aeroplane and relate it to the corresponding output PSD of the flexible aeroplane [2].
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2.5 The reconstruction of gust velocity profiles

As stated in Section 1.1 and at the beginning of this chapter, the reconstruction of gust velocity

profiles marks the first objective of this work. Figure 2.11 in the previous section introduced

the process required for the evaluation of gust loads. But, only a subset of those system’s com-

ponents are required for this objective and are shown in Figure 2.15. Starting from the aircraft

gust response (“Dynamic Loads”) and considering the main constituents of the “Aerodynamic

System”, the “Control System” and the aircraft “Dynamics and Structure”, the aim is for the

reconstruction of the contents of the “Atmoshperic Motion” block.

Figure 2.15: Basic system components for the reconstruction of gust velocity profiles.

The earliest approaches for the study of the gust velocity profiles [3, 25] considered in the 40s

and 50s were based on the analysis of peak vertical accelerations ∆n directly measured by

the aircraft flying in gusts. These accelerations were assumed to be originated by a series of

isolated discrete gusts and were used to derive gust gradient distances H and the maximum gust

velocities Umax. The resulting gusts were then used to establish the loads that could be expected

on a new design. This process was known as the discrete-gust approach and is shown in Figure

2.16 where ∆n is assumed in the form of the revised gust formula (Equation 2.8). But, in 1961,

Figure 2.16: Discrete-gust approach to design. Source: Houbolt, 1973 [3].

J. K. Zbrozek argued that this approach was not able to return the real air turbulence and its

application was not suitable for estimating the response of lightly damped modes [26]; however,

it provided a model that could be still satisfactory for the evaluation of normal accelerations on
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future designs.

Figure 2.17: Spectral-technique: input-output relations for gust response. Source: Houbolt,
1970 [25].

Further efforts were made in the 60s and 70s on the development of spectral techniques for

designing aircraft subject to gust encounters [3]. These techniques required two main assump-

tions: the time histories of the gust velocities obtained from the aircraft may be converted to

space-fixed histories and the gust profiles were uniform in the spanwise direction. Figure 2.17

summarises the three-steps process. The spectrum for the gust velocity input Φw, a scale value

L and a RMS gust severity value σw were the required parameters; the output response spec-

tra could then be derived through the frequency response function H̄. In turn, two structural

parameters may be found: one to relate the RMS value σx of the chosen output parameter to

the RMS value of gust severity σw, and the other to denote the frequency at which the out-

put response crossed the mean 1g load level value of the chosen parameter x with the positive

slope. However, the complexity in the definition of the frequency response functions H̄ marked

a limitation for this technique, due to required considerations of the structural dynamics of

the aircraft configuration combined to non-steady aerodynamics [3]. In 1999, in the context

of space and missile systems, a Monte-Carlo flight gust loads analysis approach was proposed

by Kim et al. [27]. The Monte-Carlo simulations were based on forcing functions derived from

the extraction of the short-duration turbulent components of measured wind profiles. Gust

loads were then extracted and the peak value of each load parameter of interest included in a
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statistical analysis to establish the final load value with a 90% confidence level, as shown in the

diagram of Figure 2.18. This, however, was only appropriate for gust profiles that consisted of

wavelengths greater than 500 ft (152 m) [27].

Figure 2.18: Monte-Carlo approach: statistical gust loads analysis. Source: Kim et al. [27].

Generally, over the years, force prediction has mainly been done by two methods: the inverse

method and the optimisation method [28]. In inverse methods, the excitation f(t) is calculated

directly from the measured responses a(t) by evaluating the inverse of the forward system

model (Figure 2.19a). Optimisation methods, instead, use a forward model in an optimisation

framework where the input to the forward model is tuned until the model responses match

the measured responses (Figure 2.19b); the tuned input is then assumed to equal the original

excitation. Although most force prediction methods are of the first type, a shift is ongoing from

methods in the frequency domain towards methods in the time domain; this transition is due

to the inability of inverse methods to capture very time limited events, which play a crucial role

in exciting nonlinearities [29]. Parts of the acceptable means of compliance of the certification

requirements also state that when the explicit simulation of nonlinearities is required, time

domain methods shall be used in opposition to frequency domain methods as the influence of

nonlinearities on one load quantity can greatly differ on another load quantity, thus causing

their linearisation hard to achieve [11]. In 2009, Henrichfreise et al [30] proposed a method

consisting of a model-based approach with an observer for a nonlinear aircraft model and a

disturbance model for the estimation of gusts and structural loads, as shown in the diagram of

Figure 2.20. This method uses aircraft motion measurements and parameters already available

onboard modern commercial aircraft, thus making the estimation of purely manoeuvre-induced
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(a)

(b)

Figure 2.19: Force prediction via the inverse method (2.19a) and the optimisation method
(2.19b).

Figure 2.20: Basic approach for the estimation of gust velocities and structural loads. Adapted
from: Henrichfreise, 2009 [30].

structural loads an easy to solve problem; the only unknowns remain the gust velocities which

are determined through a nonlinear parameter optimisation that computes the gain matrix of

the observer model. This method was recently validated on the flight test aircraft UW-9 Sprint7

at the Hamburg University of Technology [31]. The setup of the observer used for the validation

is shown Figure 2.21, which is a more detailed version of Figure 2.20. Particularly, it is shown

7The flight test aircraft UW-9 Sprint is a high wing two seater ultra-light aircraft with a maximum takeoff
weight of 472.5 kg and a maximum speed of 170 km/h. It is powered by a seven cylinder radial engine and has
basic conventional controls (ailerons, elevator, rudder and thrust). Compared to other test aircraft, it has a high
gust sensitivity due to low wing loading and it can withstand load factors up to 4.0g and −1.5g at the maximum
airspeed. Last but not least, it has low operating costs at a high degree of availability [31].
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that a nonlinear aircraft model forms the nonlinear “Luenberger” observer, which includes a

disturbance observer for the estimation of the unknown disturbances (gust velocities) and a

state observer to support the simulated aircraft motion. When the real aircraft is excited by

gust disturbances, these will be estimated by the disturbance observer through the computation

of the difference between the measured and the simulated aircraft accelerations. In his work,

Montel demonstrated and confirmed the functionality and suitability of the loads observer for

the monitoring of maneuver and gust loads [31]. Today, this method currently represents the

state of the art in industry, but to reduce the computational effort required for the convergence

of the optimisation problem, only a limited set of elements selected from the gain matrix is

considered for the observer feedback.

Figure 2.21: Schematic operation of the loads observer algorithm applied to UW-9 Sprint
aircraft [31].

2.6 Conclusions

This chapter has provided an overview of the gust loads calculation process followed in industry

and the historical developments that have led to today’s theory and methods. These form

the backgound for the reconstruction of gust velocity profiles, whose historical development

and needs have also been introduced here. The alternative gust reconstruction approach that

is presented throughout this work aims to replace the observer block of Figure 2.20 with an

optimisation routine where the objective function is designed around the measured and predicted

states of the aircraft and the gust shape is either reconstructed continuosly in time through

gradient-free optimisation techniques or parameterised using Radial Basis Functions (RBFs) and
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Hicks-Henne Bump Functions (HHBFs) and reconstructed through gradient-based optimisation

techniques. It will be demonstrated that this approach may be applicable to the different design

stages of the aircraft and for in-service applications, as it can be easily adapted to aeroplane

models of various degrees of fidelity and complexity, i.e. from potential flow theory applied to

a flat plate up to 3-dimensional models, where linear and nonlinear modelling techniques are

key components of the reconstruction process and steer the successful reconstruction of the gust

profile. In this view, the following chapter presents a description of the linear and nonlinear

models that are representative of the different design stages of the aircraft and are, therefore,

chosen for the reconstruction methods presented in this study.



Chapter 3

Aerodynamic and aeroelastic models

This chapter gives an overview of the aeroelastic models used throughout this work to assess

the applicability of the reconstruction methods - presented in chapters 4 and 5 - at the different

design stages of an aircraft. The first model described is of an airfoil that includes a moveable

control surface at the trailing edge and nonlinear restoring forces. This is followed by an aerofoil

idealised as a flat plate, where potential flow theory with unsteady lumped vortices is considered.

It is a model that shall be intended as a prototype for the application of the reconstruction

method to models of significantly higher complexity. In fact, the use of computational fluid

dynamics (CFD) for gust simulations is then introduced and employed for the aerofoil of a

typical modern commercial aircraft. The reduced order model (ROM) of the same aerofoil then

follows and, finally, the description of a typical three-dimensional beam-stick model used in

industry.

3.1 Introduction

Different aerodynamic and aeroelastic models of increasing level of complexity have been used

throughout the course of this work to cover the application of gust loads reconstruction during

the different design stages of an aircraft. The two reconstruction methods proposed in this work

(Section 5.2 and Section 5.3) are based, respectively, on gradient-free optimisation and gradient-

based optimisation techniques. Based on the nature of their application and for compatibility

reasons, the former has been applied to the following model:

• 2D aerofoil with Theodorsen’s aerodynamics and nonlinear geometric properties (§3.2),

45
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and the latter to:

• flat plate with unsteady lumped vortex method (§3.3),

• 2D aerofoil with computational fluid dynamics (§3.4),

• 2D aerofoil modelled by the CFD-derived reduced order model (§3.4.1),

• 3D beam-stick model with the aerodynamics forces determined by the Doublet Lattice

Method (§3.5).

Figure 3.1 represents the allocation of these methods across the different design stages of an

aircraft. In sequence, the first model considers an aerofoil submerged into an incompressible

two-dimensional flow, as per Theodorsen’s aerodynamics, with the addition of a trailing edge

flap and the possibility of modelling structural nonlinearities. The second model introduced

is a flat plate in potential flow where only aerodynamic effects are considered. This method,

similarly to the previous one, sees its application during the conceptual phase of the design of a

new aircraft, when a concise and detailed model of the aircraft does not exist yet and expensive

design analyses are out of scope. The flat plate is modelled using an unsteady lumped vortex

method (ULVM) and the flow unsteadiness is validated against the Theodorsen theory. Wagner

and Küssner problems are also validated to account for the delay in the building up of the lift

when entering a “gusty” environment. Generally, this model can be regarded as a prototype for

using higher fidelity CFD simulations and it is used here not only to prove the applicability of the

reconstruction method to the conceptual phase of an aircraft design but also as an early indicator

of the compatibility of this method with CFD. In fact, during later aircraft design stages, models

of higher complexity are required to perform detailed aerodynamic and aeroelastic analyses at

different flow conditions. Hence, the two-dimensional section of the typical wing of a commercial

aircraft modelled in CFD is introduced and the response to gust events modelled using the split

velocity method. CFD simulations, however, cannot be considered for in-service applications

due to their high computational cost; nevertheless, high accuracy results must be retained for

this type of analysis as they are fundamental for the safe operation of aircraft. For this reason,

the reduced order model of the CFD wing typical section is also considered in this work. The

scope of reduced order models (ROMs) in gust design applications is to look at rapid modelling

of the aircraft response to gust and turbulence encounters, in order to extract the critical gust

loads that are fundamental for sizing the aircraft. Finally, a three-dimensional beam stick model

with lumped masses and the aerodynamic forces determined using the DLM is considered in
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this work; this model is to be intended as representative of the industrial model used during the

definition and production phases of the design of an aircraft.

Figure 3.1: Representation of how the models used in this work fit with the different design
stages of an aircraft. From left to right: 2DoF model, ULVM model, CFD model, 3D beam-stick

with DLM and, finally, ROMs.

3.2 2DoF nonlinear model

Figure 3.2 shows an aerofoil with two degrees of freedom that define the motion about a reference

elastic axis (e.a.). The plunge deflection is denoted by z, positive downward, and α is the angle

of attack about the elastic axis, positive with nose up. The aerofoil is equipped with a massless

trailing edge flap with hinge at a distance lb from the midchord. The flap deflection, δ, is

defined relative to the undeflected position and not relative to the wind direction. The motion

is restrained by two springs, Kξ and Kα, and is assumed to have a horizontal equilibrium

position at z = α = δ = 0. The system also contains structural damping in both degrees of

freedom and the aerodynamics is given by modelling an incompressible two-dimensional flow as

in Theodorsen [32, 33]. Nonlinear terms are included into the equations of motion to study the

effects of structural nonlinearities. In dimensional form, these equations can be derived with

nonlinear restoring forces in pitch and plunge using the Lagrange formulation [34]

mz̈ + Sαα̈+ Cξ ż +Kξ(z + βξz
3 + βξ5z

5) = −L (3.1)

Sαz̈ + Iαα̈+ Cαα̇+Kα(α+ βαα
3 + βα5α

5) = M (3.2)

with the structural nonlinearity approximated in a polynomial form obtained by means of Tay-

lor series expansion [35]. The lift, L, is defined positive upward according to the usual sign

convention in aerodynamics and the plunge displacement, z, is positive downward; M is the
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Figure 3.2: Aerofoil section with trailing edge flap.

pitch moment and should not be confused with the aircraft mass M defined in other sections of

this thesis. In nondimensional form, the equations of motion become

ξ′′ + xαα
′′ + 2ζξ

ω̄

V ∗
ξ′ +

(
ω̄

V ∗

)2

(ξ + βξξ
3 + βξ5ξ

5) = − 1

πµ
CL(τ 1

2
) (3.3)

xα
r2
a

ξ′′ + α′′ + 2ζα
1

V ∗
α′ +

(
1

V ∗

)2

(α+ βαα
3 + βα5α

5) =
2

πµr2
a

Cm(τ 1
2
) (3.4)

where nondimensional parameters are defined in the nomenclature. Here, differentiation with

respect to t, indicated by (̇), is replaced by a differentiation with respect to the non-dimensional

parameter τ 1
2

1, (̇) = V/b()′. The terms CL(τ 1
2
) and Cm(τ 1

2
) represents the total aerodynamic

loads, which are a sum of the contributions given by the aerofoil motion (foil), the flap deflection

(δ) and the penetration into a gust (gust)

CL(τ 1
2
) = CfoilL (τ 1

2
) + CδL(τ 1

2
) + CgustL (τ 1

2
) (3.5)

Cm(τ 1
2
) = Cfoilm (τ 1

2
) + Cδm(τ 1

2
) + Cgustm (τ 1

2
) (3.6)

and are generalised into time histories by means of convolution integral, with Küssner and

Wagner functions taken into account according to the exponential approximations introduced in

equations 2.25 and 2.26. Equations 3.4 and 3.3 are therefore integro-differential equations (IDEs)

that are difficult to solve analytically and need to be transformed into ordinary differential

1The subscript 1
2

is used here to indicate that the non-dimensional time τ is defined with respect to the

semi-chord b and not the full chord c.
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equations (ODEs) [33]. The equations of motion are then written in state-space form as

dw

dτ 1
2

= R(w,uc,ud) (3.7)

where R is the nonlinear residual, w is the n-dimensional state-space vector that includes α, ξ,

α′, ξ′ and the aerodynamic states, uc is the input vector that includes δ, δ′ and δ′′, and ud is the

vector that describes any external disturbance acting on the system2 e.g. the gust Ū(τ 1
2
) defined

in Equation 3.8. Figures 3.3a and 3.3b show how the full-order model of the aerofoil is affected

by the degree of structural nonlinearity. In this work the only nonlinear term considered is

cubic stiffness in pitch; however, extensive studies on the effects of nondimensional parameters

of higher order and in both degrees of freedom are available in the literature [33]. In order to

demonstrate the nonlinear effect, the short-period response of the linear full-order model to a

discrete gust of the ‘1− cos’ type, as defined by certification requirements in Equation 2.13, is

compared to the response of the nonlinear full-order model with cubic stiffness in pitch defined

by the term βαα
3 with βα = 3.0. The ‘1 − cos’ gust considered, defined as a function of the

nondimensional parameter τ 1
2

as

Ū(τ 1
2
) =

Ū0

2

(
1− cos

2π

H̄
τ 1

2

)
for τ 1

2
≤ 0 ≤ τ 1

2
+ H̄ (3.8)

has a nondimensional gradient of H̄ = 20.0 and a nondimensional peak velocity of Ū0 = 0.1

(notice that this is not on scale in the figures). As the aerofoil enters the gust, the dynamic

response of the full-order model with and without nonlinearities are practically equal; but large

differences between the models can be observed some time after the gust moves away from

the aerofoil. In fact, the nonzero βα introduced in the nonlinear full-order model acts as an

hardening spring that prevents the overshooting that verifies in the free response of the linear

full-order model. Similar results were obtained by Khodaparast et al [36] when studying the

influence of structural nonlinearities on worst-case gust load predictions and by Da Ronch et al

[33] for the case of a deterministic sinusoidal gust where it was also observed that the effects of

the structural nonlinearities in the dynamic response increased when increasing the instensity

of the gust perturbation.

2The solution of the state-space system described in this chapter was obtained by means of differential equation
solvers such as ode45 or similar.
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Figure 3.3: Comparison between linear full-order model (FOM) and nonlinear full-order model
(NFOM) of pitch (3.3a) and heave (3.3b) responses to a ‘1− cos’ gust.

3.3 Unsteady Lumped Vortex Method

Generally, the application of numerical techniques allows the treatment of realistic geometries

and the fulfillment of the boundary conditions on the actual surface of the component considered.

But, a quick and, yet, representative model with simple geometries is first considered for a

preliminary assessment of gust and turbulence events. This consists of an idealised aerofoil,

modelled with the unsteady lumped vortex method (ULVM). The ULVM is based on the surface

distribution of singularity elements, namely lumped vortices, where the sought solution is the

strengths of these elements. This approach is more economical from the computational point of

view compared to those methods that solve for the flowfield in the whole fluid volume e.g. finite-

difference methods, and yet can be considered as a valid prototype for CFD simulations. Figure

3.4 shows a representation of a two-component idealised aerofoil with two lumped vortices and

two collocation points, where the boundary conditions are enforced. In addition, there is a

wake model behind the trailing edge. The lumped vortices are located at the 1/4-chord point

Figure 3.4: Representation of a two-component idealised aerofoil with vortices and control
points, and with a wake. The superscript c indicates a collocation point, k the time level, v a

vortex point and w a wake point.
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(centre of pressure) of each component of the flat plate and the collocation points at the 3/4-

chord of each component; this configuration matches thin aerofoil theory which satisfies the

Kutta condition at the trailing edge of the flat plate [37]. The boundary condition requires

that the normal velocity component must be zero at the collocation points. The net upwash

(y-component of velocity) induced by all the aerofoil vortices at a generic control point m is

given by

vm =
N∑
n=1

Γn
2π(xvn − xcm)

(3.9)

where Γn is the circulation induced by the vortex n, xvn is the location of the vortex n and xcm is

the location of the generic control point m. In order to satisfy the flow tangency condition, the

net upwash must be balanced by the downwash (velocity in the negative y-direction) induced

by the freestream (q∞ sinα, with α being the direction of the freestream w.r.t. the flat plate)

and the incident gust (Uk)

N∑
n=1

Γn
2π(xvn − xcm)

= −Uk − q∞ sinα (3.10)

Furthermore, Kelvin’s condition states that the total circulation about the aerofoil and its shed

vortex wake must remain constant; this translates mathematically to

N+1∑
n=1

Γn(t) =
N∑
n=1

Γn(t−∆t) i.e.
dΓ

dt
= 0 (3.11)

where ΓN+1 is the circulation of the shed vortex and
∑N

n=1 Γn(t −∆t) is the total circulation

on the aerofoil at the previous time step. This system of equations can be expressed in matrix

form as [A]{Γ} = {b}, with

[A] =
1

2π



1
xv1−xc1

1
xv2−xc1

· · · 1
xvN−x

c
1

1
xvN+1−x

c
1

1
xv1−xc2

1
xv2−xc2

· · · 1
xvN−x

c
2

1
xvN+1−x

c
2

...
...

. . .
...

...

1
xv1−xcN

1
xv2−xcN

· · · 1
xvN−x

c
N

1
xvN+1−x

c
N

1 1 · · · 1 1


, {b} = (−Uk−q∞ sinα)



1

1
...

1

0


−

N∑
n=1

Γn(t−∆t)



0

0
...

0

1


(3.12)

A is often referred to as influence coefficient matrix. In order to take into account the upwash

induced by the wake vortices and to include the wake vortices in the total circulation, the above

system must be modified. In fact, Equation 3.12 is solved at the first time step only, when no
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vortices have been shed in the wake; for the following time steps the influence coefficient matrix

remains the same but the right hand side changes to

{b} =



−q∞ sinα− Uk1 −
∑k−1

i=1

Γk−iN+1

2π(xwi −xc1)

−q∞ sinα− Uk2 −
∑k−1

i=1

Γk−iN+1

2π(xwi −xc2)
...

−q∞ sinα− UkN −
∑k−1

i=1

Γk−iN+1

2π(xwi −xcN )

−∑N
n=1 Γn(t−∆t)


(3.13)

Throughout this work, the spacing of the wake vortices is chosen to be the same as the spacing

on the aerofoil i.e.

xwi = c (1 + i/N) for i = 1, 2, 3 . . . (3.14)

where c is the foil chord. Also, ∆t = ∆x/V∞ so that the wake vortices are convected downstream

at the freestream velocity, one position per time step. Once the strengths of the lumped vortices

have been evaluated, the lift can be obtained. For the unsteady case, the Kutta-Jukowski law

L = ρ V∞ Γ would not be sufficient to evaluate the total lift experienced by the aerofoil as it

would give a zero lift for the initial time step of a transient solution. This is because at this step

the lift is due to the acceleration of the flow rather than the net circulation about the aerofoil.

Hence, the unsteady Bernoulli equation must be used to obtain the unsteady pressure and lift.

As a result, it can be demonstrated [37] that the unsteady lift at each time step k is given by

Lk = ρV∞

N+1∑
n=1

Γkn + ρ
N∑
n=1

(
dΓkn
dt

)
∆x (3.15)

From this equation it is clear that the first term accounts for the lift due to the steady flow

(as expected from the Kutta-Jukowski theorem) and the second term accounts for the unsteady

effects. The nondimensional lift coefficient is then

C` =
L

1
2ρ V

2
∞ c

. (3.16)

3.3.1 Validation for the flow unsteadiness: Theodorsen’s theory

The unsteady flow solver developed on the basis of equations 3.9 to 3.16 and used throughout this

work has been validated against the principles of Theodorsen’s theory, with separate solutions

given for pure translation and pure harmonic pitching. In general, Theodorsen’s approach
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provides the solution to the unsteady airloads on a 2D harmonically oscillated aerofoil subject

to small disturbances in inviscid, incompressible flow and with the assumption of planar wake.

This is schematically represented in Figure 3.5 and described below.

𝑥

𝑐

Γ! = 0

Γ"

Γ#

𝑦

Figure 3.5: Representation of the harmonically oscillated foil used by Theodorsen.

For a general motion, where an aerofoil of chord c = 2b is undergoing a combination of pitching

(α) and plunging (z) motion in a flow of steady velocity V , using Theodorsen’s theory the lift

can be obtained as

L = πρV 2b

[
b

V 2
z̈ +

b

V
α̇− b2

V 2
āα̈

]
+ 2πρV 2b

[
ż

V
+ α+

bα̇

V

(
1

2
− ā
)]
C(k) (3.17)

where ā is the pitch axis location relative to the mid-chord of the aerofoil and it is measured in

terms of semi-chords [38]. The corresponding moment about the mid-chord is

M1/2 = −ρb2
[
π

(
1

2
−ā
)
V bα̇+πb2

(
1

8
+ā2

)
α̈−āπbz̈

]
+2ρV b2π

(
ā+

1

2

)[
V α+ż+b

(
1

2
−ā
)
α̇

]
C(k)

(3.18)

The first set of terms in Equation 3.17 and 3.18 are the non-circulatory terms, or the apparent

mass effect3, that result from flow acceleration effects. The second term of both equations are

instead the circulatory terms that arise from the creation of circulation about the aerofoil; the

constituent term C(k) is Theodorsen’s function, which accounts for the effects of the shed wake

on the unsteady airloads, and can be written as a complex valued transfer function

C(k) = F (k) + iG(k) =
H

(2)
1 (k)

H
(2)
1 (k) + iH

(2)
0 (k)

(3.19)

where F (k) and G(k) are, respectively, the real and imaginary parts and are expressed in terms

of Hankel functions, i.e. H
(2)
ν = Jν − iYν with Jν and Yν being Bessel functions of the first

and second kind4. Equation 3.19 is well-defined only in the case of purely sinusoidal aerofoil

3The apparent mass effect accounts for the pressure forces required to accelerate the fluid in the vicinity of
the aerofoil.

4Bessel functions are solutions of the Bessel differential equation and are function of the reduced frequency
k = ωb

V
. The subscript ν denotes the order of the function.
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motion; however, several first or second order approximations of Theodorsen’s function, derived

empirically, exist in the literature [23, 39]. In simple terms, with respect to the lift response of

an aerofoil obtained in quasi-steady conditions, Theodorsen’s function introduces a reduction

in amplitude and a phase lag effect on the circulatory part of the response [38].

According to a NACA technical note published by Halfman in 1951 [40], an efficient comparison

of Theodorsen’s theory with experimental results, which in this work reduce to the results of the

ULVM, can be obtained by expressing Equations 3.17 and 3.18 in terms of complex notations

and reducing them for the case of pure translational motion and pure pitching motion. Hence,

the lift force resulting from a sinusoidally varying translational motion may be simply written

as

LT = 4q∞b(RLT + iILT )eiωt (3.20)

where the subscript T indicates the translational terms, q∞ is the dynamic pressure and ω is the

angular frequency of the forced motion; RLT and ILT are, respectively, the real and imaginary

terms that apply only to the translational lift force. Equation 3.20 can also be expressed in

terms of nondimensional derivative, i.e.

LT
4q∞b

=
√
R2
LT + I2

LT e
i(ωt+φLT ) (3.21)

where φLT = tan−1 ILT
RLT

is the phase lag. Similarly, the expression for the theoretical aerody-

namic moment derivative in the translational mode may be written as

MT

4q∞b2
=
√
R2
MT + I2

MT e
i(ωt+φMT ) (3.22)

with φMT = tan−1 IMT
RMT

. The same equations (3.20-3.22) apply for the lift and moment due

to pure pitching motion, with the only exception for the subscript T being replaced by the

subscript P . Hence, the real and imaginary factors given by the theory [40], and deducible from

the comparison of equations 3.17 and 3.18, for a two-dimensional wing are as follows

RLT =
πz0

b

(
k2

2
+ kG

)
and ILT = −πz0

b
kF ; (3.23)

RLP = −πα0

[
āk2

2
+F −

(
1

2
− ā
)
kG

]
and ILP = −πα0

[
k

2
+G−

(
1

2
− ā
)
kF

]
(3.24)

where F and G are, respectively, the real and imaginary terms of Equation 3.19 and k is the

reduced frequency.
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As a result, the theoretical (normalised) amplitude of pure translational lift in Equation 3.21

and its equivalent for pure pitching motion, namely
√
R2
LT + I2

LT and
√
R2
LP + I2

LP , can be

compared to the first harmonic5 extracted from the lift time histories obtained with the ULVM

modelled with the equations 3.9-3.16 and run at a range of reduced frequencies.

Figure 3.6: Validation against Thedorsen’s theory: aerofoil in pure translation. The black
solid line represents the normalised lift in terms of Theodorsen’s function, with the real and
imaginary terms defined in Equation 3.23 and using initial displacement z0 = 0.05, semi-chord
b = 0.5 and angle of attack α0 = 0.0. The red stars represent the first harmonic of the lift time

history obtained with the ULVM with α = 0.0, V∞ = 1.0 and c = 2b = 1.0.

Figure 3.6 and Figure 3.7 show that a remarkably good agreement is obtained either in the

case of pure translational motion and in the case of pure pitching motion. In both cases the

theoretical results start to slightly diverge from the ULVM results at reduced frequencies higher

than 0.35 i.e. as the flow becomes more unsteady. However, this is not an indication of a flaw in

the ULVM. In fact, Theodorsen assumes a flat wake, whereas the ULVM does not, which may

explain some of the variation seen here. Furthermore, the ULVM results may also be influenced

by some discretisation error.

5The first harmonic of a lift time history obtained with the ULVM can be extracted by evaluating the Fourier
transform of the time history and extracting the term with the maximum amplitude.
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Figure 3.7: Validation against Thedorsen’s theory: aerofoil in pure pitch. The black solid line
represents the normalised lift in terms of Theodorsen’s function, with the real and imaginary
terms defined in Equation 3.24 and using initial displacement z0 = 0.0, semi-chord b = 0.5,
angle of attack α0 = 1.0 and ā = 0.0. The red stars represent the first harmonic of the lift time

history obtained with the ULVM with α = 1.0, V∞ = 1.0 and c = 2b = 1.0.

3.3.2 Validation for the indicial response: Wagner’s problem

As covered in sections 2.3 and 2.4, Wagner function takes into account the effects of the flow

unsteadiness in the build-up of lift and can be regarded as the time-domain equivalent of

Theodorsen function [38]. Specifically, it models the build-up of lift acting at the quarter-chord

on the aerofoil following a step change of incidence by obtaining the effective downwash6 at the

three-quarter chord point. Wagner function can be expressed in terms of indicial function; by

definition, an indicial function is the response to a disturbance that is applied instantaneously

at time zero and is held constant thereafter or, in other words, a disturbance given by a step

function.

𝑥"# 𝑥$#𝑥"% 𝑥$%

∞

Figure 3.8: The Wagner’s problem.

6The downwash is the velocity component normal to the flow.
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Figure 3.8 gives a representation of the Wagner’s problem for the flat plate being modelled with

the ULVM. In an incompressible flow, when a flat plate is subject to a transient step change in

angle of attack, the transient chordwise pressure loading is given by

∆Cp(x̄, τ 1
2
)

α
=

4

V
δ(τ 1

2
)
√

(1− x̄)x̄+ 4 Φ(τ 1
2
)

√
1− x̄
x̄

(3.25)

where Φ(τ 1
2
) is the Wagner function, which accounts for the effects of the shed wake, and τ 1

2

is the distance travelled by the foil in semi-chords7. The first term in the RHS of Equation

3.25 is the apparent mass contribution, which for a step input is “controlled” by a Dirac-delta

function δ(τ 1
2
)8; the second term, instead, is the circulatory term affected by the shed wake and,

hence, “controlled” by the Wagner function. In Wagner’s problem, the aerodynamic centre is at

mid-chord at τ 1
2

= 0 (i.e. when the distance travelled by the foil is 0) but it then moves at the

quarter-chord for τ 1
2
> 0. The resulting variation in lift coefficient for a step change in angle of

attack α can be written as

C`(τ 1
2
) = π δ(τ 1

2
) + 2πα Φ(τ 1

2
) (3.26)

where the first term is the apparent mass and 2πα is the steady-state lift coefficient, as given

by steady thin-aerofoil theory, that multiplied by the Wagner function defines the circulatory

terms. If the indicial response is known, then Duhamel’s integral [41] can be used to superimpose

all the indicial aerodynamic responses to obtain the unsteady loads due to arbitrary changes in

angle of attack; the lift coefficient would then become

C`(τ 1
2
) = πδ(τ 1

2
) + 2π

(
α(0) Φ(τ 1

2
) +

∫ τ 1
2

0

dα(σ)

dt
Φ(τ 1

2
− σ)dσ

)
. (3.27)

where α(0) is the initial angle of attack whilst σ defines the limits of the Duhamel integral,

taking values between 0 and τ 1
2
. The difficulty in solving the Duhamel’s integral of Equation

3.27 is with the Wagner function itself as the latter is not expressed in a convenient analytical

form. Therefore, for practicality, Wagner function is usually replaced by exponential approxi-

mations, as those defined in equations 2.25 and 2.26. Figure 3.9 shows that a good agreement is

obtained between the lift coefficient of Equation 3.27, normalised by 2π and evaluated using the

approximation of Equation 2.26, and the normalised lift coeffiecient obtained for the flat plate

modelled with the ULVM. Despite the early evolution of the ULVM lift that may be influenced

7The subscript 1
2

is used here to indicate that the non-dimensional time τ is defined with respect to the

semi-chord b and not the full chord c.
8Mathematically, the Dirac-delta function is regarded as a “distribution” that is infinity at zero and zero in

all other points. It is used as an operator to extract the value of a function at zero.
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by discretisation effects, the results shown in Figure 3.9 validate the ULVM against Wagner’s

theory.

Figure 3.9: The Wagner’s problem: indicial lift computed by ULVM code with α = 1.0,
V∞ = 1.0 and c = 2b = 1.0.

3.3.3 Validation for a Sharp-Edged Gust: Küssner’s problem

The problem of finding the transient lift response on a thin aerofoil entering a sharp-edged

gust was first approached by Küssner in the early 1930s [16] and later solved by von Karman

and Sears [42]. This problem is reproposed here for the flat plate considered in this work and

represented in Figure 3.10.

𝑥"# 𝑥$#𝑥"% 𝑥$%

∞

Figure 3.10: The Küssner’s problem.

Here, the gust upwash velocity U relative to an axis at the leading edge is defined as

U =


0 if x̄ > V t/c

U0 if x̄ < V t/c

(3.28)

If the analysis is limited to the quasi-steady assumption, the incremental lift per unit span due

to the change in angle of attack (i.e. tan ∆α ≈ ∆α = U0
V ) is added in its entirety as soon as the
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aircraft enters the gust; in such case, the resulting lift is expressed by

L =
1

2
ρ V 2c a

U0

V
=

1

2
ρ V c a U0. (3.29)

But, in practice, the quasi-steady angle of attack changes progressively as the aerofoil penetrates

into the gust front and a delay exists in the build-up of lift. Hence, and similarly to the Wagner’s

solution, the resulting variation in the lift coefficient can be written as

C`(τ 1
2
) = 2π

(
U0

V

)
Ψ(τ 1

2
) (3.30)

where Ψ(τ 1
2
) is the Küssner function. The latter can be used with the Duhamel superposition

integral to find the lift response to an arbitrary vertical upwash field, where the lift coefficient

can be obtained using

C`(τ 1
2
) =

2π

V

(
U(0) Ψ(τ 1

2
) +

∫ τ 1
2

0

dU(σ)

dt
Ψ(τ 1

2
− σ)dσ

)
. (3.31)

As in Wagner’s problem, an approximation for Küssner function (Equation 2.25) is used to

obtain the theoretical results plotted in Figure 3.11, along with the results obtained with the

ULVM. Despite showing a good agreement between the theoretical and the simulated results,

which validates the ULVM also in this case, Figure 3.11 shows that the main property of the

Küssner function is to apply a significant delay to the build-up of lift. In fact, the latter

(normalised) starts from zero when the flat plate enters the gust and asymtpotically tends

towards unity.

3.4 The Split Velocity Method in CFD

The two approaches described in the previous sections do not allow for transonic effects, or other

aerodynamic nonlinearities effects such as high angles of attack, to be captured during a gust

encounter. This limitation makes the reconstruction of a gust profile impracticable for such cases

and, indeed, a CFD analysis is required. Typically, the most direct way to introduce a gust into

a CFD code is the modification of the boundary conditions at the far field of the computational

domain. However, this application would require a very fine mesh to be defined all the way

from the body to the far field in order not to dissipate the effects of the disturbances of vortices

and gusts; as a result, the computational cost for such a simulation would be very high and its
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Figure 3.11: The Küssner’s problem: indicial lift computed by ULVM code with α = 1.0,
V∞ = 1.0 and c = 2b = 1.0.

usage very limited. In order to overcome this issue, Wales et al [43] recently proposed a solution

based on the decomposition of the velocity components of the Euler equations into a prescribed

gust velocity term (ug) and the remaining velocity components (ũ). Known as the Split Velocity

Method (SVM), this method is able to capture the full interaction between the body and the

gust as no simplifying assumptions are made in the solution of the Euler equations. Clearly,

the computational cost does not increase as the original mesh can be retained, because the gust

and its prescribed motion will not be affected by dissipation effects. Hence, starting from the

unsteady two-dimensional (2D) version of the Euler equations, which can be rewritten as

∂

∂t


ρ

ρu

ρv

ρE

+
∂

∂x


ρu

ρu2 + p

ρuv

(ρE + p)u

+
∂

∂y


ρv

ρuv

ρv2 + p

(ρE + p)v

 = 0 (3.32)

with

p = ρ(γ − 1)

[
E − 1

2
(u2 + v2)

]
, (3.33)

the velocity and energy can be decomposed as

u = ũ+ ug v = ṽ + vg E = Ẽ + Eg (3.34)
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where ug and vg are the prescribed gust velocity components, and the split of the total energy

is defined by the decomposition

E =
p

ρ(γ − 1)
+

1

2
(u2 + v2)

=
p

ρ(γ − 1)
+

1

2
(ũ2 + ṽ2)︸ ︷︷ ︸

Ẽ

+ (ũug + ṽvg) +
1

2
(u2
g + v2

g)︸ ︷︷ ︸
Eg

. (3.35)

Here, γ is the ratio of specific heats and should not be confused with the flight path angle

γ defined in other sections of this thesis. By substituting the terms defined in Equation 3.34

into equations 3.32 and 3.33 and with further algebra manipulation - where the applied gust is

separated from the rest of the solution - it can be shown [43] that the Euler equations can be

rewritten as

∂

∂t


ρ

ρũ

ρṽ

ρẼ

+
∂

∂x


ρ(ũ+ ug)

ρũ(ũ+ ug) + p

ρṽ(ũ+ ug)

ρẼ(ũ+ ug) + pũ

+
∂

∂y


ρ(ṽ + vg)

ρũ(ṽ + vg)

ρṽ(ṽ + vg) + p

ρẼ(ṽ + vg) + pṽ

+


0

sm(ug)

sm(vg)

se(ug, vg)

 = 0 (3.36)

where

p = ρ(γ − 1)

[
Ẽ − 1

2
(ũ2 + ṽ2)

]
, (3.37)

and the source terms are

sm(ug) = ρ

[
∂ug
∂t

+ (ũ+ ug)
∂ug
∂x

+ (ṽ + vg)
∂ug
∂y

]
(3.38)

sm(vg) = ρ

[
∂vg
∂t

+ (ũ+ ug)
∂vg
∂x

+ (ṽ + vg)
∂vg
∂y

]
(3.39)

se(ug, vg) = ũsm(ug) + ṽsm(vg) + p

(
∂ug
∂x

+
∂vg
∂y

)
. (3.40)

Equations 3.36 are solved in integral form on a fixed mesh such that

d

dt

∫∫
Ω
W dx dy +

∫
∂Ω

(F dy −G dx) +

∫∫
Ω
S dx dy = 0 (3.41)
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where

W = [ρ, ρũ, ρṽ, ρẼ]T

F = [ρ(ũ+ ug), ρũ(ũ+ ug) + p, ρṽ(ũ+ ug), ρẼ(ũ+ ug) + pũ]

G = [ρ(ṽ + vg), ρũ(ṽ + vg), ρṽ(ṽ + vg) + p, ρẼ(ṽ + vg) + pṽ]

S = [0, sm(ug), sm(vg), se(ug, vg)]

(3.42)

However, the SVM equations (3.37, 3.41 and 3.42) can be solved on a moving mesh code by

adding the source terms to the moving grid equations and setting the grid velocities equal to

the negative gust velocities. Indeed, Wales et al used a modified version of a moving mesh

Euler code to demonstrate the efficacy of their method [43]; also, the exact same solver was

used for this study. The aerofoil model used here is shown in Figure 3.12 and represent the

typical section of a modern commercial aircraft [44]. Figures 3.13a and 3.13b show, respectively,

a snapshot of the forward velocity contour plot at zero angle of attack in steady conditions and

during a gust encounter.
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Figure 3.12: FFAST crank aerofoil.

3.4.1 Reduced-order model for CFD

If on one hand CFD analyses are required to capture the flow behaviour in (almost) its entirety,

on the other hand savings on computational costs are essential during the early stages of the

design of an aircraft. Williams et al [45] recently demonstrated that a very efficient reduced-

order model can be achieved without losing the accuracy of the results obtained with full-

order simulations. Undeniably, the rapidity and maintained accuracy of reduced-order models

represents an invaluable characteristic for the gust reconstruction framework.

The CFD reduced-order model used within this work is built from a single sharp-edged gust,

of magnitude 1m/s, alongside a small number of steady simulations of various angles of attack.

An effective step-down response can be produced by subtracting the sharp-edged gust response

from the steady data (with the same angle of attack as the sharp-edged gust starts with) [46].

This step-down response is then used within an Eigensystem Realisation Algorithm (ERA) to
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Figure 3.13: Forward velocity contour plot of FFAST aerofoil at zero angle of attack in
steady conditions (a) and during ‘1− cos’ gust encounter (b) with a width of 15.48 chords and

magnitude equivalent to ∆αg = 3.58 deg at M = 0.73466 and Re ≈ 1.43× 108.

perform a system reduction to calculate the system matrices of a reduced order, discrete state-

space model [47, 48], which can be used to express the near-linear behaviour of the given system.

To ensure the ROM is stable (all eigenvalues have a magnitude of less than 1) restarting [49]

and/or Schur decomposition [50] can be used. Once the system matrices have been calculated,

they are valid for any gust of given Mach number and Reynolds number. However, they can

also be extended to calculate the system response at any altitude. The computational cost of

calculating a gust response once the matrices have been calculated is negligible. For a more

detailed description of the reduced-order model, see Williams et al [45, 46].

3.5 3D beam-stick model

During the latest stages of the design of an aircraft, aerodynamic loads are typically predicted

using a generalized frequency domain formulation of the aerodynamic force, coupled with struc-

tural FEM models. Figure 3.14 shows the full aeroelastic model used within this work to cover
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for these applications. This model is based on the academic FFAST9 model, which is a close

representation of a modern civil jet aircraft [51].

Figure 3.14: FFAST beam stick model and DLM.

The structure is modelled using a MDOF beam-element model with lumped masses, and the

aerodynamic forces determined using the Doublet Lattice Method (DLM). Traditionally, the

DLM, often corrected with CFD or wind tunnel test results, is used to evaluate the Generalized

Aerodynamic Forces (GAF) matrices. These are linear aeroelastic analyses that are typically

solved in the frequency domain, where the fundamental equation is

(
− ω2M̄ + iωD̄ + K̄

)
q = Q̄e + F̄Aero (3.43)

and where M̄, D̄, K̄ are, respectively, the generalized mass, damping and stiffness matrices; Q̃e

collects the Fourier Transform of the non-aerodynamic external generalized forces while F̃Aero

are the Fourier Transform of the generalized aeroelastic forces. The aeroelastic problem is

formulated by considering as unknown the structural physical displacements ua expressed on a

modal basis as

ua(x, t) =

NModes∑
h=1

Φah(x) qh(t) (3.44)

where Φah is the modal matrix, qh the modal displacements and the subscripts a and h represent,

respectively, the set of the structural nodal and modal degrees of freedom. It is important to

remark that Equation 3.44 introduces a significant approximation to the aeroelastic system since

9Future Fast Aeroelastic Simulation Technologies (FFAST) is a collaborative research project where the aim
is the development, implementation and assessment of a range of numerical simulation techniques that shall
accelerate future aircraft design. The efficiency and accuracy of the dynamic aeroelastic loads process shall
benefit from advances in critical load identification and ROM techniques. The partners in FFAST are the
University of Bristol, Institut National de Recherche en Informatique et en Automatique, the Council for Scientific
and Industrial Research, Delft University of Technology, DLR - German Aerospace Center, IRIAS, University
of Liverpool, Politecnico di Milano, NUMECA International, Optimad Engineering, Airbus, the Institute for
Information Transmission Problems and the University of Cape Town
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only a limited number of structural modes are used. In fact, to prevent any losses in accuracy

during the transformation from physical base to modal base, a number of modes equal to the

structural degrees of freedom shall be used instead. However, the convergence study performed

here demonstrated that on top of the 6 rigid body modes, 37 flexible modes, for a maximum

frequency of 25 Hz, resulted in optimal accuracy and were therefore considered sufficient for

this study. The same modal formulation is used to describe the unsteady aerodynamic forces

which are therefore strongly dependent on the number of modes that are used in the dynamic

analysis. In the frequency domain, the unsteady aerodynamic forces are defined as

F̃Aero = q∞

[
Qhh(M,k) q̃h + Qhx(M,k) δ̃x + Qhg(M,k) w̃g

]
(3.45)

where Qhh{NModes ×NModes}, Qhx{NModes ×NControlSurf} and Qhg{NModes × 1} are respec-

tively the generalized aerodynamic forces matrices related to the Fourier Transform of the

generalized coordinates q̃h, control surfaces vector δ̃x and gust shape w̃g. According to the

DLM implementation in Nastran [52], the generalized aerodynamic forces matrices are defined

through the combination of basic matrices as

Qhh = ΦT
ahG

T
kaWkkSkjA

−1
jj DjkGkaΦah

Qhx = ΦT
ahG

T
kaWkkSkjA

−1
jj Djx

Qhg = ΦT
ahG

T
kaWkkSkjA

−1
jj

(
cos γje

−ω(x0−xj)/V
) (3.46)

where

• Gka{(NPanels× 2)× (NNodes× 6)} is the spline matrix that transfers forces and displace-

ments between the structural and aerodynamic meshes respectively;

• Djk{NPanels×(NPanels×2)} and Djx{NPanels×NControlSurf} are the differential matrices

defined as D = D1 + ikD2, where D1 defines the downwash component of on the panel

due to the panel deflection, while D2 provides the downwash component due to the panel

pitching and plunging velocities. Only D1 is used for the Djx definition;

• A−1
jj {NPanels × NPanels} is the Aerodynamic Influence Coefficient (AIC) matrix whose

generic i, j element defines the pressure on the ith panel due to a downwash on jth panel;
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• Skj{(NPanels × 2) × NPanels} is the integration matrix that converts the pressure distri-

bution on the panel in a lift force and pitching moment defined on the 1/4 of the panel

chord;

• Wkk{(NPanels× 2)× (NPanels× 2)} is a matrix that can be defined by the user to correct

the DLM with experimental or CFD data [53–55];

• cos γje
−ω(x0−xj)/V accounts for the jth panel dihedral angle as well as the delay of the gust

downwash on the jth panel due to the aircraft actually travelling through the gust.

Following the Nastran notation [52], the subscript j represents the aerodynamic panels set, k

is the set of the aerodynamic degrees of freedom, and x is the set of the aerodynamic extra

degrees of freedom. In general the control surfaces deflections, x-set, are accounted for by

means of transpiration boundary conditions, i.e. by applying a local variation of the downwash

velocity on the related aerodynamic panels without actually physically rotating them. The h

index defines the modal degrees of freedom while the a-set the physical structural ones. The

dimension of the aerodynamic degrees of freedom is twice the number of the aerodynamic panels.

Each panel has only the pitching and the plunging degrees of freedom defined with respect to

the local normal direction and can generate only a lift and a pitching moment, always defined

with respect to the same local reference. The GAF matrices, however, are generated only for

a limited set of reduced frequencies (k) and Mach numbers; the remaining intermediate values

are evaluated through interpolation schemes [52].

Due to the high flexibility of the wings, nonlinearities need to be taken into account for gust loads

evaluations [56]; hence, it is necessary to recast the aeroelastic equation of motion (Equation

3.43) in a time domain manner. It then becomes essential to a have a good interpolation of the

GAF matrices in order to achieve a reliable modelling of the unsteady aerodynamic effects that,

in the frequency domain, are taken into account by the dependency of the GAF matrices upon

the reduced frequency k [52]. Rational fraction approximation (RFA) methods [57–60] are used

here to approximate this transcendental dependency by means of rational polynomial functions.

This approach leads to the transformation from an integral-differential to a purely differential

set of equations. Although several techniques exist in the literature to obtain a good RFA, the

Roger’s approximation scheme [57] is used within this work. According to Roger, each member
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of the GAF matrices, for a fixed Mach number, can be expressed as

Qi,j(k,M) ≈ Q0 + ikQ1 + (ik)2Q2 +

Npoles∑
l=1

ik

ik + bl
Ql (3.47)

where the Q terms are real unknown coefficients to be evaluated in order to minimize the least

mean square error between the actual value of Qi,j(k,M) and the approximated value given by

Equation 3.47. The poles bl must be positive to ensure stability of the system and are defined

as

bl =
kmax
l

(3.48)

where kmax is the maximum reduced frequency of interest. The number of the poles NPoles

defines the order of the overall denominator polynomial. The higher NPoles, the better the

fitting, but the higher the computational cost to solve the aeroelastic system of equations.

Notice that when a rational fraction approximation approach is used to model the unsteady

aerodynamics, a reasonable compromise needs to be found between a short computational time

and a good interpolation of the original GAF matrices, as the accuracy of the latter is usually

improved by increasing the number of aerodynamic poles. Of particular complexity is the

interpolation of the gust loads GAF matrix Qhg [61, 62], which in the frequency domain is

modelled (in Nastran) as

F̃Gust(ω) = q∞w̃profile(ω)Qhjw
Nas
j (ω) (3.49)

where w̃profile is the Fourier Transform of the gust profile (e.g.“1-cosine”) and wNas
j is the

downwash vector where each component is defined as

wNasj (ω) = cos γje
−iω(xj−x0)/V (3.50)

In Equation 3.50, γj is the dihedral of the jth panel, (xj − x0) is the distance of the jth panel

control node with respect to the gust origin and the exponential term e−iω(xj−x0)/V introduces

a delay for each panel that accounts for the effects of the aircraft entering the gust (i.e. the

wing hits the gust before the tailplane). When applying RFA to obtain the corresponding time

approximation [61, 62], the highly “spiral” nature of the components of Qhjw
Nas
j results in a

problematic interpolation of these terms. However, solutions to this problem are proposed in

the literature [63–65] and the approach proposed by Kier [65] is applied here where, briefly, the

idea consists in applying the RFA only to Qhj and defining the gust vector directly in the time
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domain. This solution allowed for a reduced number of poles to be used for the interpolation.

In fact, only 5 poles were found to be sufficient, given the good agreement observed in the

comparison of its components to those of the Qhj extracted directly from the Nastran analysis.

Hence, following this approach, the gust is not modelled as a single scalar value but as a vector

of gusts defined for each aerodynamic panel; this also enables the modelling of non-uniform

spanwise gusts by simply defining a scaling function for the intensity of the gust vector along

the wingspan, as shown by A. Castrichini along with the validation of this modelling approach

[66].

3.6 Conclusions

This chapter aims to provide a good level of familiarity with the aeroelastic models used through-

out this work for the reconstruction of gust and turbulence properties. A summary of the models

presented in this chapter and the relative optimisation method used for the reconstruction of

gusts and turbulence profiles, with a direct link to their application and results, is provided in

Table 3.1.

Inverse method
Gradient-free
optimisation

Gradient-based
optimisation

2D aerofoil with
Theodorsen’s aerodynamics
and with linear geometric

properties §4.3.1

2D aerofoil with
Theodorsen’s aerodynamics
and with linear geometric

properties §5.4.1

-

2D aerofoil with
Theodorsen’s aerodynamics

and with nonlinear geometric
properties §4.3.1

2D aerofoil with
Theodorsen’s aerodynamics

and with nonlinear geometric
properties §5.4.2, §5.7.1

-

- -
Flat plate with unsteady

lumped vortex method §5.4.3

- -
2D aerofoil with

computational fluid dynamics
§5.4.4

- -
2D aerofoil modelled by the
CFD-derived reduced order

model §5.4.5

3D beam-stick model with
the aerodynamics forces

determined by the Doublet
Lattice Method §4.3.2

-

3D beam-stick model with
the aerodynamics forces

determined by the Doublet
Lattice Method §5.7.2

Table 3.1: Summary of aeroelastic models and reconstruction methods used.
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The first column refers to the models used to demonstrate the applicability of the inverse

method, introduced in Section 2.5. This is also the topic of Chapter 4, which covers the theory

behind the method and its application in industry and highlights the needs for the introduction

of the optimisation method. The latter is, thus, discussed in Chapter 5 and the models used

are summarised in the second and third column above.



Chapter 4

The inverse method

In was mentioned in Chapter 2 that the standard approach used for the reconstruction of an

unknown input force is based on a method in the frequency domain that assumes a linear,

invertible, system. This approach forms the main topic of Chapter 4 which, thus, gives an

overview of what is known as the “inverse method” for the reconstruction of input forces.

The description of this method is included in this thesis to earn some familiarity with what has

been, in the last few decades, common practice in the reconstruction of input forces but, also, to

understand the limits of applicability of this approach and to justify the need for a time domain

solution designed for the reconstrucion of gust velocity profiles.

4.1 Introduction

Recalling from Section 2.5, the excitation force f(t) can be calculated with inverse methods

directly from the measured responses a(t) by evaluating the inverse of the forward system

model H−1(ω) and transforming the resulting signal F̂ (ω) in time domain using forward and

inverse Fourier transforms, as illustrated in Figure 4.1.

Figure 4.1: Force prediction via the inverse method where FFT denotes the forward Fourier
transform and IFFT the inverse Fourier transform.

70
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This practice requires the system to be linear as it involves the application of Fourier transforms

and their inverse, which are only valid in linear regimes. However, several studies can be found

in the literature where this type of application is attempted for nonlinear systems. ChihKao and

ChihChergn [67] proposed an inverse method valid for nonlinear structural systems; however,

this method requires the application of an extended Kalman filter and a recursive least-square

estimator that both work in the time domain. Oosterhuis et al [68], instead, applied the inverse

method in the frequency domain iteratively to a highly nonlinear multibody quarter car model

and showed that an acceptable match between the calculated and the original excitation could

be achieved; however, many iterations were needed, as well as further user interaction, to reach

overall convergence. The following sections illustrate the theory behind typical inverse method

approach and provide some examples of both valid and infeasible applications.

4.2 Methodology

4.2.1 The convolution integral

When performing an inverse analysis for the reconstruction of the excitation force, deconvolution

is the most common technique used by researchers [69]. Assuming that the system is linear, i.e.

that the response is linearly dependent on the excitation force and that the deformation of the

body is small enough to neglect geometric nonlinearities, the response a(t) measured at a point

of the body can be related to the excitation force f(t) by a linear convolution1 integral

a(t) =

∫ t

0
h(t− τ)f(τ)dτ. (4.1)

Equation 4.1 can also be conveniently written as

a(t) = h(t) ∗ f(t) (4.2)

where h(t) is the impulse response function of the system and ∗ indicates the convolution

operation. Provided that the response of the system can be measured and that the impulse

response function is known, the excitation force f(t) can be estimated by rearranging the integral

1Convolution can be thought of as a linear summation of a series of identical time histories where each time
history is scaled in amplitude and displaced one additional step in time. So any input shape can be generated
given a (usually simple) ‘unit’ input shape such as a ‘box-car’ or ‘impulse’, and if the same scalings and time
displacements are used for all columns of the time history array then the resulting time history will retain the
full correlation and balance properties of the seed [69].
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of Equation 4.1, i.e. by means of deconvolution. Details on how to solve the convolution (or

deconvolution) integral are out of the scope of this thesis but methods can be found in numerous

references [e.g. 1].

When moving into the frequency domain, convolution can be transformed into a simple algebraic

multiplication using Fourier transforms (F{·}). The Fourier transform of the impulse response

function, i.e. F{h(t)}, is the frequency response function (FRF), or transfer function, of the

system. FRFs are implicit properties that describe how the system behaves under harmonic

excitation at any frequency and are mathematically represented by the relationship between the

input and the output of the system, i.e.

H(ω) =
A(ω)

F (ω)
=
F{a(t)}
F{f(t)} (4.3)

where A(ω) is the Fourier transform of the output of the system a(t), F (ω) is the Fourier

transform of the input of the system f(t) and ω is the frequency of interest. Although FRFs are

usually defined for a single harmonic input, when solving real problems their definition can be

extended by using Fourier transforms of the measured time signals (see Section 4.2.2). Equation

4.3, rearranged, may then be used to determine the response of the system to a given excitation

time history, i.e.

F{a(t)} = H(ω) · F{f(t)} (4.4)

or,

A(ω) = H(ω) · F (ω) (4.5)

as also illustrated by the diagram of Figure 4.2.

Figure 4.2: Illustration of the transfer function operation.

The point-wise multiplication (denoted by the operator ·) of the RHS of Equation 4.5 thus

represents the corresponding operation in the frequency domain of the convolution defined in

Equation 4.2, as stated by the convolution theorem [1]. Hence, considering that the inverse

operation is valid and assuming that the FRF of the system is known, the time history of an

unknown excitation force can be found by solving Equation 4.5 for F (ω) and, finally, evaluating
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its inverse Fourier transform, i.e.

f(t) = F−1{F (ω)} (4.6)

as shown in the diagram of Figure 4.3.

Figure 4.3: Illustration of the inverse transfer function operation.

4.2.2 The use of Fourier transforms

Although fast Fourier transforms (FFT) are computationally less expensive than solving the

convolution integral in the time domain, care must be taken when dealing with FFT algorithms.

This is because the Fourier transform is originally defined for an infinite continuous signal but,

for this type of practical applications (i.e. signals of finite length T ), this needs to be truncated

using the definition

A(ω) =
1

T

∫ T

0
a(t)eiωtdt. (4.7)

In fact, this truncation introduces errors, also known as ‘leakage’, due to discontinuities created

at the extrema of the finite data sets. The amplitude of these errors, however, can be reduced by

applying windowing functions to the data [1]. In general, windowing minimises the amplitude of

the discontinuities at the limits of each finite data set. This reduction is achieved by multiplying

the time signal by a finite-length window that has an amplitude that gradually tends to zero at

the two extrema; in this way, the endpoints of two consecutive signals meet smoothly, forming a

unique continuous signal. Several windowing functions exist (e.g. Hann, Hamming, exponential)

which have different frequency resolution and a different degree of effectiveness in reducing

leakage. A list of the most common types of windowing functions and their applications is

provided in Table 4.1. A good compromise between applicability and effectiveness is given by

the exponential window [70], which is used throughout this work and it is defined as e−κt, where

κ is a positive constant, and thus gives

ã(t) = a(t)e−κt. (4.8)
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Window Type Signal Content

Hann Sine wave or combination of sine waves

Flat Top Sine wave (if accuracy of amplitude is relevant)

Hann Narrowband random signal (vibration data)

Uniform Broadband random (white noise)

Uniform / Hamming Closely spaced sine waves

Force Excitation signals (hammer blow)

Exponential Response signals

Hann Unknown content

Kaiser-Bessel Two tones with frequencies close but very different amplitudes

Uniform Two tones with frequencies close and almost equal amplitudes

Flat Top Accurate single tone amplitude measurements

Table 4.1: Types of windowing functions and their typical application. Adapted from M.
Cerna et al [71].

4.3 Applications

The method described in this chapter forms the basis of the standard approach used in industry

for the reconstruction of gust velocity profiles [69]. However, the linearity of the system is

a fundamental requirement for the method to be valid, because it relies on the principle of

superposition applied to the responses of each individual component of the Fourier transformed

signal. A demonstration of this requirement follows with the application of the inverse approach

to two of the models introduced in Chapter 3. These are the typical wing section represented

by the aerofoil model of Section 3.2, where non-zero nonlinear terms are considered (equations

3.1 and 3.2), and the linear 3D-beam-stick model introduced in Section 3.5. Whilst the first

case study demonstrates the linearity requirement, the second demonstrates the validity of the

inverse approach to systems that are linear but more complex.

4.3.1 2DoF model case study

Two sets of measurements are considered for this case study with the typical wing section

represented by the aerofoil model of Section 3.2. The first set represents the linear response

of the aerofoil to a weak ‘1 − cos’ gust (Ū0 = 0.01 and H̄ = 20.0); the second set, instead,

is representative of the nonlinear response resulting from a ‘1 − cos’ gust of greater amplitude

(Ū0 = 0.2 and H̄ = 40.0). Both gust profiles are originally defined according to Equation 2.13

but, in this case study, are assumed to be the unknowns of the problem. Equation 4.3 is used to

obtain the system’s transfer functions for pitch and heave, namely Hα(ω), Hα̇(ω), Hξ(ω), Hξ̇(ω),
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where a(t) is given by the time histories of the system’s response (i.e. α, α̇, ξ, ξ̇) to a known gust

input, f(t). The latter, whose usage could be interpreted as a ‘trainer’ for the system’s transfer

functions, is chosen to be a swept-frequency cosine (chirp) signal, defined analytically [72] as

fCg = fg,max sin

[
φ0 + 2π

(
f0t+

k∗

2
t2
)]

(4.9)

where fg,max is the maximum amplitude of the signal, φ0 is the initial phase (at t = 0), f0 is

the starting frequency and k∗ is the rate of frequency change. The reason behind the choice of

the chirp input lies in the properties of this type of signal as it excites the system at a range of

frequencies, such that the input frequency changes instantaneously. Figure 4.4 shows the chirp

signal in both the time and the frequency domain and also shows that an exponential window

is used to avoid the aforementioned ‘leakage’ problem. Thus, two sets of system’s transfer
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Figure 4.4: Example of swept-frequency cosine (chirp) signal with fg,max = 20.0, f0 = 0.0Hz,
f1 = 25.0 Hz and k∗ = 0.4 Hz/s.

functions are obtained using, respectively, the unfiltered and the exponential windowed chirp

signals with fg,max = 1.0, f0 = 0.0 Hz, f1 = 2.0 Hz and k∗ = 0.8 Hz/s, giving

Hα(ω), Hα̇(ω), Hξ(ω), Hξ̇(ω) =
F{αC(t)},F{α̇C(t)},F{ξC(t)},F{ξ̇C(t)}

F{fCg (t)} (4.10)

H̃α(ω), H̃α̇(ω), H̃ξ(ω), H̃ξ̇(ω) =
F{αC̃(t)},F{α̇C̃(t)},F{ξC̃(t)},F{ξ̇C̃(t)}

F{f C̃g (t)}
(4.11)

where the superscript C indicates the respective response to the unfiltered signal and the su-

perscript C̃ the respective response to the exponential windowed chirp. Figure 4.5 shows the

resulting transfer functions, where black curves are used for the unfiltered chirp signal and red

curves, instead, for the exponential windowed signal. It can be observed that the frequency

peaks of the transfer functions built on the original signal are perfectly captured by the transfer
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(b) Hα̇(ω)
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(c) Hξ(ω)
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Figure 4.5: Systems’ transfer functions for α, α̇, ξ and ξ̇ obtained with Equation 4.10 and
using the chirp signals of Figure 4.4.

functions built on the windowed signal, thus demonstrating that no information is lost with

windowing. Hence, considering the system’s transfer functions obtained from the exponential

windowed signal, the time history of any given input excitation force can be ‘reconstructed’ by

taking the inverse of these transfer functions, or in other words by rearranging Equation 4.5,

such that

F (ω) = H(ω)−1A(ω), (4.12)

and by evaluating the inverse Fourier transform of the resulting F (ω), i.e. f(t) = F−1{F (ω)}.
Figure 4.6a shows that an accurate reconstruction of the gust velocity profile can be achieved

when dealing with the first set of measurements, which reproduces the linear behaviour of the

system. If the gust is of greater amplitude, as in the second set of data, the inverse method

no longer provides a truthful reconstruction of the input force due to the effects of geometrical

nonlinearities that are not recovered by the linear systems’ transfer functions (Figure 4.6b).
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Figure 4.6: Comparison between applications of the inverse method to the linear (a) and
nonlinear (b) version of the wing typical section subject to a ‘1− cos’ gust. ATF,ADTF,XTF
and XDTF refer to the transfer functions of Equation 4.10 constructed, respectively, for α, α̇, ξ

and ξ̇.

4.3.2 3D-beam-stick case study

The same approach used in the flex-flight case study to obtain the system’s transfer functions is

used here with the linear 3D-beam-stick model described in Section 3.5. A chirp input signal is

defined according to Equation 4.9 and with the properties shown in Figure 4.4 (fg,max = 20.0,

f0 = 0.0 Hz, f1 = 25.0 Hz and k∗ = 0.4 Hz/s); then, the transfer function for the vertical

acceleration at the centre of gravity location of the aircraft (approximately at mid-fuselage) is

obtained using the following equations, respectively, for the unfiltered and exponential windowed

chirp signal

Hz̈cg(ω) =
F{z̈Ccg(t)}
F{fCg (t)} and H̃z̈cg(ω) =

F{z̈C̃cg(t)}
F{f C̃g (t)}

. (4.13)

Figure 4.7 shows the frequency content of this transfer function and, again, a match between

Hz̈cg and H̃z̈cg . The inverse of H̃z̈cg (or, equally, the inverse of Hz̈cg) is then used to obtain

the input gust profile from three different acceleration response time histories, as per Equation

4.12. Two of these time histories are originally obtained from ‘1− cos’ gust gradients that are

derived from the design gust velocity envelope of Figure 2.10; the longest gust considered has a

gradient of 214m and a maximum amplitude of 12m/s, whilst the shortest gust has a gradient

of 128m and a maximum amplitude of 11m/s. The third gust considered is of the chirp type

but has a final instantaneous frequency considerably different (f1 = 1.6 Hz with k∗ = 0.4 Hz/s)

from the one used to obtain the transfer functions. The results of this application are shown in

Figure 4.8, where it can be observed that a fairly good reconstruction is achieved for either the

first two cases (Figure 4.8a and Figure 4.8b) and for the third case (Figure 4.8c). Virtually no
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Figure 4.7: Systems’ transfer function for the aircraft mid-fuselage acceleration obtained with
Equation 4.10 and using the chirp signals of Figure 4.4.
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(a) H = 214m,U0 = 12m/s
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(b) H = 128m,U0 = 11m/s
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Figure 4.8: Comparison of inverse method applications to ‘1−cos’ gusts of decreasing gradient
and amplitude (a) and (b) and to a gust input of the chirp form (c).

differences can be observed in the reconstruction of the two ‘1− cos’ gusts, whilst some low and

high frequency noise can be seen in the reconstruction of the chirp gust, during the initial and

the final two seconds of the simulation. This noise could be avoided by increasing the time of

the simulation, thus allowing for the system to reach its final steady state in order to prevent

any eventual leakage.
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4.4 Industrial practice

The historical approach within the department of loads and aeroelasticity for the reconstruction

of gust loads following a flight incident was to compare the aircraft response as indicated by the

flight data recorder with the idealised load cases considered for certification. However, over the

last two decades, a better approach was developed, able to simulate the event in greater detail

using the certification mathematical model matched to the in-service aircraft conditions at the

time of the event - in this way, the risk of loads exceedence is determined directly by inspection

of the simulated load time histories. This approach is based on the method of convolution and

deconvolution introduced in Section 4.2 and it is therefore intrinsically linear in nature. Figure

4.9 shows the sequence of processes performed within the industrial tool. The latter can be

divided into three main constitutive blocks: inputs, identification & simulation and assessment.

The aspects relevant to the reconstruction are contained within the second block (in green),

Figure 4.9: Main components of the industrial process used for the reconstruction of gust
loads. Source: Airbus’ tool user guide.

which suggests that the calculation of the loads is obtained in three stages2:

1. First subtracting out the Nz response caused by (symmetric) control surface inputs, and

evaluated using Duhammel convolution, from the flight data recorder measurements;

2. Then, determining the (vertical) gust time history necessary to generate the residual

aircraft response in one degree of freedom (vertical acceleration at the aircraft c.g.) by

means of deconvolution;

2Notice that the process for the reconstruction of the loads is not purely limited to three stages described
as several adjustments/options are applied throughout the process, e.g. correction for low frequency trends
introduced by any eventual pilot stick inputs.
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3. Finally, using convolution again to calculate the aircraft and loads response to the com-

bined control surface and gust inputs.

This process is then followed by an assessment of the response against the certification loads

used for that aircraft and criteria in line with the certification requirements are used to classify

the resulting loads as Red or Amber, which indicate the criticality of the event.

4.5 Conclusions

A description of the standard approach, used also in industry, for the reconstruction of gust

velocity profiles was given in this chapter, together with two sample applications of the method

to a model that allows the inclusion of geometric nonlinearities and to a model that is used

during the design and production phases of an aircraft. Despite the good results obtained with

the industrial model (shown in Section 4.3.2), the inverse method showed a lack of consistency

in the results obtained with the nonlinear model (Figure 4.6b). These results suggest that,

considering the ever evolving complexity of modern aircraft structuresand the nonlinearity of

control systems, the linear model assumption may no longer be valid and methods that can

handle nonlinearities need to replace the existing standard approaches. Along these lines, next

chapter provides a broad discussion on the development of optimisation methods aimed at the

reconstruction of gust velocity profiles. These methods handle nonlinearities and are valid in

the time domain.



Chapter 5

The optimisation method

This chapter covers the description and application of optimisation techniques in the time do-

main for the reconstruction of gusts and turbulence profiles. Two methods for the optimisation

are discussed here, i.e. gradient-free and gradient based algorithms, that are used independently

based on the characteristics of the aerofoil or aircraft model used. The strategy for the valida-

tion of these two methods is also presented, followed by the application to the aircraft models

described in Chapter 3.

5.1 Introduction

Chapter 4 covered the inverse method in the frequency domain and how this approach can

be used for the reconstruction of gust velocity profiles. However, it was shown that some

limitations occur when dealing with systems that have nonlinear properties and this approach

sometimes results in the non-uniqueness of the solution given by the high sensitivity of the inverse

transformation process to measurement noise. Despite a continuous effort to research methods

in frequency domain that can overcome these difficulties (Section 4.1), time domain methods

present a viable solution, provided that cost efficient routines can be setup for the problem being

considered. As mentioned in Chapter 2, the need for time domain methods is also stated in the

acceptable means of compliance (AMC) of the certification requirements that explain that these

methods shall be used in opposition to frequency domain methods when the explicit simulation

of nonlinearities is required. This is because the influence of nonlinearities on one load quantity

can greatly differ on another load quantity, thus causing their linearisation hard to achieve [11].

81
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Different aerodynamic and aeroelastic models have been introduced in Chapter 3, as they are

used throughout the course of this work to cover the application of gust loads reconstruction

during the different design stages of an aircraft. The two main branches of optimisation, i.e.

gradient-free and gradient-based, are considered here to provide ad-hoc solutions that conform

to the type and characteristics of the aerofoil (or aircraft) model employed and that provide

a good level of compromise between accuracy and cost, which is imposed by the design stage

in progress. As suggested by their name, gradient-free optimisation methods do not require

gradient information and are ideal for non-smooth or discontinuous functions, but they might

take longer to find the solution because direct evaluations of the objective function are required

at each iteration. In the framework of this study, gradient-free methods can, therefore, be

applied to problems where the objective function is computationally cheap to evaluate, which

is the case of the 2D aerofoil model with Theodorsen’s aerodynamics and nonlinear geometric

properties described in Section 3.2. Gradient-based methods use, instead, the gradient of the

objective function as the direction to follow in the search of the function minima. One of the key

advantages of these methods is their ability to solving optimization problems with a significantly

large design space and a high number of design variables; also, as opposed to gradient-free

methods, they offer clear convergence criteria and they are computationally efficient thanks

to their rapid convergence rate [73]. However, particular attention must be paid in the case

of multi-modal functions, where multiple local minima exist, because gradient-based methods

cannot guarantee the detection of the global minimum. This is due to the direction of the search

following the steep descent of local derivatives, which might result in the optimisation algorithm

being stuck in a local minima. But, this is a problem that is usually overcome by randomly

searching the design space from different starting points and, in the framework of this research,

is limited by the nature of the function being optimised. Thus, gradient-based optimisation is

proposed within this work for models with higher complexity that are used during later design

stages of the aircraft where a higher accuracy is demanded. These are, for example,

• 2D aerofoil with computational fluid dynamics (§3.4),

• 2D aerofoil modelled by the CFD-derived reduced order model (§3.4.1),

• 3D beam-stick model with the aerodynamics forces determined by the Doublet Lattice

Method (§3.5).

Although either optimisation method sits within the framework of Figure 5.1 that, as introduced

in Section 2.5, provides a top-level overview of how the reconstruction of an excitation input and,
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specifically, gust velocity profiles can be achieved by means of optimisation1, the two methods

present fundamental differences and, also, some changes in the wiring of the objective function

to the system. These differences are presented and discussed in the following sections and form

the ground for the applications presented later in this chapter.

Figure 5.1: Force prediction via the optimisation method.

5.2 Gradient-free optimisation framework

Gradient-free methods, also known as non-gradient based algorithms, have gained a lot of at-

tention in recent years as they are easy to implement and/or program thanks to their heuristic

nature and are able to seek the optimum point for objective functions that do not have smooth

first or second derivatives. These algorithms present global properties, in fact, most of them

are designed as global optimisers which are able to find multiple local optima while searching

for the global optimum. Gradient-free methods are numerically robust and, indeed, require

no gradient information as only objective function evaluations are used to find the optimum

point. However, they present some limitations due to their high computational cost, resulting

in a lack of efficiency, a limited number of design variables and some necessary fine tuning

during the setup of each problem. There exist various gradient-free methods and amongst the

most commonly used algorithms (Genetic Algorithms, Simulated Annealing, Divided Rectangles

Method, Particle Swarm Optimization, etc.) is the Nelder–Mead Simplex (Nonlinear Simplex),

which is detailed in Section 5.2.1 and is used for the reconstruction framework applied to the

2DoF nonlinear aerofoil model. The reason for choosing the simplex algorithm over the genetic

1The input f̂(t) to a forward aircraft model is tuned via optimisation algorithms until the model response â(t)
matches the measured response a(t).
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algorithms or the other available methods lies entirely in the performance of the former as the

others proved to be more expensive in terms of computational effort.

Figure 5.2 provides the first detailed representation of how the framework of Figure 5.1 adapts

to the reconstruction of gust velocity profiles and, thus, loads on all aircraft components. The

process shown is based on three main steps that are wired to each other in order to form a

continuous loop. The main pre-requisite is that the time histories of the response of the aircraft

(acceleration, rates, Euler angle, etc.) to an atmospheric disturbance are available. Then, the

first step is the estimation of the initial state of the aircraft based on (measured) input data; this

is followed by the mathematical prediction of the aircraft state at t+1 obtained using an aircraft

model, which also reads in control surfaces deflections to extract the response of the aircraft

due to manoeuvre only; the third step consists in the optimisation that minimises the difference

between the predicted state of the aircraft and the actual measured state at t+ 1 (available in

the input dataset), using gust velocity as the design variable. A complete breakdown of these

steps is provided below.

Figure 5.2: Proposed Data Flow.

Starting from the beginning, it is assumed that the response of the aircraft to a gust disturbance

is provided in the form of a measurement vector XAC (obtained for example from a flight data
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recorder, FDR) that includes accelerations, velocities, Euler angles, body rates and altitude

XAC = {nx, ny, nz, Vx, Vy, Vz, φ, θ, ψ, φ̇, θ̇, ψ̇, Z}T (5.1)

and that, also, a control surface deflection vector U is given. With this information and con-

sidering the first time step in the simulation, the following process applies:

1. The initial state of the aircraft at t = 0 is built from the available dataset and the first

(vertical) component of the gust velocity profile (as seen by the leading edge of the wing

profile) is assumed to be zero2, i.e. fg,i=1 = 0.0m/s.

2. A model is then required to obtain an estimate X̄AC at ti+1 of the response of the aircraft

to the assumed gust input.

3. The predicted X̄AC(ti+1) is fed into an optimisation routine together with the actual

(measured) aircraft state XAC(ti+1), which is avaiable from the input dataset.

4. The optimisation tunes the gust input component fg,i such that the `2-norm of the dif-

ference between the predicted state X̄AC and the measured state XAC of the aircraft, at

ti+1, is minimum.

5. When the condition at step 4 is satisfied, the gust velocity component is updated accord-

ingly and stored in memory.

6. The process then repeats from step 1 to 5, for all the values of t up to the total number

of timesteps, N , such that the complete gust velocity profile is available in the form of a

vector.

The resulting gust loads can then be obtained if the gust velocity profile constructed with the

optimisation is given as an input to the flight loads model discussed in Chapter 2. However,

it is important to highlight that throughout this study the reconstruction of the gust velocity

profiles is merely limited to the vertical direction (also referred hereafter as gust downwash) and,

therefore, lateral effects are not considered. Also, unless otherwise stated, when considering 3-

dimensional aircraft models the reconstructed gust profile is assumed to be equal in the spanwise

direction.

2This assumption only holds at the first time step of the simulation; from the following timesteps, the assumed
initial value of the gust velocity component is equal to the result of the optimisation obtained at the previous
iteration.
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5.2.1 The objective function

The optimisation can be constructed as an unconstrained3 problem where the objective function

is the `2-norm4 of the difference between the measured states of the aircraft (accelerations, ve-

locities and displacements) and those obtained from a model that takes as input a parameterised

gust. The latter forms the design variable of the optimisation and can be defined as

f̃g,i = f̃g(ti) for i = 1, . . . , N. (5.2)

where f̃g(ti) is the value of the gust velocity at the time step ti. An example of parameterised

gust is shown in Figure 5.3.

Figure 5.3: Example of a parameterised gust input f̃g.

In mathematical form, the objective function can be expressed as

minimise
f̃g,i

∣∣∣∣∣∣∣∣XAC,i+1 − X̄AC,i+1(f̃g,i)

∣∣∣∣∣∣∣∣ (5.3)

where the operator || · || denotes the `2-norm, which can be explicitely written as

minimise
f̃g,i

√√√√∑
j

(
Xj
AC,i+1 − X̄

j
AC,i+1(f̃g,i)

)2

(5.4)

3In optimisation theory, an unconstrained problem is one that does not require constraints to be defined as
part of the problem and, thus, the solution of the objective function is only controlled by the bounds of the design
variables.

4The `2-norm, also known as Euclidean norm, is a vector norm defined for a complex vector and, mathemati-
cally, takes the form of |x| =

√∑n
k=1 |xk|2.
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where j is each component of the aircraft state vector. The gust design variable f̃g,i is bounded

by the following relation

f̃Lg ≤ f̃g,i ≤ f̃Ug (5.5)

where f̃Lg and f̃Ug are, respectively, the fixed lower and upper boundaries that can be set to

significant values, based on experience, or to plus and minus infinity to leave the problem

unbounded.

5.2.2 The optimisation algorithm

This optimisation problem is solved using the Nelder-Mead (NM) simplex algorithm, also known

as nonlinear simplex, which can be regarded as one of the most appropriate minimisation meth-

ods for non-smooth functions, as it does not require any derivative information. In fact, this

method can be also used to solve problems with discontinuous functions, whilst it remains the

simplest way to minimize continuous or “well-behaved” functions, whose unknown values can

be estimated by looking at the existing neighbouring values. A simplex, also known as hyperte-

trahedron, is a structure in n-dimensional space formed by n+1 points that are not in the same

plane. For example, a line segment is a 1-dimensional simplex, a triangle is a 2-dimensional

simplex and a tetrahedron forms a simplex in 3-dimensional space. The flowchart in Figure 5.4

shows the steps followed by the optimisation algorithm to minimise the objective function. The

first step performed by the NM-algorithm is to generate the initial simplex of n+1 points, start-

ing from the initial guess x0. The following step is the evaluation of the objective function at

each point of the simplex and the consecutive categorisation of these points into the worst (xw,

or highest), the best (xb, or lowest) and the lousy (xl, or second highest), based on the values

that the objective function takes. New points are then added to the initial (guessed) simplex via

four characteristic operations that, thus, modify the structure of the simplex. These operations

are reflection, expansion, contraction and shrinking and their sequence depends entirely on the

value that the objective function takes at the new point, with respect to the other relevant

points. Figure 5.5 provides a graphical representation of these operations that, mathematically,

are defined as follows

Reflection: xr = xa + α(xa − xw)

Expansion: xe = xr + γ(xr − xa)

Contraction: xc = xa ± β(xa − xw)

Shrinking: xi = xb + ρ(xi − xb)
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Figure 5.4: Nelder-Mead algorithm flowchart. xw, xb and xl are respectively the worst, the
best and the lousy (second highest) points. Obj( ) indicates, instead, the value of the objective

function obtained with the design point in brackets.

where

xa =
1

n

n+1∑
i=1,i 6=w

xi (5.6)

is the average and α, γ, β and ρ are, respectively, the reflection parameter, the expansion pa-

rameter, the contraction factor and the scaling parameter.

Figure 5.5: Operations performed by the Nelder-Mead algorithm on a 2-dimensional simplex
[74].
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Reflection first requires the computation of the average of the n points except the worst, xw, such

that the new point defined is on a descent line between the worst and the average. The expansion

operation follows if the reflection point is better than the best point, i.e. if the objective function

obtained with the reflection point, Obj(xr), is less than the objective function obtained with the

best point, Obj(xb), and, thus, defines a new point in the same direction. If the reflection point

is, instead, worse than the worst point or the lousy point, a contraction operation is performed

that defines a new point between the worst one and the average one. The plus or minus sign

of this operation depends on whether the reflected point is worse than the worst point (minus,

also referred to as inside contraction) or worse than the lousy point (plus, also referred to as

outside contraction). Finally, shrinking is a back-up operation that is used in case all the other

operations fail. It retains the best point and shrinks all the others by finding them a new

position using the scaling factor ρ. After the operations of reflection, expansion, contraction

and shrinking, a check for the minimum is performed and if the latter is attained, the algorithm

stops otherwise a new simplex is generated and the steps described above, and shown in Figure

5.4, repeat. The convergence of this algorithm can be measured by either setting a tolerance

for the size of the simplex or by evaluating the standard deviation, i.e.

σ =

√∑n
i=1(fi − f̄)2

n+ 1
(5.7)

where f̄ is the mean of the objective function values at the n + 1 points. Finally, the main

advantage of this algorithm is that it only requires function evaluations and, thus, represents a

good choice for simple minimisation problems, where a good reduction of the objective function

can be obtained after a relatively small number of function evaluations. Its main strengths

are that it does not require the computation of derivatives and the objective function does not

necessarily have to be smooth. However, since it does not use any gradient evaluations, it may

take longer to find the minimum, which may result into a non-very-efficient method, particularly

for problems with more than circa 10 design variables, where convergence becomes increasingly

difficult.

5.3 Gradient-based optimisation framework

When dealing with unconstrained optimisation problems, gradient-based algorithms are the

most popular choice for finding the solution. Similarly to gradient-free methods, these are
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iterative processes but, at each iteration, the gradient-based algorithms exploit knowledge from

the gradient of the objective function, and move towards the minimiser of this function by

following the direction of its gradient. Four steps can be identified that are common to all the

algorithms used for unconstrained gradient-based optimisation - these are:

• Test for convergence, which stops the search if the conditions for convergence are

satisfied;

• Computation of the search direction, which computes the vector p(k) that defines

the direction in n-space along which the solution is searched;

• Computation of the step length, which finds a positive scalar αk that scales the size

of the step such that the new design variable provides a solution to the objective function

that is closer to the minimum, i.e.

f(xk + αkpk) < f(xk) (5.8)

where xk is the starting point of the design variable;

• Update of the design variables, which stores the new variables, namely

xk+1 = xk + αkpk (5.9)

updates the iteration number and starts back from the first step.

Several types of gradient-based algorithms exist, which differentiate in the method used for

the computation of the search direction. It is out of the scope of this thesis to provide a

description of all the available methods; however, more details are given later on the Broy-

den–Fletcher–Goldfarb–Shanno (BFGS) algorithm on which is based the optimisation method

used in this study (Section 5.3.3). Figure 5.6, instead, shows that, in order to apply the gradient-

based method to the reconstruction of gust velocity profiles, a slightly modified version of the

optimisation framework of Figure 5.2 is required. The main difference is in the format of the

input gust, which is now provided as a full time history rather than a single point in time. This

gust time history is function of a series of weighted parametric functions whose weights are

“controlled” by the optimisation routine. Also, compared to the previous framework, the ob-

jective function here is defined for the time history of the total lift coefficient5. A more detailed

5Accelerations, load factor or other interesting quantities can be equally used for this type of application.
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Figure 5.6: The numerical optimisation framework used for the reconstruction of the gust
input profile with C` given as the target input. Here, C` is the lift coefficient; f̃g(xg) is the
parameterised gust and xg the vector of gust points; w is the vector of the N RBF weights; a
is the vector of the N coefficients for the Hicks-Henne bump functions and N is the number of

design variables.

description of the modified framework follows, where it is assumed that the response of the

aircraft to a gust disturbance is available in the form of a lift coefficient time history (Ctarget` )

and that, also, the initial conditions of the aircraft are known. With these information, the

following process applies:

1. An initial guess for the gust shape f̃g(xg) is built over a predefined set of weighted para-

metric functions, which can be of different nature, as described in Section 5.3.1.

2. An aircraft (or aerofoil) model6 is then required to obtain the time history of the response

to the initial (guessed) gust excitation, e.g. C̃`(f̃g).

3. The resulting time history is then handled by the optimisation algorithm where the cost

function is the difference between the time history of the model response and the target

time history.

4. The optimiser tunes the weights of the parametric functions, i.e. the design variables of

the optimisation. Each change in the design variables generates a new parametric gust

and an additional call to the model/solver.

6This model is trimmed for initial conditions.
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5. At convergence, when the cost function is minimised, the resulting gust shape is considered

to be the original that caused the target response.

Equally to the gradient-free method, the resulting gust loads can then be obtained if the gust

velocity profile resulting from the optimisation is given as an input to the flight loads model

discussed in Chapter 2.

5.3.1 Gust shape parameterisation

In aerodynamics, generally, shape parameterisation concerns the way the aerofoil geometry is

handled and deformed by an optimisation algorithm, and determines both the fidelity and range

of control available. In the context of this study, instead, shape parameterisation is adapted and

applied to gust profiles in order to achieve a satisfactory deformation of the initial guessed gust

during the iterative optimisation process. Two parameterisation methods have been considered

and their effectiveness and efficiency have been measured on the ability to cover a large design

space with a limited set of design variables, as suggested by the work of Masters et al [75].

Recalling the first step of the optimisation process, where an initial guess for the gust is required,

it becomes natural to assume that deformative methods are the best candidates for this type of

application. In fact, deformative methods consist in the generation of a new shape following the

deformation of a preliminary (assumed) shape. The two deformative methods considered here

are Hicks-Henne bump functions (analytical method) and Radial Basis Functions (free-form

deformation method), and are introduced in the following sections.

5.3.1.1 Hicks-Henne bump functions

Hicks-Henne bump functions use a base shape definition over which a linear combination of

N basis functions defined between 0 and 1 is added to obtain the desired shape (Figure 5.7).

Applied to gust shapes, these can be written as

f̃g(xg) = f̃g(xg)
initial +

N∑
i=1

aiφi(xg) (5.10)

where ai are the coefficients of the N basis functions. These are defined as

φi(xg) =

[
sin

(
πxln(0.5)/ ln(hi)

g

)]ti
, (5.11)
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as proposed by Hicks and Henne [76]. In Equation 5.11, hi is the location of the maxima of the

basis functions and is defined as

hi =
1

2

[
1− cos

(
iπ

N + 1

)]
, i = 1, . . . , N (5.12)

whereas ti controls the width of the functions and can be set equal to a constant [77]. Although

for this study only ai is set as the design variable for the optimisation, in general all parameters

controlling the shape functions (i.e. ai, ti and hi) can be defined as design variables [75].

Figure 5.7: Example of Hicks Henne Bump Functions parameterisation with 8 basis functions.

5.3.1.2 Radial basis functions

The Radial Basis Functions (RBFs) approximation (Figure 5.8) is built upon the summation

of N basis functions that are (usually) defined by the Euclidean norm of a known set of points

- the control points, also defined as the RBF centres c = [cTi ] - and the variables at which the

approximation is sought - the gust points xg. RBFs evaluate the value of the interpolation at

any point in space by a weighted influence of the value at every control point; the influence is

determined by the vector distance of the evaluation point from all the control points. Here, the

RBF approximation can be expressed as

f̃g(xg) =
N∑
i=1

wi φ(||xg − ci||) + p(x) (5.13)
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where φ(||.||) are the N ‘radius’ functions, which in this work are of the Gaussian type (i.e.

φ(||.||) = e−(ε||.||)2
) but can likewise be of different nature (e.g. quadric, inverse quadratic, etc.),

wi are N scalar variables, also known as weights of the basis functions, and p(x) is an (optional)

added polynomial used to ensure that translation of the gust shape is captured without added

deformation. The centres c = [cTi ] are defined by the initial guess of the gust shape. When using

this parameterisation method within the gust reconstruction framework, the vector of weights

w and the polynomial coefficients are the design variables of the optimisation problem.

Figure 5.8: Example of RBF parameterisation with 8 basis functions.

5.3.2 The objective function

As mentioned earlier, for this application, the optimisation can still be constructed as an uncon-

strained problem where the objective function is the `2-norm of the difference of the measured

states of the aircraft and those obtained from a model where the input is the parametrised gust

shape f̃g(xg) [6]. Following on from Figure 5.6, the objective function is designed around the

lift coefficient time history; hence, setting g̃ = f̃g(xg),

minimise
w

∣∣∣∣∣∣∣∣C` − C̃`(g)

∣∣∣∣∣∣∣∣
2

(5.14)

or, explicitly,

minimise
w

√√√√∑
j

(
C`,j − C̃`,j(g̃)

)2

(5.15)
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where w = [wi]
T is the vector of the weights of the N parametric functions and j counts for

each time step. Also, the design variables wi can be bounded according to the relation

wLi ≤ wi ≤ wUi , for i = 1, N. (5.16)

where wLi and wUi are, respectively, the fixed lower and upper boundaries that can be set to

significant values, based on experience, or to infinity to leave the problem unbounded.

5.3.3 The optimisation algorithm

The Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm was used to minimise the objective

function of Equation 5.14. This algorithm is considered to be the most effective in the family of

quasi-Newton methods. Generally, quasi-Newton methods rely only on first order information

and approximate second order information directly from the values of the objective function,

available from previous iterations, and the respective calculated gradients. Thus, an approx-

imation of the Hessian matrix is generated, which in most of these methods is forced to be

symmetric and positive definite in order to improve the convergence properties of the method

[74]. A generic iteration of quasi-Newton methods has the search direction of Equation 5.9

defined as

pk = −H̄−1
k ∇f(xk) (5.17)

where H̄k is the approximated Hessian, which is usually initialised as an identity matrix and

it is then updated at each iteration, and ∇f(xk) is the gradient of the function evaluated at

xk. The rules for the update of the Hessian vary from method to method and for the BFGS

algorithm, the quasi-Newton condition imposed on the update is

H̄k+1(xk+1 − xk) = ∇f(xk+1)−∇f(xk) (5.18)

which is also known as the secant equation7. In order to satisfy this condition and for the Hessian

to mantain symmetry and positive definitiveness, the approximation is updated according to

the following equation

H̄k+1 = H̄k +
yky

T
k

yTk sk
− H̄ksks

T
k H̄

T
k

sTk H̄ksk
(5.19)

7A more detailed description of the quasi-Newton condition for the update of the Hessian matrix can be found
in many works of the literature [78]
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where yk = ∇f(xk+1) − ∇f(xk) and sk = xk+1 − xk. The inverse of this equation is then

required for each update - this inversion can be efficiently achieved through the application

of the Sherman–Morrison formula [79, 80]. The new set of values is then obtained through

Equation 5.9 and the convergence criteria checked. The iterations stop when the convergence

criteria are met.

5.3.3.1 Gradient evaluation

As described in Section 5.3.3, the BFGS algorithm relies on the evaluation of the gradient of

the objective function to compute the search direction of the optimisation. Hence, consider the

inner function of Equation 5.14

f(g) = C` − C̃`(g̃) (5.20)

and, at every single time step

fj(g) = C`,j − C̃`,j(g̃). (5.21)

Then, a new function h can be introduced that defines the `2-norm of Equation 5.21, i.e.

h(g̃) = ||fj(g̃)||2 =

√√√√ n∑
j=1

fj(g̃)2. (5.22)

As a result, the gradient of h(g̃) can be written as

∇h(g̃) =
1

2

(∑
j

fj(g̃)2

)− 1
2
(∑

j

2 fj(g̃)∇fj(g̃)

)
=

∑
j fj(g̃)∇fj(g̃)

||f(g̃)||2
(5.23)

or, in terms of the Jacobian,

∇h(g̃) =
Jf (g̃)T f(g̃)

||f(g̃)||2
(5.24)

where Jf (g̃)T is the Jacobian matrix of f(g̃). The conventional method for finding this gradient

is numerically, via finite difference approximation, where a pre-determined8 ∆w is sequentially

added and subtracted to every single weight of the parametric functions and its influence is

measured over the entire wing profile (Figure 5.9). A drawback of this method is that the finite

difference evaluation usually becomes computationally expensive, because it requires the full

simulation to be carried out at every delta increment and the results to be stored in memory.

However, a multiprocessing routine (Appendix C.1) was used in this study to speed up this

8An approriate ∆w was taken from the “stable region” of a sweep in perturbation sizes to verify that the final
value used gave a consistent gradient.
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process, with the evaluation of the gradient achievable at the cost of only one single simulation.

Figure 5.9: Representation of finite difference approximation.

5.4 Method validation

The validation strategy for the two gust reconstruction methods introduced in sections 5.2

and 5.3 is discussed here. The diagram of Figure 5.10 can be split into two main parts. The

first part, which develops horizontally in the diagram, is based on the application of both the

optimisation frameworks (in turn) to the time histories obtained from the models in response to

a known input gust, which for convenience is chosen to be the widely accepted ‘1− cos’ profile

of Equation 2.13. The second part consists of the comparison of both the reconstructed gust

and the reconstructed responses with their respective targets. The results of these comparisons

are then assessed to establish the validity of the methods.

Figure 5.10: Validation diagram.

Three models from those introduced in Chapter 3 were used for the validation. These are the

2DoF nonlinear model (Section 3.2), in both its linear and non-linear versions, for the validation
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of the gradient-free method and the ULVM model (Section 3.3) and the CFD model (Section

3.4), along with its ROM version, for the validation of the gradient-based method.

5.4.1 2DoF linear model

The diagram of Figure 5.11 represents the first part of the validation and helps to better un-

derstand the components required for this case.

Figure 5.11: Gust reconstruction diagram for the linear 2DoF model.

The response to the ‘1 − cos’ gust of Equation 2.13, reformulated in nondimensional terms in

Equation 3.8 and, reported for convenience below,

Ū(τ 1
2
) =

Ū0

2

(
1− cos

2π

H̄
τ 1

2

)
for τ 1

2
≤ 0 ≤ τ 1

2
+ H̄ (5.25)

with gradient H̄ = 40.0 and maximum velocity Ū0 = 0.01, was first obtained with the linear

version of the aerofoil, which from the nondimensional equations 3.3 and 3.4 reduces to

ξ′′ + xαα
′′ + 2ζξ

ω̄

V ∗
ξ′ +

(
ω̄

V ∗

)2

ξ = − 1

πµ
C`(τ 1

2
) (5.26)

xα
r2
a

ξ′′ + α′′ + 2ζα
1

V ∗
α′ +

(
1

V ∗

)2

α =
2

πµr2
a

Cm(τ 1
2
). (5.27)

The computed response was stored in dimensional terms in a measurement vector of the type

described by Equation 5.1, but with the measured states limited to α and α̇ for pitch motion and

ξ and ξ̇ for plunge. The latter was then provided as the target measured data to the optimisation

framework shown in Figure 5.2, whilst the input gust was assumed to be an unknown function

fg parameterised as in Figure 5.3, with dt = 0.05s and tfinal = 500s. The optimisation problem

was set as unconstrained and with no bounds being defined on the design variables. The iterative

process described in Section 5.2 could then be triggered and run until convergence.
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Figure 5.12 shows the results required for the second part of the validation. The first figure on

the left shows that, despite some numerical noise noticeable soon after the gust peak (shown

in the adjacent figure), a very good match was obtained between the theoretical ‘1− cos’ gust

profile and the one reconstructed using the Nelder-Mead simplex algorithm. In practice, the

signal shall be treated with appropriate digital filters to remove the high frequency noise, and

it would be expected that the conditioned signal had a shape virtually identical to the reference

gust.
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Figure 5.12: Comparison of the ‘1 − cos’ gust profile (H̄ = 40.0, Ū0 = 0.01) with the gust
reconstructed via the optimisation run on the linear FOM. The error plotted in (b) is the delta

between the target function and the reconstructed one.

As described in Section 5.2.2, the simplex algorithm requires multiple direct calls to the function

as no gradients are given or evaluated in the calculation; however, the optimisation only took

slightly more than one minute to complete on a standard PC with 4 cores, covering a time

history of 10, 000 time steps with dt = 0.05s. Indeed, the convergence plot shown in Figure 5.13

demonstrates that less than 10 iterations were required per optimiser evolution for the objective

function to converge to an amplitude of the order 10−9.

Finally, the reconstructed gust of Figure 5.12a was given back as input to the linear aerofoil

model and figures 5.14a and 5.14b show that a perfect match was obtained with the response

resulting from the theoretical ‘1− cos’ gust.

5.4.2 2DoF nonlinear model

The gust reconstruction diagram of Figure 5.15 shows that only the aerofoil model was updated

here to reflect the changes in the nonlinear terms. Indeed, a similar ‘1 − cos’ gust profile with

the peak velocity increased by one order of magnitude (Ū0 = 0.1) was used to evaluate the
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Figure 5.13: Convergence plots over the gust profile for the 2DoF linear model. Each line
represents the convergence of a single time step.
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Figure 5.14: Comparison between target and reconstructed pitch (5.14a) and plunge (5.14b)
for the linear full order model.

Figure 5.15: Gust reconstruction diagram for the nonlinear 2DoF model.

response of the aerofoil modelled by the same linear equation for plunge (Equation 5.26) but

with a non-zero cubic stiffness term (βα = 3.0) defined in the equation for pitch, i.e.

xα
r2
a

ξ′′ + α′′ + 2ζα
1

V ∗
α′ +

(
1

V ∗

)2

(α+ βαα
3) =

2

πµr2
a

Cm(τ 1
2
). (5.28)

Exactly the same process of the previous validation exercise applied here, also having the gust

parameterised with the same properties and setting the optimisation unconstrained and the

design variable unbounded. As a result, the optimisation run in under two minutes on a stadard
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Figure 5.16: Comparison of the ‘1 − cos’ gust profile (hg = 40.0, Ω0 = 0.10) with the gust
reconstructed via the optimisation run on the nonlinear FOM. The error plotted in (b) is the

delta between the target function and the reconstructed one.

PC with 4 cores and, despite an increase of one order of magnitude in the absolute error

(Figure 5.16b), a good match was obtained between the theoretical ‘1 − cos’ gust and the one

reconstructed, as shown in Figure 5.16a. Also, a trend similar to the linear model validation

verified for the convergence plot but, in this case, to an amplitude of the order 10−8 (Figure

5.17).
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Figure 5.17: Convergence plots over the gust profile for the 2DoF nonlinear model. Each line
represents the convergence of a single time step.

Moreover, to fulfill the requirements of the second part of the validation, figures 5.18a and 5.18b

show that an excellent match is still achieved when comparing the response of the nonlinear

model to the two input gusts, i.e. the numerically reconstructed one and the theoretical ‘1−cos’

gust.
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Figure 5.18: Comparison between target and reconstructed pitch (5.18a) and plunge (5.18b)
responses to a ‘1− cos’ gust for the nonlinear case.

5.4.3 ULVM model

As mentioned earlier, the first validation for the gradient-based optimisation was obtained with

the ULVM model of a flat plate, described in Section 3.3. Figure 5.19 shows that the ULVM

was used to compute the lift coefficient time history of the flat plate undergoing a ‘1 − cos’

gust that had a nondimensional maximum velocity Ū0 = 0.15 and a gradient 5 times greater

than the chord (H̄ = 5c). The C` time history was then provided as measured data to the

reconstruction framework built around the ULVM model. As the final output of the iterative

process, the reconstructed gust is compared in Figure 5.20 to the reference ‘1−cos’ gust obtained

analytically.

Figure 5.19: Gust reconstruction diagram for ULVM.

Both the two methods described in Section 5.3.1, i.e. HHBF and RBF, were used for the

parameterisation of the unknown gust input, with the initial guess for the weights set to an

amplitude of 0.001 to avoid division-by-0 errors. The first row of the figure shows the results

obtained using the RBF parameterisation, whilst the second row shows the results obtained

using Hicks-Henne Bump Functions. In both cases, the BFGS algorithm was used for the

optimisation. When using RBF parameterisation, the optimisation converged in approximately

20 minutes on a standard PC with 4 cores, requiring 26 objective function evaluations and 4

gradient evaluations; however, Figure 5.20a shows that the initial and final zero-velocity gust
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(a) (b)

(c) (d)

Figure 5.20: Reconstruction of gust profiles for a flat plate obtained with the BFGS opti-
misation algorithm. Figures (a) and (b) show, respectively, the reconstructed gust and the
resulting lift coefficient using 14 RBFs for the parameterisation. Figures (c) and (d) show,
respectively, the reconstructed gust and the resulting lift coefficient using, instead, 14 HHBFs

for the parameterisation.

points, along with the peak, were not well matched by the reconstruction. These resulted in a

negative C` at the impact time and a small discrepancy at the peaks, as shown in Figure 5.20b.

With the HHBF parameterisation, instead, the optimisation took longer to converge (∼ 2 hours

on the same standard PC) as 207 objective function evaluations were required, along with 29

gradient evaluations. However, Figure 5.20c shows that a better reconstruction was achieved,

as both the zero-velocity gust points and the peak were perfectly matched; this resulted in a

nearly perfect match for the reconstructed C` time history (Figure 5.20d). Neither constraints

nor bounds were set on the design variables for this optimisation problem.
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5.4.4 SVM-CFD model

A further validation of the gradient-based optimisation is proposed with the use of the SVM-

CFD model of the FFAST crank aerofoil [44], described in Section 3.4. A ‘1 − cos’ gust shape

Figure 5.21: Gust reconstruction diagram for CFD.

with characteristics similar to the one used for the 2DoF nonlinear model validation but with

a dimensional maximum velocity of U0 = 15.623 m/s and gust gradient hg = 15c was given as

input to the CFD model to generate the target C` time history for the optimisation (Figure

5.21). The flow initial conditions for this case were M = 0.73466 and Re ≈ 1.43×108. Also for

this case, both parameterisation methods were used to parameterise the unknown gust input,

again with an initial guess for the weights set to an amplitude of 0.001 to avoid division-by-0

errors. The results are compared in Figure 5.22, which shows the reconstructed gust and the

C` time histories against the respective targets. It can be observed that a good match was

achieved when employing the RBF parameterisation with 14 bases, but a slight discrepancy (of

negligible amplitude) verified at both the initial and the final zero points and, also, at the peak

of the gust profile (Figure 5.22a). As per the ULVM validation case, these descrepancies also

reflect onto the reconstructed C` time history at the beginning of the build-up in lift and at the

maximum C` obtained. However, they can be reduced if the number of bases is increased with

a trade-off on performance. When using the HHBF method, instead, a virtually perfect match

was achieved for both the gust profile and the C` time history using the same number of bases

(figures 5.22c and 5.22d).

A quantitative measure of the overall accuracy of the two methods is given by the RMS value

of the objective function that for the RBF case is 3.03e−3 and for the HHBF case is 7.91e−5,

which are results consistent with the figures analysed. In terms of performance (Figure 5.23),

the BFGS optimisation algorithm with the RBF parameterisation successfully terminated in

19 iterations, with 49 objective function evaluations and 19 gradient evluations. The same

algorithm but with the HHBF parameterisation took 10 additional iterations to converge, thus

resulting in 29 gradient evaluations and 72 objective function evaluations. An additional aspect
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Figure 5.22: Reconstruction of gust profiles for the FFAST crank aerofoil obtained with the
BFGS optimisation algorithm. Figures (a) and (b) show, respectively, the reconstructed gust
and the resulting lift coefficient using 14 RBFs for the parameterisation. Figures (c) and (d)
show, respectively, the reconstructed gust and the resulting lift coefficient using, instead, 14

HHBFs for the parameterisation.

to highlight is that, although no constraints were given for this optimisation problem, bounds on

the design variables (i.e. the weights of the parametric functions) were necessary to guarantee

the convergence of the CFD code. Clearly, CFD analyses are much more expensive than the

potential flow approach on which are based the ULVM and the 2DoF nonlinear model; however,

as mentioned earlier in Chapter 3, they become essential when analysing the effects of the

aerodynamic nonlinearities.

5.4.5 Reduced order model

As represented in Figure 5.24, the measured response of the FFAST crank aerofoil to the known

1− cos gust input used for this validation exercise was given by the reduced order version of the

aerofoil model, obtained according to the procedure described in Section 3.4.1 [46]. The ROM
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Figure 5.23: Convergence plots

Figure 5.24: Gust reconstruction diagram for ROM.

was built for the same Mach and Reynolds numbers used for the CFD simulations (M = 0.73466

and Re ≈ 1.43× 108 at sea level conditions), and could be used for any gust shape experienced

at these flow conditions. Also, as in the previous cases and with both parameterisation methods,

the BFGS algorithm was used for the optimisation whilst neither constraints nor bounds were

set on the design variables for this case.

The optimisation converged in under a minute when using either RBFs (∼ 55s on a standard

PC with 4 cores) or the HHBFs (∼ 40s on the same PC) and a perfect match was achieved

in the reconstruction of the gust profile and the C` time histories, as shown in figures 5.25b

and 5.25d. In terms of design variables, Figure 5.25a shows that a parameterisation with 18

radial basis functions was required to achieve the same level of accuracy obtained, instead, with

only 8 bump functions. From a computational point of view, the reconstruction of the gust

required 600 cost function evaluations when using RBFs and 489 function calls when using

HHBFs. For both the parameterisation methods, one may notice that, compared to the CFD

cases studied in the previous section, a higher number of objective function evaluations was

required here to reach convergence. This was due to a reduction applied on the tolerance bands

of the objective function within the optimisation algorithm, which was possible thanks to the

quick turnaround time of the ROM and was a desired condition to increase the level of accuracy
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Figure 5.25: Reconstruction of gust profiles for the FFAST aerofoil ROM obtained with
the BFGS optimisation algorithm. Figures (a) and (b) show, respectively, the reconstructed
gust and the resulting lift coefficient using 18 RBFs for the parameterisation. Figures (c) and
(d)instead show, respectively, the reconstructed gust and the resulting lift coefficient using only

8 HHBFs for the parameterisation.

of the reconstruction9.

The relatively short time required to complete the optimisation process proves that ROMs are

a valid choice for this type of applications, as their major cost is in the model generation phase

(not analysed in this study) and not in their use. As a result, ROMs allow a quick, efficient and

more accurate reconstruction process, which has the potential to be exploited as a technology for

instantaneous monitoring of the airframe in flight, which would ultimately minimise, or avoid,

the need for further aircraft inspections [8].

9The tolerance bands on the objective function establish one of the stop criteria for the optimisation algorithm.
Therefore, a reduction on the tolerance (down to O(10−7)) aims for smaller objective function minima and, thus,
increases the number of iterations (and cost function calls) required to reach convergence.
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5.5 Data filtering

In all cases discussed in Section 5.4, the two optimisation methods have been validated using

analytical data as input. However, for in-service applications of the framework, the input data

has to be extracted from flight data recorders, which include measurement noise from the aircraft

instrumentation. Hence, appropriate digital filters needs to be added into the process as a pre-

processing step, as shown in Figure 5.26, to reduce the possibility for measurement noise of

interfering with the reconstruction of the gust.

Figure 5.26: Proposed Data Flow with Digital Filter.

Another aspect to consider when dealing with data extracted from flight data recorders is the

low sampling rate of the recorders, which can sometimes result in a very discrete set of data

points and interpolation techniques and appropriate filtering become necessary for the correct

functioning of the reconstruction framework [6].

5.6 Modelling errors

The reconstruction of gust profiles obtained by either optimisation framework is subject to errors

or uncertainties that are a direct consequence of the modelling assumptions taken for each of the

aerofoil/aircraft model adopted in the framework. In fact, a precise reconstruction of the gust

profile would require the aircraft model to be complex enough to capture the full interaction
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between the gust and the aircraft structure, which for example in this work is a characteristic

only achieved by the split velocity method in CFD (Section 3.4). But, it will be shown later

(Table 5.1) that enhancements in the model complexity often result in expensive simulations

which make the reconstruction framework impracticable. Hence, the correct balance between

the level of accuracy required for the results and the complexity level of the model is paramount.

Additionally, errors in input data may also result in an erroneus reconstruction of the gust

profile. An example is given by the low sampling rate of the flight data recorders mentioned

in the previous section. In fact, FDRs can sometimes return very discrete sets of data points

where the sampling rate of some parameters is as low as 1 Hz. This may lead to significant lack

of data where relevant parameter ‘peaks’ are not fully captured during the flight event and, as

a result, the reconstructed gust profile may not be representative of the real event.

5.7 Applications

The best performing model used for the validation of the gradient-free method and the model

that is most representative of an industrial one were considered for additional case studies that

consisted in the reconstruction of random and more realistic gust profiles. These models are,

respectively, the 2DoF nonlinear model (Section 3.2) and the 3D beam stick model (Section

3.5). The gust velocity profiles studied were built analytically over time approximations of

the von Kármán power spectral density (PSD). These approximations are commonly taken in

the literature as representative of real gust events [81]. In fact, when dealing with continuous

turbulence, which is typically represented by a random variation in velocity of the air normal

to (or sometimes along) the flight path of the aircraft, where the random variable is assumed

to have a Gaussian distribution with zero mean and is represented by a gust PSD with units of

(m/s)2/(rad/m) [1] (see also Section 2.4), the von Kármán spectrum (Figure 2.14) is the most

commonly used as it closely matches experimentally observed data. The von Kármán PSD is

defined by Equation 2.18, rewritten for convenience here

Φ(Ω) = σ2
w

L̄

π

1 + 8
3(1.339L̄Ω)2

[1 + (1.339L̄Ω)2]
11
6

(5.29)

where Ω = ω/V is the scaled frequency (rad/m), σg is the root-mean-square turbulence velocity

(m/s TAS), V is the flight speed (m/s TAS) and L̄ is the characteristic scale wavelength of
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the turbulence (see also sections 2.3 and 2.4). For turbulence analysis, the PSD is defined as a

one-sided spectrum so only a positive frequency axis is relevant.
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Figure 5.27: Example of time domain approximation of von Kármán spectrum, Hanning-
windowed.

The time approximations of the von Kármán PSD (Figure 5.27) are obtained here by considering

the superposition of an infinite number of sinusoidal components that differ infinitesimally in

frequency and are randomly phased, from one to the next. Mathematically, each approximation

can be expressed as

yn(t) =

∞∑
m=1

√
Φ(ωm)∆ω cos(ωmt+ φm) (5.30)

where
√

Φ(ωm)∆ω is the infinitesimal amplitude of each of the superimposed sinusoids, ωm is

the radian frequency of each component ranging from 0 to ∞ (however, a discrete subset is

used here) and φm is the random phase angle. Each resulting time history is finally filtered by

the application of the Hann window function (red curve of Figure 5.27) that is mathematically

expressed by

fhann(n) =
1

2

(
1− cos

(
2πn

N − 1

))
(5.31)

and it is used here to avoid an abrupt change in velocity at the beginning and end of each gust

velocity profile modelled.

5.7.1 2DoF nonlinear model

As per the validation cases of the previous section, the block diagram of Figure 5.28 shows the

components required for this case study. This time, the 1 − cos gust input is replaced by a
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Figure 5.28: Gust reconstruction diagram for the nonlinear 2DoF model.

random Hann-windowed signal yHn (t) obtained by combining equations 5.30 and 5.31, i.e.

yHn (t) = fhann(n) yn(t) (5.32)

with amplitude bounded to ±0.2, radian frequency ranging from 0 to 25 rad/s and a random

phase angle. The nonlinear version of the 2DoF model described by equations 5.26 and 5.28 was

then used to measure the pitch and plunge responses of the profile and their respective rates.

These responses were then given as input to the gradient-free optimisation, validated in Section

5.4.2, with the objective function being

minimise
ỹHn,i

∣∣∣∣∣∣∣∣XAC,i+1 − X̄AC,i+1

(
ỹHn,i(t)

)∣∣∣∣∣∣∣∣ (5.33)

where XAC,i+1 = {αi+1, α̇i+1, ξi+1, ξ̇i+1} is the vector of the measured quantities and X̄AC,i+1 =

{ᾱi+1, ˙̄αi+1, ξ̄i+1,
˙̄ξi+1} is the vector of the predicted quantities.
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Figure 5.29: Comparison between a time-approximated Von Kármán gust and its reconstruc-
tion obtained using the aerofoil nonlinear model. The error plotted in (b) is the delta between

the target function and the reconstructed one.

Figure 5.29 demonstrates that, despite the highly irregular shape of the original gust profile

(black solid line) and the nonlinear terms included into the model (βα = 3.0 that stiffens the

plunge response of the model), a very good reconstruction was obtained for this application,

where the amplitude of the absolute error hardly exceeded 5% of the maximum amplitude of the
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gust. Besides, the response time histories that result from the reconstructed gust are compared

in Figure 5.30 to the target responses and, arguably, a virtually perfect match is obtained for

both the pitch and the plunge responses.
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Figure 5.30: Comparison between target and reconstructed pitch (5.30a) and plunge (5.30b)
responses to a Von Kármán gust.

If on one hand the accuracy of the results can hardly be discussed, on the other hand, when

analysing the performance of the optimisation algorithm, the numbers do not open opportunities

to real-time applications of the method (e.g. in-flight gust loads reconstruction). In fact, the

optimisation took an average of 35 iterations per gust point to converge, with an average of

80 direct function calls and approximately 5 minutes to complete. As discussed in 5.2, this is

indeed one of the main limitations of gradient-free methods that would require a dramatically

efficient model to improve their overall performance. The latter is a condition that, however,

may be satisfied by the use of reduced order models that would improve the performance of the

optimisation framework also when using gradient-free methods.

5.7.2 3D beam-stick model

Figure 5.31: Gust reconstruction diagram for the 3D beam-stick model.

The transformation of the 3D beam-stick model to the time domain discussed in Section 3.5

allows for an input gust to be defined in the form of a time history. Similarly to the previous

application, Equation 5.32 is used to obtain a random Hann-windowed signal that represents
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a more realistic gust event. This time the amplitude of the generated signal is considered

to be dimensional and its maximum and minumum values are bounded to ±25m/s. At the

beginning of the simulation, the beam-stick model is trimmed in its steady-state flight conditions

to represent an aircraft flying in cruise conditions at Mach 0.60 and at an altitude of 7, 620 m

(25, 000 ft). The acceleration time history resulting from the gust event is then extracted from

the node at the centre fuselage section of the beam stick model, which is the approximate c.g.

location of the aircraft, and it is given as input to the gradient-based optimisation described in

Section 5.3, as shown in Figure 5.31. Here, the objective function is defined as

minimise
w

∣∣∣∣nz − ñz(ỹHn (xg)

)∣∣∣∣ (5.34)

where nz is the measured acceleration time history and ñz the acceleration response to the

reconstructed gust ỹHn (xg), parameterised using RBFs as per Equation 5.13, i.e.

ỹHn (xg) =
N∑
i=1

wi φ(||xg − ci||) + p(x) (5.35)

where wi are the RBF weights which form the design variables of the vector w of the objective

function.
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Figure 5.32: Comparison between a time-approximated Von Kármán gust and its reconstruc-
tion obtained using the 3D beam-stick model. The error plotted in (b) is the delta between the

target function and the reconstructed one.

Figure 5.32 shows the results of the gust reconstruction process, with the reconstructed gust

profile compared to its target on the left and the absolute error between the two profiles on

the right. Compared to the magnitude of the gust profile, this error is remarkably small as it

only increases to a maximum 0.6% just before the gust velocity stabilizes back to zero. This

also reflects into a perfect match of the reconstructed acceleration response w.r.t. the measured
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(target) response, as shown in Figure 5.33, which was obtained by feeding the reconstructed

gust profile back as input to the beam-stick model.

0 5 10 15 20
Time

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8
A
cc
e
le
ra
ti
o
n
 (
g
)

Target

Rec.d

Figure 5.33: Comparison between target and reconstructed acceleration response to a von
Kárman gust.

In terms of performance, the gradient-based optimisation took approximately 1 day to converge

to a solution which is accurate up to the order of 10−4 and which was obtained using an

increased number of basis functions (i.e. 59). This translates to 295 objective function calls

and 59 gradient evaluations and an average time of approximately 5 minutes per function call.

Similar results were also obtained when using HHBFs for the parameterisation of the gust and,

therefore, formed no argument for a cross comparison or for a sought improvement. Instead,

the time required to evaluate each solution, i.e. each objective function call, is what limited

the performance of the reconstruction framework. This limitation is purely due to the way

this model is scripted today; in fact, the simulation dramatically slows down when the gust is

provided as input in the form of an external file due to the implementation of libraries required

to import data from sources external to the program. Arguably, the quality of these results,

once again, demonstrates the applicability of this framework to gust profiles of virtually any

shape.
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5.8 Conclusions

A gust reconstruction framework based on gradient-free optimisation and one designed around

gradient-based optimisation were presented in this chapter and validated against known input

gusts using the aeroelastic models described in Chapter 3. Good results were obtained with the

gradient-free method applied to the 2DoF nonlinear model but it was shown that this method

requires a high number of direct function calls and its performance is, thus, limited by the

efficiency of the model used. The ULVM, CFD and ROM models were, instead, used for the

validation of the gradient-based optimisation framework and their performance is summarised

in Table 5.1 and along with the performance of the gradient-free method. Both parameterisation

methods presented in this thesis, i.e. RBFs and HHBFs, were used for the validation exercise

and 14 basis functions were found to be the minimum requirement for the ULVM and the CFD

models to achieve an accuracy of the order of 10−4. With an equal number of basis functions, the

reconstruction obtained using HHBFs as the parameterisation method took longer to converge

and required a higher number of calls to the objective function. The efficiency of reduced order

models (already discussed in Chapter 3), however, opened to the opportunity of increasing the

sought accuracy to 10−7 and to optimise the number of basis functions required for both the

RBF method and the HHBF one. It was found that if on one hand an increased number of

RBFs was required, on the other hand, 8 HHBFs were enough to converge to that level of

tolerance. As a result, this reduced the number of objective function calls and the time required

to converge to the optimum; thus, it may suggest that for a lower number of minimum basis

functions required, HHBF may perform better than RBF. However, if the minimum number

of basis functions required is high, RBF may represent a better compromise between accuracy

and performance. This was the case, for example, for the application of the gust reconstruction

framework to the more realistic gust shown in this chapter, where 59 basis function were needed

to achieve a good reconstruction.

Figure 5.34: Gust reconstruction diagram for in-service applications.

As described in this chapter, random gust profiles were obtained analytically over time approx-

imations of the von Kárman PSD to represent more realistic gust events. However, the two
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Validation of
gradient-free
optimisation

Validation of gradient-based optimisation

2DoF
(Linear)

2DoF
(Nonlinear)

ULVM CFD ROM

Parameter. - - RBF HHBF RBF HHBF RBF HHBF

N. of basis
functions

- - 14 14 14 14 18 8

Calls to obj.
functions

24
(on average,

per time step)

35
(on average,

per time step)
26 207 49 72 600 489

N. of gradient
evaluations

- - 4 29 19 29 22 47

Time to
converge

∼1 min ∼2 min ∼20 min ∼3 hrs ∼115 hrs ∼175 hrs ∼55 s ∼40 s

Obj. function
tolerance

10−9 10−8 10−4 10−4 10−7

Table 5.1: Performance of the models used for the validation of the optimisation framework.

optimisation methods presented are meant to be applied directly to data extracted from the

flight data recorders of in-service aircraft, as represented in Figure 5.34. An attempt of this type

was done by the author on a limited set of gust data available from a large commercial aircraft

and it was shown that, despite some pre-processing of the data was necessary due to the low

sampling rate of the FDR, the results obtained showed good agreements with the response of

the aircraft in vertical speed, pitch and pitch rate [6]. Finally, it was shown that ROMs appear

to be applicable for the reconstruction of gust profiles directly from (or even during)in-service

events. Higher order models, instead, could be used to extract and collect valuable information

for aircraft design.

The next chapter aims to exploit the application of the gust reconstruction method in the

framework of the worst case gust prediction, where worst case conditions are sought by aircraft

designers to certify that their products are designed to resist the high dynamic loads resulting

from these turbulent gusts.



Chapter 6

Worst case gust prediction

A potential application of the reconstruction method presented in the previous chapter is dis-

cussed here. Aircraft designers need to identify worst case gusts because they need to certify

that aircraft are designed to resist the dynamic loads associated with these turbulent gusts.

Hence, a new method for the definition of the worst case gust is proposed in this chapter. This

method shall follow directly from the reconstruction framework as large amount of gust data

is required for the successful application of the method. First, for demonstration purposes, a

collection of gust profiles is made available through the time approximation of the von Kármán

power spectral density. The mathematical singular value decomposition technique is then used

to decompose the gust matrix built over the n approximated gust profiles. From this decom-

position, an approximation of the gust matrix can be obtained by considering only the first k

non-negligible singular values. A surrogate model is then constructed that relates the coeffi-

cients U of the singular values to the max and min values of the aircraft gust response. This

surrogate model is then used into an optimization framework to find out the combination of

coefficients that generates the worst case gust.

6.1 Introduction

Certification specifications require that enough points, on or within the boundary of the design

envelope (Section 2.2), are investigated to ensure that the most extreme loads for each part of

the aircraft structure are identified. The flight conditions and maneuvers, which provide the

largest aircraft loads, are not known a-priori but gusts are often the most critical load case for

117
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structural design and are also the main fatigue loading source for the majority of the structure.

Several studies can be found in the literature that focused their attention on the identification

of “worst-case” gusts [81–83] i.e. the gust shape as well as the flight and atmospheric conditions

that generate the worst aircraft response. In 1990, the concept of matched filter theory was

introduced and it was shown that it could be applied to the analysis of time-correlated, worst-

case gust loads for linear aircraft models [82]. The method consisted in evaluating, initially, the

impulse response of the aircraft system and then to invert it in time and return it back as input

to the system, in order to maximize its response (Figure 6.1a). This gust-load analysis method

worked well only for linear systems as it could take advantage of the principle of superposition.

However, the method is not applicable to nonlinear systems.

(a) (b)

Figure 6.1: Left: overview of the matched filter theory proposed by Pototzky [82]. Right:
overview of the evolutionary algorithm method proposed by Karr [81].

In 2004 Karr et al [81], in their approach for the discovery of the worst-case gusts, used a combi-

nation of three elements: the statistical discrete gust (SDG) model [84] to simulate a turbulent

wind gust, a nonlinear aircraft model to evaluate the effect of a gust on aircraft responses, and an

evolutionary algorithm (EA) to search for a worst-case gust. This formulation has at least two

very desirable characteristics. In fact, on one hand, the approach is feasible for both linear and

nonlinear aircraft models. On the other hand, the definition of the worst-case gust is not unique

in the sense that the designer can select different criteria when determining the properties of the

worst-case gust. The fundamental methodology was implemented with the genetic-based search

procedure that maximizes the peak values in a given aircraft load quantity, thereby determin-

ing the associated critical gust profile. The search procedure used in their study followed the
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flowchart of Figure 6.1b. The first component generates an excitation waveform from a gust gen-

eration function. The generated waveform is then passed through the second component which

consists of a “modified von Kármán” gust pre-filter for conversion into atmospheric turbulence.

The generated atmospheric turbulence serves as a forcing function to the third component which

is a nonlinear model of a particular type of aircraft. The dynamic response, which occurs in

the form of each of the four loads (wing root bending moment, wing root torque, engine lateral

acceleration, or c.g. normal acceleration), is then input into the fourth component, which is

an optimization loop that searches for the worst-case gust. Finally, the output is given in the

form of gust loads. In 2011, Khodaparast et al also tried to efficiently and accurately determine

the worst “1 – cosine” gust loads case [83]. They used surrogate modeling and optimization

techniques applied across a range of different flight conditions (altitude, speed, fuel condition,

center of gravity position) to enable the global worst-case to be found rapidly. They showed

that by using certain data sets it is possible to deduce reasonably accurate surrogate models for

the worst-case gust loads with relatively few design test cases (Figure 6.2).

Figure 6.2: Response surface (surrogate) model used for the search of the worst-case gust [83].

The current practice in industry to determine worst case conditions is the use of two-dimensional

load envelopes, also known as ‘phase plane’ or ‘potato plots’ [1]. Typically, load quantities such

as shear force, bending moment and torque, or other interesting quantities (IQs), are extracted

from the full set of available load cases1 and are plotted against each other at a particular load

1A set of load cases is a database that is made up by thousands of load cases that are usually investigated
to cover all the possible load combinations that an aircraft is expected to experience during its life cycle. These
include static and dynamic manoeuvres, gusts and ground manoeuvres for different flight/ground conditions and
for different aircraft parameters.
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station (e.g. wing root) to identify the load cases that generate the worst combination of shear,

moment and torque. This process helps to identify the sets of correlated loads that correspond

to the critical design cases for different parts of the aircraft structure. In practice, each load case

is represented by a single point on the phase plot; an envelope is then traced that goes through

the most external points on the plot as these are the major points of interest. It is important to

note that the load cases forming the envelope are not necessarily the maximum or the minimum

of one of the two load quantities but, in combination, represent the flight conditions that are

critical for the design of the particular component. A typical example of phase plane is shown

in Figure 6.3, where shear and torque are plotted against each other for a generic load station

and where the blue solid line marks the envelope drawn from the load cases that are considered

critical for design.

Figure 6.3: Two-dimensional loads envelope at a generic load station.

The study presented in this chapter follows from the reconstruction frameworks proposed earlier

in this work and it is closely related to the methods proposed by Pototzky and Khodaparast. It

is structured around three objectives. The first objective aims to apply the singular value de-

composition (SVD) technique to decompose a gust matrix built over Ng provided2 gust profiles.

The second objective is to construct a surrogate model that associates the weighing coefficients

2Ideally, the gust velocity profiles required to build the matrix shall be provided by means of reconstruction
algorithms (using the two methods proposed in the previous chapters of this work) applied to flight data recorders.
However, not enough data was availble to the author at the time of this publication and theoretical data was
used instead.
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of the SVD to the max and min values of the aircraft gust response. The third and last ob-

jective is to incorporate the surrogate model into an optimization framework to find out the

combination of coefficients that generate the worst-case gust.

6.2 Methodology

Figure 6.4 provides a schematic of the method used in this study. The SVD technique is used

to decompose the gust matrix Wg into a coefficient matrix and a subset of “characteristic” gust

shapes. A surrogate model is built on a training set where for each combination of coefficients

correspond the max and min value of the aircraft response Zg (e.g. bending moment, displace-

ment, lift, etc.). The surrogate model is then used within an optimisation framework to find

out which combination of coefficients maximise the response (e.g. bending moment). Finally,

the resulting coefficients are multiplied by the fixed set of characteristic shapes to find out what

makes the “worst case” gust.

Figure 6.4: Overview of the SVD application to the worst-case gust problem.
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6.2.1 SVD for gust matrix decomposition

Singular Value Decomposition (SVD) is a matrix decomposition technique that can be used

to identify trends, patterns or consistencies effectively and is widely used in many engineering

fields. It was recently used in a work between AIRBUS and Queen’s University Belfast to obtain

a concise representation of characteristic loads cases where less than 50 SVD-derived loads were

used to reconstruct the full A350 XWB loads envelope [85]. SVD was also used in conjunction

with surrogate models to enable a fast computation of correlated loads envelopes in systems

where the effects of changes in design parameters need to be considered [86].

Figure 6.5: Graphical representation of the gust matrix Wg.

Here, the Singular Value Decomposition technique is used to decompose a n ×m gust matrix

Wg where n is the number of gust profiles and m is the length in time steps of each profile

(must be equal for all). The decomposition generates 3 matrices U,Σ and V, such that

Wg = U Σ VT (6.1)

where Σ is a diagonal matrix whose diagonal includes the singular values, VT is the transpose

of the unitary matrix V and U is a matrix of coefficients that multiplied by the so-called bases

(ΣVT ) reconstructs the original set of data (Wg). Henceforth, an approximation of the gust

matrix can be obtained by considering only the first k non-negligible singular values such that

Wg ≈ ULL with L = ΣLVT
L . (6.2)
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where the subscript L indicates that a reduced set of singular values is considered. Here, L

represents the matrix of characteristic shapes where each row can be interpreted as a prescribed

gust mode. The accuracy of the approximation can be assessed by comparing the sum of the

total number of singular values in Σ with the sum of the first k non-negligible singular values

in ΣL; the closer this ratio to 1, the better the approximation.

6.2.2 Surrogate model of the aircraft gust response

Surrogate models are defined as analytical models that approximate the input/output behavior

of a complex system. They are constructed over a reduced set of training data that is obtained

by running expensive simulations at particular points of interest in the design space (Figure

6.6).

Figure 6.6: Sample representation of a surrogate model, also known as response surface. The
red dots represent the training data points. Source: https://www.datadvance.net

In this study, a surrogate model is constructed to associate each singular vector of the SVD-

reduced UL matrix to the maxima and minima values of the aircraft response of interest (accel-

erations, bending moments, torque, shear, etc.). The construction is carried out by an automatic

algorithm3 that selects the most suitable modeling technique available (e.g. Kriging or GP based

methods, Neural Networks, Regression Tree, Polynomial RBFs and others) for the considered

training dataset. The automatic selection is based upon an internal decision tree that con-

siders as criteria the dimensions of the training dataset and whether the state of the following

switches, linear mode (Lin), exact interpolation mode (Int) and accuracy evaluation (AE), is set

to on or off. The standard modeling techniques available in the toolset are: Linear Regression

3Datadvance MACROS Generic Toolkit.
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(LR), Splines with Tension (SPLT), High Dimensional Approximation (HDA), Gaussian Pro-

cesses (GP), Sparse Gaussian Processes (SGP), Tensor Approximation (TA) and combinations

of these4. Figure 6.7 provides a combined representation of the criteria driving the internal

decision tree and the techniques used for the construction of the models.

Figure 6.7: The “sample size vs. dimensions” diagram of default techniques in MACROS GT
Approx. Source: Datadvance MACROS GT Approx User Manual.

Once obtained, the surrogate model returns an approximation of the maximum and minimum

aircraft response for any new combination of k input coefficients that did not form part of the

training dataset (Figure 6.8).

Figure 6.8: Definition of surrogate model.

But, it is obvious that any surrogate model needs to be validated before it can produce mean-

ingful results and, surely, before it can be plugged within an optimisation framework. Indeed,

several methods exist for the validation but, arguably, the most straightforward is a (internal)

cross-validation of the outputs of the surrogate model obtained using the same input data that

originally defined the training set. However, a more accurate validation can be achieved by

considering additional points that were not part of the initial training data. In such cases,

measures of the accuracy are given by the root mean square error (RMSE) and the maximum

absolute error (MAX). These represent, respectively, an index of overall accuracy of the model

4A description of the mathematics behind the construction of the surrogate models is out of the scope of this
work and the reader is invited to consult the existing literature and/or the Datadvance MACROS Generic Toolkit
user manual for more information.
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and an index for its local accuracy and are defined mathematically as

RMSE =

√∑m
i=1(yi − ŷi)2

m
and MAX = max |yi − ŷi|, i = 1, . . . ,m

where m is the number of validation points and ŷi is the surrogate approximation of the actual

value yi. The lower the magnitude of RMSE and/or MAX, the more accurate the surrogate

model. Additionally, the R square measure can be used i.e.

R = 1−
∑m

i=1(yi − ŷi)2∑m
i=1(yi − ē)2

where ē is the mean of the observed values at the validation points.

6.2.3 The optimisation framework

The surrogate model introduced in the previous paragraph is used into an optimisation frame-

work to find out the combination of U coefficients that generates the worst case gust. The

design variables of the optimisation are the coefficients of the SVD-reduced matrix UL and the

aim of the objective function is to maximize5 the aircraft response Zg i.e.

minimize
UL

− ¯̄Zg (6.3)

where

¯̄Zg = max

(
|min(Zg)|, |max(Zg)|

)
(6.4)

Although the design variables are unbounded, the optimisation problem is constrained such that

the resulting gust velocity profile does not exceed user defined maximum (UUg ) and minimum

(ULg ) limits, i.e.

ULg ≤ ULL ≤ UUg . (6.5)

Figure 6.9 gives an overview of the optimisation framework. In sequence, an initial set of

k UL coefficients is provided as input to the surrogate model. After the latter is executed,

the maximum and minimum values of the aircraft response are returned and then passed to the

objective function defined in Equation 6.3. The same process continues iteratively until it finally

converges, in which case the resulting kUL coefficients are multiplied by the characteristic gust

5In optimisation problems, the maximization of the objective function can be obtained by solving the inverse
problem i.e. by minimizing the same objective function preceeded by the negative sign.
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Figure 6.9: Flowchart of the optimisation used for the identification of the worst-case gust.

shapes L. This ultimately results into the velocity profile that defines the worst case gust. As

per the construction of the surrogate model, the optimisation algorithm is selected automatically

by the optimisation toolbox6 using an internal decision tree which is based on the size of the

problem.

6.3 Worst case gust prediction using the 3D beam-stick aircraft

model

For this case study, the gust database Wg was obtained by collating a series of 200 gust velocity

profiles (Ng = 200) built over time approximations of the von Kármán PSD, following the

method described in Section 5.7. Each of these gust velocity profiles was given as input to the

3D-beam-stick model described in Section 3.5, which assumed the following aircraft parameters7:

• mass of the A/C equal to 187.5 tonnes;

• wing span equal to 57.82 m;

• wing chord equal to 6.07323 m;

• free-stream velocity (V∞) equal to 185.8 m/s;

• Mach number equal to 0.560;

• altitude equal to 7, 620 m.

6Datadvance MACROS Generic Toolkit.
7The assumed aircraft parameters are representative of a commercial aircraft in cruise conditions.
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The response time histories to each gust were then stored as rows into the matrix Zg, in the form

of accelerations (nodal displacements, velocities and/or loads could also be used). The singular

value decomposition was applied to the gust matrix Wg, which had dimensions {Ng × fsT},
and resulted in

Wg
(Ng × fsT )

= U
(Ng ×Ng)

Σ
(Ng × fsT )

VT

(fsT × fsT )
(6.6)

with Ng = 200. An approximation of Wg could then obtained by considering the first 50

non-negligible singular values, such that

Wg
(Ng × fsT )

≈ UL
(Ng × k)

L
(k × fsT )

with L
(k × fsT )

= ΣL
(k × k)

VT
L

(k × fsT )
(6.7)

with k = 50. Figure 6.10 shows the first 25 bases resulting from the SVD application, which

represents those that have the highest influence in the characterisation of the gust velocity

profiles. Arguably, the first basis, or gust mode, has similar characteristics to the typical ‘1−cos’

gust shape used for loads’ certification and is, indeed, the one that drives the shape of most

of the gust velocity profiles. The following bases, instead, have increasing frequency but lower

power, as shown by the plots of singular values and cumulative energy of Figure 6.11. When

Figure 6.10: First 25 SVD-reduced characteristic gust shapes.

compared to the full set of singular values, the choice of 50 singular values provided an accuracy
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Figure 6.11: Singular values σk (left) and cumulative energy contained in the first k modes.

for the approximation equal to
Σdiag(ΣL)

Σdiag(Σ)
= 69.4%. (6.8)

Despite the not-too-high accuracy, this provided an acceptable approximation for the purpose of

this study, where the reduced set of singular values was only required to minimize the effective

input dimensions of the surrogate model. Once established, the entire set of 50 characteristic

gust shapes (L) remained fixed throughout the continuation of the problem and was later used as

an input required to obtain the shape of the worst case gust. The matrix of coefficient obtained

(UL, with Ng rows and k coefficients per row), instead, was used together with the minimum

and maximum values8 of the considered interesting quantity, i.e. Nz acceleration, to form

the training dataset used for the construction of the surrogate model. The training algorithm

used for the construction of the surrogate model was the High Dimensional Approximation

with Gaussian Process (HDAGP), automatically selected by the MACROS GT Approx tool.

HDAGP is a flexible nonlinear approximation technique, with a wide applicability in terms of

space dimensions, that extends the applicability of the GP technique to spatially inhomogeneous

functions or functions with discontinuities by using the HDA-based non-stationary covariance

function9. The workflow followed by this technique is summarised below.

• The training set is divided into proper training data and validating parts.

• Base functions (which include also sigmoid and gaussian functions) are selected from a

library and a basic approximator is initialised.

8One set per gust case.
9The mathematical functions and further details of this algorithm can be found in the Datadvance MACROS

Generic Tookit user manual available under license.
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• The basic approximator is trained using an adaptive strategy which controls the type and

characteristic parameters of the used optimisation algorithm.

• Unnecessary base functions are removed during the post-processing of the structure of the

basic approximator’

• Finally, a collection of basic approximators is constructed using an advanced algorithm

for boosting10 and multi-start.

The accuracy of the approximation constructed with HDAGP is directly proportional to the size

of the training dataset, the larger the training dataset, the more accurate the approximation.

The resulting surrogate model had dimensions [200 × 52], where 200 is the total number of

samples, 50 is the effective input size11 and 2 is the size of the output. Within the training

dataset, the coefficients of the UL matrix formed the input variables whilst the associated

minimum and maximum acceleration values formed the output variables (refer to Figure 6.8).

An indication of the accuracy of the surrogate model is given in Figure 6.12, where a comparison

of actual and approximated values is given for the maximum and minimum Nz acceleration

response.

(a) (b)

Figure 6.12: Comparison between actual and approximated values ofNz acceleration response.

This formed the internal validation of the surrogate model as the approximated values were

obtained from the same input dataset used to build the surrogate. Nonetheless, when considering

additional points, external to the training dataset, the accuracy given by the RMSE and

the MAX (defined in Section 6.2.2) was respectively equal to 0.021585 and 0.008211 for the

10In this context, boosting refers to the process of transforming a set of ‘weak learners’ into a ‘strong learner’.
Weak learners are defined as classifiers that only have a weak connection to the true classification. On the other
hand, a strong learner is a classifier that is well-associated to the true classification.

11The term ‘effective’ takes into account a validation of the inputs that is performed within the surrogate model
generation algorithm to eliminate duplicate or zero values.
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maximum Nz values and 0.021365 and 0.005563 for the minimum Nz values, which are all an

indication of the good quality of the surrogate model.

The last step of the process involved the optimisation routine described in Section 6.2.3, with

the gust velocity profile constrained by Equation 6.5 with ULg = −100 m/s and UUg = 100

m/s. Based on the size and complexity of the problem, the optimisation algorithm selected

automatically by the toolkit was the Sequential Quadratic Constrained Programming (SQ2P)12.

This resulted in the gust velocity profile of Figure 6.13 which had an absolute peak velocity of

approximately 60 m/s and generated a peak acceleration of approximately 2.45 g (Figure 6.14a)

and a maximum wing root bending moment of 1.78 × 106 Nm (Figure 6.14d). The correlated

maximum shear force and torque resulted to be, respectively, 1.08× 105 N and 8.86× 105 Nm.
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Figure 6.13: Worst case gust shape.

6.4 Conclusions

A new method for the definition of the worst case gust that combines SVD techniques, surrogate

models and optimisation techniques, was proposed in this chapter. This method shall follow

directly from the gust reconstruction framework proposed in this thesis, as this woud be needed

to generate the large amount of gust data required as input. However, not enough recorded

data13 was available to the author at the time of this publication and, to demonstrate the

functionality of the new method, theoretical approximations of realistic gust profiles were used

instead. The latter were obtained from time approximations of the von Kármán PSD and the

12A description of this optimisation algorithm is out of the scope of this thesis and the reader is invited to
consult the existing literature for more details.

13From flight data recorders.
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Figure 6.14: Acceleration response at the aircraft c.g. location (a) and shear force (b), bending
moment (c) and torque (d) at the wing root.

results shown proved satisfactory. But, despite the fairly realistic values obtained as a result

of this application, the gust profile of Figure 6.13 is by no means intended to be the absolute

worst case profile that can be encountered by an aircraft in the atmosphere. In fact, the aircraft

parameters listed in Section 6.3, which were used to model the aircraft response considered

for the construction of the surrogate model, define only one single load case and, therefore, do

not represent the full spectra of conditions that an aircraft encounters in flight. Additional

load cases, of a number similar to those included in the phase plane approach described in

Section 6.1, would need to be considered and the respective aircraft response included in the

training dataset used for the construction of the surrogate model. Furthermore, it must not be

underestimated that the gust profiles forming the initial database were purely approximations

obtained from the von Kármán PSD. The underpinning intention, here, is to provide a method

that gives a representative worst case gust that maximise the loads experienced by the aircraft

structure and, particularly, by the wings. Ultimately, it was shown that:

• SVD could successfully be applied to a large matrix of gust profiles constructed over a

range of von Kármán profiles approximated in time;
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• A subset of 1/4 of the total number of singular values was used to construct an approx-

imation of the gust matrix. This approximation was necessary to reduce the dimensions

of the problem in order to obtain a more efficient surrogate model;

• The surrogate model was successfully built over a training dataset of 200 samples with

50 inputs (coefficients that multiply the characteristic gust shapes) and 2 outputs (max

and min acceleration response at the A/C c.g.). It was then used within an optimisa-

tion framework to find out the combination of coefficients that generated the worst A/C

response.

Future studies shall see the extension of this approach to cover the entire design space with the

aid of an additional surrogate model. Also, and most importantly, the SVD technique shall be

applied to a database of gust profiles reconstructed from real events i.e. using data from flight

data recorders and with the aid of the reconstruction techniques introduced in Chapter 5.
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Chapter 7

A System of Systems

So far in this work, the reconstruction of gust loads has been approached from a purely aircraft-

design point of view but, as mentioned in Chapter 1, its contribution plays an important role

also in the framework of in-service incident support. In order to fulfill the remaining objectives

of this work (Section 1.1) and to understand the wider picture of incident support, this chap-

ter provides an analysis of the system from the systems engineering perspective. After a brief

introduction on Systems of Systems Methodology, which presents the complexity of systems en-

gineering, the application of Problem Structuring Methods, including Soft Systems Methodology

and Hierarchical Process Modelling, is illustrated here in the framework of in-service support

with the aim to achieve a well-defined problem situation.

7.1 Introduction

The growth of the civil aviation market predicted for the next 20 years (§1) is perceived as a

risk for the in-service support activities executed in Airbus today. In order to understand what

is already a complicated problem that could develop into a messy scenario, systems engineering

practice provides the necessary tools to understand and define the complexity of the systems

that sit behind such activities. These tools fall within the area of Problem Structuring Methods,

which can be described as a collection of techniques used to define the problem situation and

that assume all the relevant existing issues are somewhat undefined or unclear, and lack a

unique, unconditional representation of the problem. The label Problem Structuring Methods,

abbreviated as PSMs, began to be used in the early 1980s in the framework of applied systems

134
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thinking [10]. Jackson and Keys in 1984 defined the Systems of Systems Methodology (SOSM)

framework to best understand the developments that applied systems thinking achieved to

counter the limitations and weaknesses of hard systems thinking [9]. As defined by Checkland

[10], the latter is a group of systems methodologies that share several characteristics and that

were born during the immediate aftermath of the Second World War, as means for tackling

real-world problems by the optimisation of the systems’ performance over clearly identified

goals. However, criticism soon arose about the inability of this approach to handle problems of

significant complexity, particularly when dealing with managerial situations and political issues,

and by the 1970s the systems community found itself close to a crisis. It was to overcome this

crisis that efforts were made in the development of the applied systems thinking methodology.

In the framework of SOSM, Jackson and Keys classify problem situations along two dimensions:

complexity and divergence of values and interests; the first dimension is strictly related to the

‘systems’ that managers have to deal with; the second dimension relates to the extension of

‘participants’ who are in fact those that have diverging interests in the problem situation. Sys-

tems, on one axis, can be relatively simple or extremely complex; this depends on the number

of elements, interrelationships and their relative nature, and the immobility or dynamism of

the system. On the other axis, interrelationships among participants can be unitary, pluralist

or coercive. Unitary relationships are those where all participants within the systems share

common goals and take part to the decision-making process. Then, although being based on

shared interests, pluralist relationships are open to debate, disagreement and conflict; however,

compromises can be found among the participants who take part to the decision-making pro-

cess. Coercive relationships exist among participants who share few interests and are solid on

their diverging values and beliefs; compromises are not achievable. As shown in Figure 7.1, the

combination of the two dimensions described above lead to six ‘ideal type’ problem situations

i.e. simple-unitary, simple-pluralist, simple-coercive and complex-unitary, complex-pluralist,

complex-coercive. Figure 7.1 also shows three main streams that characterise the systems ap-

proach: functionalist, interpretive and emancipatory. In the functionalist approach, systems

are independent of the observer and, as such, are analysed objectively; participants share com-

mon goals and objectives, as suggested by its location in the unitary area of the grid; this

approach performs better for simple systems where divergence of interests is low but it can

also deal with systems of relatively high technical complexity. The interpretive approach

stream, as suggested by the name itself, sees systems subjectively, from the observer’s point of

view; these systems do not necessarily represent the reality as is but they depict a simplified
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and customised version of it that helps the observer to better understand the interrelationships;

such approach is suitable with moderate levels of human complexity but it doesn’t perform well

with systems of high technical complexity. Finally, the emancipatory approach also sees

systems subjectively but, as opposed to the interpretive approach, views of the systems may

vary amongst the observers, who are influenced by their role within the system and the result-

ing power; this approach struggles to adapt to systems with high levels of human and technical

complexity.

Figure 7.1: Problem situation classification and systems approaches. Adapted from Daellen-
bach, 2001 [87].

7.2 The in-service support system

In order to develop an understanding of the system of in-service support in a large aircraft

manufacturing company such as Airbus, two problem structuring methods were attempted:

the Soft Systems Methodology (SSM) and the Hierarchical Process Modelling (HPM), which

are detailed in the following sections of this chapter. As mentioned in Chapter 1, the entity

responsible for the analysis of aircraft incidents is the Loads & Aeroelastics department. Here,

the analysis of the system’s context is given by the tools’ development perspective, where the

participants or stakeholders involved were identified as

• Research & Development managers, responsible for budget and resources;

• Loads and aeroelastics tools development engineers;
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• Sub-contractors, temporarily involved in the development of the tools;

• Internal customers i.e. teams within the Loads & Aeroelastics department as users of the

final product;

• External customers i.e. airline companies as potential end users.

Research and Development managers are mainly interested in the efficacy of in-service support

as they look for a centralised/localised system to perform all incident analyses. Despite loads

and aeroelastics tools development engineers and sub-contractors usually perform the same job,

their interests are largely different. Whilst the latter’s main interest is most times purely limited

to satisfy the customers’ needs, the former are interested in the efficiency of the system as their

intent is to obtain a product that can perform faster and more accurate incident analyses.

Internal and external customers are focused on the effectiveness of the system as they look

for high-fidelity results. From the identification of the roles it discerns that, within the SOSM

perspective, the participants hold pluralist relationships since their interests are compatible but

their values and beliefs differ.

7.2.1 Soft Systems Methodology (SSM)

In the late 60’s, Professor Peter Checkland1 developed a methodology within the Systems Think-

ing perspective that was based on models that were not supposed to represent the real world but,

by using systems rules and principles, allowed the researcher to structure his/her thinking about

the real world. The development of this methodology was the result of a research programme re-

quested by the statistician Professor Gwilym Jenkins2, at the pioneering Department of Systems

Engineering of Lancaster University, who strongly believed, along with Professor Checkland, in

‘action research’ in real world situations outside the University. The action research programme

had the purpose to find a new way of tackling ‘wicked problems’, i.e. problems that are not

well defined and involve many interested parties with different perspectives or worldviews and

are never static but subject to multiple interpretations. This methodology is now used and

taught worldwide as Soft Systems Methodology (SSM). Soft Systems Methodology, as argued

by Checkland in his first full work on this methodology [9, 10], incorporates three main concepts

1Peter Checkland, born 18 December 1930, in Birmingham, UK, is a British management scientist and emeritus
professor of Systems at Lancaster University.

2Gwilym Meirion Jenkins (12 August 1932 - 10 July 1982) was a Welsh statistician and systems engineer,
born in Gowerton, Swansea, Wales.
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that led to the break from systems engineering. Firstly, using systems ideas too early in the

analysis of ‘softer ’ problems, which do not have agreed goals and objectives and lack of a obvi-

ous hierarchy of systems to be engineered, can lead to a distortion of the problem situation and

the development of premature unsuitable solutions; in these cases, instead, the analysis should

consist of building up the richest possible picture of the problem situation rather than trying to

represent it through systems models. Second, the use of SSM is for the construction of a number

of models to be compared to the real world, rather than just one as in hard methodologies. The

underpinning idea of this concept is to have defined a range of systems via root definitions or

conceptual models, each expressing a particular worldview, which will help improve the prob-

lem situation. Third, these models should be used as epistemological devices to discover the

real world and should promote debate about necessary change. Other important aspects incor-

porated in SSM are the lessons learnt from the articulation and pursuit of the action research

programme. As shown in Figure 7.2, the researcher first seeks for a real-world problem situation

that is close to his/her research interests and then, by declaring the framework of ideas (F) and

the methodology (M) that he/she wants to follow to bring improvements, enters that area of

concern (A). By taking action in the situation, the researcher can reflect on the consequences

of his/her F and M, which can lead to new findings relevant to F, M and A and possibly lead

to new research themes. Hence, reflection could take place on the philosophical underpinnings

of the methodology, and refinements could be made to supportive methods and techniques [9].

The traditional SSM approach consists of seven stages which can be grouped into two main

areas (Figure 7.3): stages that deal with the real world and stages that address a conceptual

world. Each of these stages is desccribed below and applied to the analysis of the in-service

support system.

1. Identification of a problem situation

This stage sits in the real world area and seeks to acknowledge, explore and define in some

way the general area that interests the researcher. Chapter 1 incorporates this first stage

as a high level vision of the problem is given along with the definition of the objectives of

this work.

2. Expressing the problem situation

As suggested by Jackson [9], the ideal way to express the problem situation is via the use

of a rich picture since the need is to provide information about the structure and process
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Figure 7.2: The cycle of action research. Source: Jackson, 2003 [9].

Figure 7.3: The learning cycle of Soft Systems Methodology (SSM). Source: Jackson, 2003
[9].

at work and the relationship between the two. Figure 1.3 in the Introduction represents

the problem situation and, hence, the AS-IS process within Airbus for aircraft incidents’

analysis. Starting from the centre of the rich picture, an aircraft incident is reported to the

manufacturer’s customer services department that, based on the nature of the incident,

which could be flight longitudinal, vertical or lateral, ground or also resulting from other
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special conditions (e.g. engine fan blade off), redirects the reported incident to the Loads

& Aeroelastics team that is responsible for the characteristic incident. The redirection

is channelled through the data acquisition centre that decodes and prepares the incident

data into a format usable by the analysis team. The results of the analysis are then fed

back to the customer services teams that, finally, provide operational recommendations

and/or maintenance actions to the airlines. This process is aggravated by the fact that,

due to historical reasons, each responsible team, which sits within the different sites of the

organisation, will have a very limited sharing of its capabilities and know-how with the

other sites’ teams. This, thus, results into a very intricate and fragmented system that

requires a reorganisation and ridistribution of the responsibilities and capabilities.

3. Formulating root definitions

In order to obtain clear and coincise root definitions, Checkland developed an efficient

method, described and applied below, that can be easily recalled by the mnemonic word

CATWOE, which stands as an acronym for: Customers, Actors, Transformation, Weltan-

schauung (world view), Owners and Environment. The customers are those who benefit

from the transformation; the actors are responsible for the transformation; Weltanschau-

ung is the world view that makes the transformation meaningful; the owners are those

who own and control the transformation and, finally, the environmental constraints de-

fine the boundaries of the transformation process. Table 7.1 identifies each of these roles

within the context of the in-service support re-development and, thus, defines the main

contributors for the following root definition:

“A system to transfer existing incidents’ analysis tools to a unique interface

to achieve the localisation of the incidents’ analysis process that allows a

more efficient customer service and a reduction in aircraft on ground,

maintenance costs and training sessions required.”

Customers Actors Transformation Weltanschauung Owners
Environmental

constraints

Loads & Aeroelastics Teams Developers Tools’ development Process centralisation Product Owners Programming languages

Table 7.1: CATWOE analysis applied to in-service support.

4. Building of conceptual model

By definition, a conceptual model shall illustrate all the activities that are necessary to

achieve the transformation (T) that affects the systems involved in the root definition.

Checkland suggests [10] the use of a model, pictured in Figure 7.4, that contains seven
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imperatives of the same ‘scale’, which best describes this transformation process. He also

argues [10] that a common feature in a conceptual model is to have a number of verbs in one

subholon concerned with operations and another set of activities that are responsible for

monitoring and control. Proper monitoring and control depends minimally on specifying

criteria for efficiency, efficacy and effectiveness. These criteria are defined in this context

as:

Efficiency - incident analysis performed faster;

Efficacy - localisation of in-service support;

Effectiveness - high-fidelity elaboration of incidents’ data.

Figure 7.4: Conceptual model derived from root definition.

5. Comparison of conceptual model and real world

The rich picture and the conceptual model depicted above should be used as epistemolog-

ical devices to discover the world and should promote debate about change. In order to

assess these two characteristics, Checkland suggests to make a ’comparison’ between the

conceptual models and what is perceived to exist there [10]. This was done via informal

discussions and semi-structured interviews (see Appendix B.1), designed to understand

the main differences between the models of what might be and what seems to be the case

now - here expressed in the form of a table (see Table 7.2);

6. Defining changes that are desirable and feasible

At this stage possible interventions are explored by re-cycling through the stages developed
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AS-IS TO BE

Incident data from the airlines
is addressed to customer ser-
vice located in one site but
loads in-service support done
in different sites

Incident data collected by the
customer service team and de-
livered to a centralised unit

Nature of incidents is assessed
prior to the analysis

Nature of incidents is assessed
as part of the analysis

Different tools per each family
of aircraft

One single tool that loads the
required aircraft structure

Time required for incident
analysis varies between one
hour and several weeks, de-
pending on the nature of the
incident

Time required for incident
analysis doesn’t exceed the or-
der of several hours, no matter
the nature of the incident

Each tool is based on a differ-
ent programming language

One single tool developed us-
ing a common programming
language.

Table 7.2: ‘What seems to be the case now’ (AS-IS) with ‘what might be’ (TO BE)

so far; the feasibility of these changes is an important aspect of this methodology and

Checkland suggests to assess it by approaching each intervention with different systems

based analyses [10]. Desirable changes might be:

- Include decryption of data received from the airlines directly in the support tools;

- Release incidents’ tools to the airline companies;

- Improve aerodynamic and/or structural models.

7. Taking action to improve problem situation

This stage fulfil the cycle and might also lead to a new one. It aims to the actualisation

of the conceptual models developed so far by promoting action towards the improvement

of the problem situation. In the scenario analysed here, collecting information about the

structure of the existing software would improve the problem situation by providing a

suitable background for the development of the single desired tool.

7.2.2 Hierarchical Process Modelling

Hierarchical Process Modelling (HPM) was developed as a modelling approach as well as a

problem structuring method with the aim to support the decision-making process while assessing

issues of risk and uncertainty. The idea behind the development of such a model is that
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complex systems usually have a hierarchical structure i.e. a structure that can be divided into

sub-components or sub-systems that individually address issues; citing Checkland, ‘nature is

hierarchically organised with emergent properties at various levels of complexity ’. In HPM all

sub-systems are evaluated as processes or transformational entities that enable the simultaneous

exploration of two fundamental questions: why? and how?. These two questions, in fact, can

be used as keys to understand HPM, which can be figuratively seen as a ladder of abstraction.

By going down one level in the model, the how’s of a process can be explored; by going up

a level, the why’s of the process are instead explored. To contribute to the decision-making

process, HPM assesses the performance of the system by measuring the likelihood of success of

a process; this involves dealing with uncertainty. The way HPM assesses a process performance

is by the use of the so called Italian flag i.e. a three-colour scheme that quantify uncertainty on

a 0:1 scale. Green indicates that there is evidence that a process is successful; white is the total

absence of evidence; red is the evidence that a process is not successful. HPM was used in this

work as a fundamental guide through the development of the unique in-service incident support

solution and Figure 7.5 illustrates its application with a description of the main processes below.

Figure 7.5: Problem situation expressed by HPM, where ISST is an abbreviation for in-service
support tool (diagram obtained with PERIMETA).

• Gathering requirements This process shows a strong level of evidence of success due

to its activity being based mainly on collection and analysis of existing documents. In
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fact, most of the requirements were already defined during the development phases of the

previous tools; however, this process presents little uncertainty due to the some times

scarce traceability of these documents and/or changes/updates in the requirements spec-

ifications.

• Selecting suitable programming language Evidence of success is due to the applica-

bility of almost every computer language to the development of incidents support tools.

The issue here is due to the cost of licenses and tools maintenance; also a shift from one

language to another is not easily accommodated within the organisation, hence the level

of uncertainty of success.

• Implementing aircraft modules This process is divided into two sub-processes: mod-

elling aerodynamics and modelling aircraft structure. The issue here comes from the for-

mer since the implementation of aerodynamic models needs to find a compromise between

performance and quality of results.

• Sub-contracting to external companies This process usually shows evidence of suc-

cess; however, care needs to be taken in outsourcing internal data.

• Developing ISST The development of the in-service support tool (ISST) is the parent

process of all the others described above. It is managed by R&D and performed by the

Tools Development team.

• Getting real event data High level of success is expected by this process since real event

data is managed internally in Airbus; however, little uncertainty is due to the difficulties

that might be faced when transferring huge amounts of data and by the low sampling rate

available.

• Running incidents’ simulations and Comparing results with existing tools These

processes are very much dependent on the success of the development process of the tool

analysed earlier.

• Validating ISST The validation of the new tool is a fundamental process to be completed

before moving to the industrialisation process. It is the parent process for the last three

processes above.

• Industrialising ISST It is the final process before the usage of the tool is agreed. It is

sub-divided into two processes, providing training and entering into service. The latter
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is dependent upon a further sub-process, getting clearance for deployment, which has to

provide the GO signal for the release of the tool. Evidence of success for this latter process

is mainly based on history and hence experience from the release of previous tools.

• Using a single tool for incidents’ support (ISST) This is the main goal of the

re-development.

7.2.3 Conclusions

Modelling techniques used for problem structuring are definitely powerful tools when it comes

to understand and define a problem situation. In Section 7.1, in order to classify a problem

situation, two dimensions were defined: complexity and divergence of values and interests; how-

ever, it is worth mentioning that it is useful to differentiate between two types of complexities:

technical complexity and human complexity. In systems of high technical complexity, in fact,

applying modelling techniques can sometime distort the nature of the problem by generalis-

ing low level problem situations and providing a too coarse level of details. It is indeed more

appropriate the application of such methods in systems of high human or social complexity.

However, the application of the Soft Systems Methodology proved satisfactory in structuring

the problem sistuation faced by in-service support activities within Airbus due to the oncoming

civil aviation market growth. SSM, in fact, together with the application of the Hierarchical

Process Modelling discussed in Section 7.2.2 has made possible the development of a centralised

solution named In-Service Support Tool (ISST), which will be discussed in detail in the next

chapter.



Chapter 8

Solution development

Following the analysis of the system provided in Chapter 7, this chapter provides an overview

from the industrial point of view of the development of the unique solution proposed in this

work for the support of in-service incidents.

8.1 Introduction

To cope with an increasing and ageing aircraft fleet, a modernisation of the current loads in-

service support tools and processes is proposed with this work. In Chapter 7, Soft Systems

Methodology and Hierarchical Process Modelling were used to identify and formulate the prob-

lem, plan the actions required for the resolution through the use of conceptual models and

interviews, and to define the structure for the development of the agreed solution. The latter

consists in the migration from a situation where the on-call engineer (one of the key actors in the

in-service support chain, responsible for running the analyses) has specific skills and expertise

– that are function of aircraft and incident type - required to assess the incident, to a situation

where any member of the on-call engineer’s team can assess any incident without the need of

a specific set of requirements. Indeed, as introduced in Chapter 1, the typical path consisted

in incident data being delivered from the airline operator to Airbus customer services, which is

in charge of redirecting the analysis to the responsible team; the incident data, however, only

reached the skilled on-call engineer after a 5-step decision process, as shown in Figure 8.1, before

being delivered back to customer services and, ultimately, to the airline operator. This frag-

mentation was due to different tools being used per incident nature, aircraft family and type,

146
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Figure 8.1: Pre-existing in-service support process.

site-based expertise and, finally, working and non-working hours. This implied the worksharing

between teams and sites being complex, involving several toolsets, where the key disadvantages

could be summarized as:

• Different tools for different aircraft and types of incidents (Sustained Engine Imbalance,

ground, manoeuvre, gust and combinations);

• Overly conservative solutions;

• Manual work to setup the problems ranging from 30 minutes to 2 days;

• Heavily fragmented process, tools and know-how for covering entire fleet.

The improved process proposed is shown, instead, in Figure 8.2. This ultimately consists in a

single actor external to the customer service team, i.e. the on-call team member, who has access

to a unique software solution that does not require specific skills and that has the capability

to handle the analysis of virtually all incidents. This solution shall improve the in-service

Figure 8.2: Proposed solution for in-service support process.

support process by reducing the lead time for aircraft back-to-service status, thus saving revenues

at airlines level as well as improving Airbus reputation. It is a solution that relies on the

development of new and harmonised software that:

• Is unique for all types of aircraft and all types of loads incidents, thus enabling flexible

and robust on-call service;

• Has greater accuracy from use of production tools implemented for in-service support;
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• Delivers faster resolution from increased automation and vastly improved graphical user

interface.

The development of this solution, that for the remaining of this report will be referred to as

ISST, which is the acronym for loads in-service support tool, follows a “time-box iterative”1

process (Figure 8.3) that consists in multiple releases of the software being delivered in relatively

short periods of time (circa 8-10 months). Each individual release is fully functional and adds

new capabilities with respect to the previous release.

Figure 8.3: Time-Box Iterative model. Source: Airbus’ internal document.

The following sections provide a description of the improvements implemented from the op-

erational and functional point of view and the development steps followed to achieve them.

Furthermore, this chapter shall also provide enough information to guide the future and even-

tual implementation of the gust reconstruction method discussed in Chapter 5 into the ISST

framework.

8.2 System in context

The purpose here is to show the new system in a global context. The first objective is to identify

the functional boundaries of the system in this environment and how the system interacts with

external actors (applications or users). The second objective is to identify how this environment

1Time-Box Iterative is a project life cycle that proposes the Entry Into Service (EIS) of the IS solution in
smaller batches that deliver an added value to the business through several iterations that are shorter in time
and closer to each other but also cross-disciplinary. Time-Box Iterative is similar to the Agile-Scrum in terms of
duration as it targets 6 months per release. It is chosen to maximise the return on value but it can also incur
into extra costs due to the planned multiple entry into service milestones.
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is impacted by the introduction of the new system and, particularly, how this environment is

globally simplified i.e. with less applications and fewer interfaces.

Figures 8.4 and 8.5 show, respectively, the contextual view of the new system and the principal

actors. Concerning the actors, only one single user profile has been identified to interact directly

with the unique ISST interface: this is the user “On-call Team member”. This user receives

the inputs from the Customer Services team and performs the computations with ISST. S/he

is part of the Loads & Aeroelastics in-service support team. The other key actor is part of the

in-service incident support process, but does not directly interact with the tool: this is the actor

“Customer Services”. It provides the initial inputs (loads event, flight data recordings) to the

actor “On-call Team member” and is the addressee of the output results. But, s/he does not

perform any computation with ISST. The loads in-service support tool is broken down into two

branches, one for ground incidents and one for flight incidents. Within each branch, based on

the type of aircraft2, a dedicated solver is identified and incorporated into ISST.

Figure 8.4: Actors.

Figure 8.6 represents this new system in the global context. As schematized, it may be under-

stood as a black box providing connection to external tools in order to handle, analyze and plot

recorded flight data. The figures shaded in blue require user interaction, whilst those shaded in

green are performed within the loads in-service support tool, where the processing is hidden to

the user, who is only accountable for the setup of the analysis and the delivery of the results to

the Customer Services team.

8.3 Functional top-level decomposition

The functional view is a system-level architecture that partitions the system functionalities and

data into logical components (functional packages) and their relationships (control flow or data

2The aircraft families indicated in Figure 8.5 are for demonstration purposes only and do not represent by any
means the Airbus aircraft fleet.
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Figure 8.5: To-be contextual view.

Figure 8.6: Position in the system.

flow). Figure 8.7 shows that ISST is decomposed into three functional layers. The first layer

includes the tools/applications that are, or will be (future releases), incorporated into the main

application of ISST; these applications are usually developed from scratch, however, if existing,

they will be completely redesigned to fit within the scope of ISST. The second layer includes

the kernels on which each application is based; these are usually wrapped into ISST without

being redeveloped or with minor changes implemented to avoid compatibility issues. The third

layer, instead, consists of all third-party applications that are not directly shipped with ISST

and are instead available as standalone solutions. An example of third layer applications are

post-processing tools used for plotting and/or further analysis of the results. Figure 8.8 shows

a functional application mapping, where a sequence diagram illustrates how processes operate

with one another and what is their order.
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Figure 8.7: Functional top-level decomposition.

Figure 8.8: ISST sequence diagram.

8.4 System architecture

The main architecture drivers that constrain or otherwise influence the architecture design are

briefly presented here, along with the global design rationale that describes and justifies the

main decisions of the design. Hence, ISST architecture drivers are based on:
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• Reuse of existing modules developed for previous in-service support tools

A proof of concept phase was done to assess the ability of the existing framework to be

easily interfaced to other in-service analysis tools.

• Modular and flexible functional environment

• License-free tool

For many reasons, e.g. business standard technologies, reuse of existing business libraries

and performances, the chosen technologies for the implementation of ISST are Python and

PyQt3. However, parts of the existing solutions are coded in Fortran language and are

kept unchanged (no updates or modification to be done within this area for this project).

• User friendly GUI

The tool is launched through the main graphical interface, inherited from an existing

solution and re-formatted accordingly. Then, the user is connected to several computation

kernels, depending on the aircraft and event type. To achieve this, the original tool has

been reshaped and split in two components, the user interface part and the solver part,

i.e. the kernel including computation functionality.

• Interface to other in-service support tools

On a long term view, the plan is for ISST to interface with all the in-service solutions

available and that, today, are still external to ISST.

8.5 System deployment

The ISST framework will be deployed on local laptops/desktops on any of the company sites

that host the in-service support on-call teams. Users will have to download the installers from

a shared folder located on the department restricted area, and then perform the installation

locally - all the dependencies to the solvers will be handled by the installer. Hence, the tool

will run as a standalone software with no network usage required. Figure 8.9 gives an overall

summary of the deployment architecture. As shown in the figure, access to the shared folder

is provided via the WiKi portal described in Section 8.6. The latter is also discussed as an

alternative solution for the management of the software documentation.

3PyQt is a GUI toolkit that includes abstractions of network sockets, threads, Unicode, regular expressions,
SQL databases, SVG, OpenGL, XML, a fully functional web browser, a help system, a multimedia framework,
as well as a rich collection of GUI widgets.
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Figure 8.9: Overview of ISST deployment process.

8.6 Documentation management

“Any engineering artefact goes through a “lifelike” analogy to a living thing, i.e. conception,

birth, growth, adulthood and death”4. Defining the lifecycle of a program/project is one of the

fundamental concepts used within an organisation for the management of major systems [88]. In

the definition of the lifecycle, the entire process is structured into several phases, which provide

a more manageable overview of the program/project to the managers. Key Decision Points

(KDPs), also known as milestones, are the events that mark significant projects checkpoints

and are an indication of whether the program/project is ready to progress to the next phase of

the lifecycle. Passing these checkpoints is mainly based upon the initialisation, validation and/or

delivery of a number of documents specific to each milestone. A Project Manager (PM) usually

creates up to 50 different types of documents for planning, tracking and reporting; these include

feasibility studies, resource spreadsheets, financial and project plans, suppliers contracts, post-

implementation reviews, change request forms and project status reports that are all believed

to be essential ingredients in successful project management [89]. Most PMs would in fact agree

that project documents play a fundamental role in the strategic development of the best possible

plan by also aiming to facilitate the communication of progress and status to all stakeholders.

However, documents are so complex that they need management themselves, which, if not

properly done, could induce documents to take over the process that they are supposed to

4Citation taken from Systems Engineering Lecture Notes by T. Tryfonas, Lecturer of the “Fundamentals of
Systems Engineering” module at the University of Bristol, 2013.
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facilitate. Properly managing documents means going through their own lifecycle; this inlcudes

preparation (analysis and design), initial creation, feedback and modification, approval and

subsequent updates and modification. Preparation and initial creation require the greatest

effort in the whole process as the structure need be created and the content outlined; although

the subsequent steps do not require as much effort, they usually take a very long time (order of

weeks) to be completed since more people are involved for feedback, modifications and approval.

Overall, a huge effort is required in terms of time and commitment to fully deliver the project

documentation and, as a result, the risk of falling in poor documents’ management is really

high. Poorly managed documents can hide the real status of a project thus creating confusion

and frustrating those who want answers and those who need to deliver [89]; they also put the

success of the project itself at risk. As a matter of fact, people do think that documentation is a

key aspect behind the success of the development of a new software, but why is that? According

to Scott Ambler in [90], this is due to the shift of many organisations’ IT departments from

a “code and fix” hacking mentality to a documentation-heavy serial waterfall process that

happened during the 70s and 80s - a shift that actually improved the overall projects’ success

rate and thus “taught” people that documentation improves the software development effort;

however, this does not imply that there weren’t and there aren’t better ways to work.

In order to promote an agile-like development and to be in line with the time-box iterative pro-

cess adopted for this development, an alternative solution for the management of the software

documentation was also attempted in this work. The effort, here, was to merge the innovations

brought into documentation management by both the agile and the rapid application devel-

opment (RAD) methodologies to the classical approach adopted in Airbus5. This communion

could be achieved by introducing a fully interactive web-based platform - a WiKi portal - that

allows the stakeholders and the development team to access and update the required informa-

tion at any time and in a seamlessly manner, thus promoting the early cooperation between

the two parties. In this way, information can be provided in the form of a “blog” that can

support different formats such as texts, images, videos, etc, depending on the complexity of the

content that needs to be communicated. The focus was on avoiding the tedious task of creating

and downloading a countless amounts of documents and having to scroll through thousands

and thousands of words to finally get the information desired. FAQs, feedbacks and general

comments recorded on the blog by all the actors of the project then become fundamental to

keep track of the work progress, to make decisions to go or not go ahead in the project lifecycle

5More details on documents management in Airbus are also given in Appendix D.
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and to facilitate communications. More in detail, the WiKi portal consists of a main page that

gives general and specific information about the project and provides access via hyperlinks to

areas whose contents would instead be written in static documents, e.g. the ARD or BRD. An

“Installation” area is also included that provides step by step procedures for software instal-

lation and video tutorials that guide the user through the actions that s/he is required to do,

thus substituting the users’ manuals and installation dossiers (figures 8.10 and 8.11).

Figure 8.10: WiKi portal: Installation.

Figure 8.11: WiKi portal: Video Tutorial (screenshot).

By following this approach, the stakeholders have full control on the progresses of the project and

they can check, at any time, how their investment is being spent. They also have the possibility

to contribute to the development of the solution by providing feedback and interacting lively

with the development team, thus facilitating communications.
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8.7 Conclusions

This chapter has given an overview of the process behind the implementation of the solution

proposed as part of this work for the harmonisation of in-service support activities within Airbus.

More in general, it has provided a summary of the steps required for the industrialisation of a

new asset, including the production and management of the project documentation.

The timeline of Figure 8.12 places the development of the ISST solution within the time frame of

this Engineering Doctorate and highlights the major milestones that the EngD program helped

to achieve during the 4-year period. The milestones shown on the timeline are:

• M1 for project scoping, which marks the beginning of the opportunity study phase;

• M3 for project launching, which marks the beginning of the concept phase;

• M5 for commitment, which marks the beginning of the solution definition phase;

• M13 for entry into service, which marks the end of the development phase and the start

of the operational use.

Figure 8.12: Timeline of ISST development during the EngD project.

Today, the development of this new solution is in phase five with the first four phases being

already operational and used by the on-call engineers’ team at Airbus. The benefits that this

solution has brought to the business can be summarised as:

• reduction in the lead time for aircraft back-to-service status, saving revenues at airlines

level as well as improving Airbus reputation;

• uniqueness of the solution for all types of aircraft and all types of loads incidents, thus

enabling flexible and robust on-call service;

• improved accuracy from use of production tools implemented for in-service support;
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• faster resolution from increased automation and vastly improved graphical user interface.



Chapter 9

Conclusions

This thesis is designed around two major objectives: the development of a method for the

evaluation of gusts and turbulence properties and the centralisation of the incident support

process in the industrial context. This chapter provides a summary of the key findings and

achievements and gives suggestions on the applicability of the methods developed to other areas

of engineering.

9.1 Outcome

9.1.1 The development of a framework for gust reconstruction

It has been shown in the first two chapters of this thesis that understanding the properties of

any turbulence encountered by in-service transport aircraft under various operating conditions

is of increasing interest to aircraft manufacturers, which are putting effort into this process in

order to collect valuable information for future aircraft development. The inverse method is the

state of the art in industry for this type of applications, where the reconstruction of turbulence

properties is obtained by observing the system response measurements and evaluating the inverse

of the forward system by means of Fourier transforms. Some limitations, however, arise when

adding nonlinearities into the equations of motion and time domain methods offer improvements

over frequency domain methods. Thus, the design of two time domain methods, both based on

numerical optimisation algorithms, is discussed and presented in the form of gust reconstruction

frameworks that may be deployed to analyse systematically any generic, nonlinear aeroelastic
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model, requiring little or no knowledge of the underlying equations except from the simple

input/output manipulation of the main routine. The two methods differ on the setup of the

optimisation routine: the first is designed around gradient-free methods and is suitable for

models that are fast in the computation but provide results with low accuracy; the second

is designed around gradient-based algorithms that can be employed with models that have a

slower turnaround but provide greater accuracy in the results. In order to address the validity

of the two methods, the gust reconstruction frameworks have been, first, validated on the linear

version of a typical wing section with the use of the well-known ‘1− cos’ gust and, later, applied

to the respective nonlinear version for the same gust. The validation proved satisfactory as the

results showed that a perfect match was achieved between the reference and the reconstructed

responses, and that the reconstructed gust well matched its reference counterpart. Finally, the

reason for considering models of increasing complexity is to demonstrate that this reconstruction

may be applicable at any stage of the design process and, also, for in-service support.

9.1.2 The development of an improved in-service support solution

Over the last four years, the organisational problem of providing in-service support for an

ever increasing number of aircraft in operation has been approached with formal methods in

systems engineering that “added value to the final deliverable as well as improved the efficiency

in managing the various organisational interfaces” – A. Rampurawala, Airbus Operations Ltd.

The solution proposed consists in the centralisation of the in-service support process with the

introduction of a new software that represents a unique entry point for the analysis of any

reported incident. It is a solution that allows a new harmonised process that will deliver faster

incident resolution with results of even greater accuracy obtained from the use of aircraft pro-

duction tools. This solution follows an iterative development cycle where new functions are

added and released at the completion of each iteration, as suggested by Figure 9.1. Today, the

development is in phase five with the first four phases being already operational and used by

the on-call team at Airbus.

Last but not least, positive feedback has also been collected, during several review meetings, on

the alternative approach proposed for the documentation management. Members of the steering

committee (the people in charge of making decisions for the progress of the project) have agreed

that such an approach would indeed bring benefits; for example, the use of video tutorials

would help saving a significant amount of money usually allocated for training purposes. It has
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Figure 9.1: Entry into service (EIS) of each iteration (release) during the EngD project.

also been recognised that this approach would be ideal for the particular case of building up

documentation when a prototype of the final software already exists, perhaps as an evolution

of a previous version.

9.2 Key findings

• The two main branches of optimisation, i.e. gradient-free and gradient-based, had to be

considered in this study in order to provide ad-hoc solutions that conform to the type

and characteristics of the aerofoil (or aircraft) model employed and that provide a good

level of compromise between accuracy and cost, which is imposed by the design stage in

progress.

• The two optimisation methods have been applied using the aerofoil represented by the

2DoF nonlinear model and the model that is the most representative of the industrial

one (i.e. the 3D beam stick model), on case studies that considered the reconstruction of

random and more realistic gust profiles, obtained analytically over time approximations of

the von Kármán power spectral density (PSD). The realistic gust profiles were obtained

analytically in place of real events to have a mean of comparison and to evaluate the

accuracy of the reconstruction; however, time histories obtained from real events are

equally valid and are to be considered as the only input data required for these applications.

• The solid results obtained proved that optimisation may represent an invaluable solution

for reconstructing the loads exerted on an aircraft that encounters atmospheric gusts.

Indeed, the satisfactory application of the method to models that included structural

nonlinearities provides a potential solution to the limitation specific to inverse methods in

the frequency domain.
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• When coupled with rapid methods, such as reduced order models, the optimisation method

could allow in the future running the gust reconstruction framework with real-time mea-

surements and provide an instantaneous monitoring of the airframe in flight. In fact, as

the computing cost of high fidelity aeroelastic model grows rapidly, this work could rep-

resent the first steps in the exploitation of already proved efficient reduced order model

techniques.

• Given its strong computational performance, the gradient based optimisation framework

constructed with CFD reduced order models represents the most suitable solution to be

used as a solver for real time applications of the in-service support tool developed and,

thus, reconstruct gust profiles lively from in-service data.

• The successful reconstruction of gusts and turbulence profiles may open the way to a

new method for the definition of the worst case gusts, which is a condition needed by

aircraft designers to certify that aircraft are designed to resist the highest dynamic loads

possible. Indeed, it has been shown that the reconstruction framework can be used to

build a large database of real gust profiles that, following the application of singular value

decomposition techniques, surrogate modelling and optimisation, could be used to define

the worst gust conditions that an aircraft may experience during its operation.

9.3 Outlook

If on one hand, the gust reconstruction framework proposed in the first part of this thesis proved

to be a successful method for the reconstruction of the loads acting on the aircraft structure,

on the other hand, the in-service support solution presented in the second part represents the

required framework needed for the industrialisation of this method. Thus, given the iterative

characteristic chosen for the development of ISST, the next major release of the software may

include the gust reconstruction framework in the form of a reliable tool for the analysis of flight

incidents.

Also, as mentioned earlier, if coupled with rapid analysis methods such as reduced order models,

the gust reconstruction framework could be used to provide an instantaneous monitoring of the

airframe in flight, taking the advantage of real-time measurements. With this implementation,

the tool could be deployed as part of the aircraft instrumentation and be sold as a service to

the aircraft operators.



Chapter 9. Conclusions 162

Furthermore, the reconstruction method proposed here may be applicable to areas that are

not strictly related to aircraft operations. These areas include, for example, wind turbines and

weather forecast. Concerning the former, studies exist in the literature on the reconstruction

of the wind inflow characteristics past wind turbines [91, 92]. As per gusts and turbulence

events over aircraft wings, the wind blowing over a wind turbine rotor leaves its own trace on

the response; if this (e.g. the loads) can be measured accurately enough, then the rotor could

act as a wind sensor used to derive the properties of the wind flow. Understanding the wind

inflow is useful for a number of applications such as wind turbine control, energy harvesting,

analysis of the atmosphere and, more generally, to build a more complete picture of the wind

flow within a power plant. In fact, this could help in the control of wake redirection strategies,

which aim at reducing the interaction with downstream machines by deliberately deflecting the

wake. On the latter, instead, the reconstruction method, combined with the approach presented

in Chapter 6, may be used as a mean to analyse the structure of the atmosphere and provide

accurate information that could aid weather forecaster in modelling the atmosphere. In fact,

given the impressive amount of aircraft that constantly fly our skys (Figure 9.2), aircraft could

be considered as flying sensors that record or provide on-demand live atmospheric parameters

such as pressure, temperature, humidity and wind speed to ground stations around the globe.

These observations could be used as inputs for computer-based weather prediction models and

help, for example, with the prediction of local severe storm, climate change research and air

pollution models.

Figure 9.2: Live global air traffic in a normal day of operation during January, 2019. Source:
http://www.flightradar24.com.
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Aerodynamics Derivatives

A.1 Longitudinal Aerodynamics Derivatives for Rigid Aeroplane

[1]

Zα = −1

2
ρV 2[SWaW + STaT (1− kε)]

Zż = −1

2
ρV [SWaW − STaT (1− kε)]

Zq = −1

2
ρV STaT lT

Mα =
1

2
ρV 2[SWaW lW − STaT (1− kε)lT ]

Mż =
1

2
ρV [SWaW lW − STaT (1− kε)lT ]

Mq = −1

2
ρV STaT l

2
T

A.2 Gust-Related Derivatives [1]

ZgW = −1

2
ρV SWaW and ZgT = −1

2
ρV STaT (1− kε)

MgW =
1

2
ρV SWaW lW and MgT = −1

2
ρV STaT lT (1− kε).
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A.3 Longitudinal Aerodynamics Derivatives for Flexible Aero-

plane [1]

Ze =
1

2
ρV 2[−SWaWJ1 − STaTγeT ]

Zė = −1

2
ρV STaTκeT

Me =
1

2
ρV 2[SWaW lWJ1 − STaT lTγeT ]

Mė = −1

2
ρV STaT lTκeT

Qα =
1

2
ρV 2[−SWaWJ2 − STaT (1− kε)κeT ]

Qż =
1

2
ρV [−SWaWJ2 − STaT (1− kεκeT )]

Qq = −1

2
ρV STaT lTκeT

Qe =
1

2
ρV 2[−SWaWJ3 − STaTγeTκeT ]

Qė = −1

2
ρV STaTκ

2
eT
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Systems Engineering tools

B.1 Semi-structured interviews

The semi-structured interviews used to understand the in-service support system and to extract

a conceptual model were structured in three parts:

• Collection of information on the process;

• Collection of information on the existing tools;

• Suggestions for improvements.

The list of questions asked within the Loads & Aeroelastics department follows.

• What is the process that you follow for analysing an incident?

How do you receive the data files?

How do you open the files?

What do you do next?

What do you use to plot the data?

How do you analyse and/or deliver results?

• What tool/tools are you currently using for incident support?

• Do you know who is currently in charge of the tool and its maintenance?
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• How did you install the tool/tools?

• What were the constraints during the installation?

Working environment i.e. Windows, Unix, Matlab?

Location paths?

Others?

• What incident analyses are you able to perform?

Aircraft family?

Incident type?

• Do you think there is anything that could be improved in the tool and/or process?

• Any further comments and/ore suggestions?

A database collecting the answers to these question is available upon request.
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Python scripts

C.1 Multiprocessing for finite difference

1 '''

2 Created on 24 Jul 2017

3

4 @author: ng35694

5 @contact: simone.simeone@bristol.ac.uk

6 '''

7

8 #########################################################################################

9 #########################################################################################

10 ''' ...

##

11 Import Modules & Global Variables ...

##

12 ''' ...

##

13 ...

##

14 import subprocess ...

##

15 import threading ...

##

16 import sys , time , os, glob ...

##

17 import csv ...

##

18 import math ...

##
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19 import shutil ...

##

20 import fileinput ...

##

21 import tempfile ...

##

22 import numpy as np ...

##

23 import scipy.io as sio ...

##

24 import multiprocessing as mp ...

##

25 import matplotlib.pyplot as plt ...

##

26 import scipy.interpolate as interp ...

##

27 from os.path import dirname , split , join ...

##

28 from random import randint ...

##

29 from scipy.optimize import minimize ...

##

30 from scipy.optimize.minpack import leastsq ...

##

31 from scipy.misc import comb ...

##

32 from scipy import shape ...

##

33 ...

##

34 class RepeatingTimer(threading._Timer): ...

##

35 ...

##

36 def run(self): ...

##

37 ''' ...

##

38 ''' ...

##

39 while True: ...

##

40 self.finished.wait(self.interval) ...

##

41 if self.finished.is_set (): ...

##

42 return ...

##
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43 else: ...

##

44 self.function (*self.args , ** self.kwargs) ...

##

45 ...

##

46 def status (): ...

##

47 print " still working ... " ...

##

48 ...

##

49 nastran = './path_to_nastran_exe ' ...

##

50 python27 = "C:\\ Program Files (x86)\\ python27 \\ python.exe" ...

##

51 python = "python" ...

##

52 pi = np.pi ...

##

53 ...

##

54 cwd = os.getcwd () ...

##

55 opt_dir = os.path.dirname(cwd) ...

##

56 #########################################################################################

57 #########################################################################################

58

59 #########################################################################################

60 #########################################################################################

61 # F U N C T I O N ...

#

62 #########################################################################################

63 #########################################################################################

64

65 def launch_gust(RBF_weights):

66 '''

67 Launch 'Gust.py ' analysis and run 'Post_process.py '

68 '''

69 cwd = os.getcwd ()

70 for line in fileinput.input(os.path.join(cwd , 'Configuration_File.txt '), ...

inplace =1):

71 data = line.split ()

72 try:

73 CARD = data [0] .strip ()

74 except:

75 continue
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76 if (CARD == 'RBF_weights '):

77 updated_line = line.replace(data[1], ','.join(str(RBF_weights[i]) for ...

i in range(nBasis)))

78 print updated_line ,

79

80 else:

81 print line ,

82

83 ## Run 'Gust.py ' analysis to obtain MPFs

84 print '\nRunning gust analysis... '

85 p1 = subprocess.Popen ([ python + ' ' + os.path.join(cwd , 'Gust.py ')],

86 stdin=subprocess.PIPE , shell=True)

87 stdout , stderr = p1.communicate ()

88 print stdout

89

90 ## Run 'Post_process.py ' to evaluate loads , displacements , velocities and ...

accelerations

91 p2 = subprocess.Popen ([ python + ' ' + os.path.join(cwd , 'Post_process.py ')],

92 stdin=subprocess.PIPE ,

93 stdout=subprocess.PIPE , shell=True)

94 stdout , stderr = p2.communicate ()

95 print stdout

96

97 accls = read_res_file(os.path.join(cwd , 'Accls.res '))

98

99 return accls

100

101 def point_plus(manager , vars , d_point , eps=0.01):

102 '''

103 Run pansol with plus ∆ on 1st gust point

104 '''

105 vars[d_point] = vars[d_point] + eps

106

107 # Mandate the process to a temp subfolder

108 files2cp = ['Configuration_File.txt ', 'Gust.py ', 'Post_process.py ' ]

109 cwd = os.getcwd ()

110 tmpdir = tempfile.mkdtemp(dir=cwd)

111 shutil.copytree(os.path.join(cwd , 'PyFunctions '), os.path.join(tmpdir , ...

'PyFunctions '))

112 all_files = os.listdir(cwd)

113 for filename in all_files:

114 full_filename = os.path.join(cwd , filename)

115 if (os.path.isfile(full_filename)):

116 if filename in files2cp:

117 shutil.copy(full_filename , tmpdir)

118 else:

119 pass

120
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121 os.chdir(os.path.join(cwd , tmpdir))

122

123 accls = launch_gust(vars)

124 manager_entry = 'accls_plus_∆_' + str(d_point)

125 manager[manager_entry] = accls

126

127 # Go back to parent folder and delete temporary folder

128 os.chdir('..')

129 shutil.rmtree(tmpdir)

130

131 def point_minus(manager , vars , d_point , eps=0.01):

132 '''

133 Run pansol with minus ∆ on 1st gust point

134 '''

135 vars[d_point] = vars[d_point] - eps

136

137 # Mandate the process to a temp subfolder

138 files2cp = ['Configuration_File.txt ', 'Gust.py ', 'Post_process.py ' ]

139 cwd = os.getcwd ()

140 tmpdir = tempfile.mkdtemp(dir=cwd)

141 shutil.copytree(os.path.join(cwd , 'PyFunctions '), os.path.join(tmpdir , ...

'PyFunctions '))

142 all_files = os.listdir(cwd)

143 for filename in all_files:

144 full_filename = os.path.join(cwd , filename)

145 if (os.path.isfile(full_filename)):

146 if filename in files2cp:

147 shutil.copy(full_filename , tmpdir)

148 else:

149 pass

150

151 os.chdir(os.path.join(cwd , tmpdir))

152

153 accls = launch_gust(vars)

154 manager_entry = 'accls_minus_∆_' + str(d_point)

155 manager[manager_entry] = accls

156

157 # Go back to parent folder and delete temporary folder

158 os.chdir('..')

159 shutil.rmtree(tmpdir)

160

161 def FD_parallel(vars , eps , method):

162 '''

163 Launch multiprocessing to evaluate FD gradient

164 '''

165 manager = mp.Manager ().dict() ## Create a dict that will contain my results

166

167 processes = []
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168 for i in range(len(vars)):

169 dpoint_plus = mp.Process(target=point_plus , args=(manager , vars , i, eps))

170 processes.append(dpoint_plus)

171 if method =='central ':

172 # Use for central difference:

173 dpoint_minus = mp.Process(target=point_minus , args=(manager , vars , i, ...

eps))

174 processes.append(dpoint_minus)

175

176 print "\n\nLaunching processes in parallel ..."

177 for p in processes:

178 p.start ()

179

180 print "\n\nWaiting for all design points ..."

181 for p in processes:

182 p.join ()

183

184 print "\ nMultiprocessing is done!"

185

186 print "Saving to matlab structure ..."

187 mat_name = 'accls_ths.mat '

188 sio.savemat(mat_name , manager)

189 print "Done! Dictionary saved to %s" %( mat_name)

190

191 return manager

192

193 def FD_grad(vars , main_norm , method='forward ', eps=0.01):

194 '''

195 Obtain Finite Difference gradient in parallel processing

196 ----------------------------------------------------------

197 List of inputs:

198 vars(array ,float): input array of design points

199 main_norm(float): used for 'forward ' difference

200 method(string , optional): 'forward ' (default), 'central '

201 eps(float , optional): step size

202 '''

203

204 FD_grad = np.zeros ((len(vars),), float)

205

206 if method =='forward ':

207 manager = FD_parallel(vars , eps , method)

208 for i in range(0, len(vars)):

209 manager_entry_plus = 'accls_plus_∆_' + str(i)

210 FD_diff = target_accls - manager[manager_entry_plus]

211 FD_norm = np.linalg.norm(FD_diff ,2)

212 FD_grad[i] = (FD_norm - main_norm)/eps

213

214 return FD_grad
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215

216 elif method =='central ':

217 manager = FD_parallel(vars , eps , method)

218 for i in range(0, len(vars)):

219 manager_entry_plus = 'accls_plus_∆_' + str(i)

220 manager_entry_minus = 'accls_minus_∆_' + str(i)

221 FD_Pdiff = target_accls - manager[manager_entry_plus]

222 FD_Pnorm = np.linalg.norm(FD_Pdiff ,2)

223 FD_Mdiff = target_accls - manager[manager_entry_minus]

224 FD_Mnorm = np.linalg.norm(FD_Mdiff ,2)

225 FD_grad[i] = (FD_Pnorm - FD_Mnorm)/(2* eps)

226

227 return FD_grad

228

229 def eval_FD_grad(vars):

230 '''

231 Gradient of Objective function

232 ------------------------------

233 '''

234 print "\ nCalling eval_FD_grad ..."

235

236 norm = int_diff(vars)

237 print " Norm evaluated in eval_FD_grad: ", norm

238 FDgrad = FD_grad(vars , norm , eps=1.e -03) # Evaluate FD grad in parallel; ...

method and eps are optional , default are 'forward ' and 0.01 , respectively.

239 print "\ nJacobian of Obj. function with shape %s: \n" %( shape(FDgrad))

240 print FDgrad

241 return FDgrad
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New ways of documents

management

D.1 Documents Management

Many documents are required throughout the duration of the project lifecycle. These are iden-

tifiable within three different categories: product characteristics - documents that describe

the behaviour and the properties of the product e.g. the ARD; project management - docu-

ments that give information on the means to manage the overall project and the relative daily

activities e.g. the Project Plan; quality records - documents that allow to check that relevant

controls, actions and decisions have been carried out during the project lifecycle e.g. quality

gate spreadsheets. A detailed list of deliverables is given below. These documents need to be

initialiased, updated and/or validated by the end of the M3/M5 reviews.

Project Plan (PP)

The person responsible for the creation of the Project Plan is the Project Manager who is

also responsible for its publishing, application and maintenance. The main objectives of this

document are to define a complete set of activities that are necessary to ensure the proper

planning, organisation, tracking and leadership of the project and also to assure project members

and stakeholders that the project progresses according to the specified requirements and the

established plans. It integrates an organisational chart; a product breakdown structure that

represents the product in a tree form with uniform and consistent sub-parts; a deliverables

list divided in technical deliverables and project management deliverables; a work breakdown
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structure for the activities that must be done to accomplish the project; the sub-contracting

strategy and, finally, plans for resource management, training, communication and development

and monitoring and control. The Project Plan is signed-off by the Inforamtion Software Project

Leader, the Business Project Leader and the Project Manager as well as the Quality Responsible

who is in charge of the validation of the quality of the document.

Financial Business Case (FBC)

The project leader is accountable for the development of the Financial Business Case but s/he

must be supported by the relevant Financial Controller. The FBC is needed for the cost/benefit

analysis for a business improvement project so that the project costs can be compared against

the potential benefits related to revenues, unit costs, leadtime, etc. It establishes if the return on

investment is adequate and it is mandatory for projects above defined budget thresholds (usually

above £500k). The PM and the cost controller sign off the document and are responsible for it.

Risk, Issues, Action follows-up (RIA)

The RIA is a document (usually in the form of a spreadsheet) used to record and track risks,

issues and follow-up actions. A risk is an event or condition that may occur with some degree

of uncertainty, and which will have a negative impact on objectives; it is about an uncertain

future event with no impact being experienced at present. An issue is an event or condition

that has happened and may already be having an impact on objectives. A follow-up action is

required to respond and resolve risks and issues. The PM is responsible for risks and issues

managements whilst the ISPL and the QR are responsible for the follow-ups.

Business Requirements Dossier (BRD)

The Business Requirements Dossier is a responsibility of the PM and it is needed to document

the business context, objectives and capabilities that are to be satisfied by the project. It

describes the targeted business context, defines the business requirements and the non-functional

requirements or services such as security rules, deployment rules and service indicators. The

BRD is structured to include an “AS-IS” representation of the current context that is useful to

identify the improvement opportunities existing within the business; it then describes the “TO-

BE” scenario to clearly define the scope of the project and identify the expected outcome of the

solution being proposed by specifying the boundaries of the project as well as its contents and

the stakeholders. A tabular list of the functional and non-functional requirements then follows

in the structure of the document; these are also collected in a separate spreadsheet known as

the Requirements Repository. Means of compliance (i.e. the methods used for validating the



Appendix D. New ways of documents management 176

coverage of the requirements by the proposed solution) must also be specified in the BRD. As

mentioned earlier, a quality gate exists for the BRD; the quality responsible is therefore in

charge of the quality assessment of this document, which need finally be signed off by the PM,

the BPL and the ISPL.

Architecture Dossier (ARD)

The Architecture Dossier is initiated by the PM during the Concept Phase of the project (be-

tween M3 and M5) and completed during the Solution Definition Phase (soon after M5); the

scope of the document is to formilise the architecture description of the target solution. It is

structured into two parts, one of which describes the architecture and the other presents the

system requirements and traceability. The architecture is described in terms of functional view,

design constraints, architecture of system and system components, system infrastructure, ar-

chitecture assessment and components catalogue. The ARD can be divided into two versions:

M5 version and M7 version. In fact, when initiated before M5, it presents different architecture

candidates for the proposed solution whilst only one target architecture “survives” in the M7

version of the document. A quality gate also exists for this document and it is the responsibility

of the QR to assess it; the ARD is finally signed by the PM or ISPL, the Enterprise Domain

Architect, the Service Line Manager, the IT Project leader and/or the Infrastructure Architect.

Concept Phase Dossier (CPD)

The Concept Phase Dossier is a summary of all the activities performed during the concept

phase of the lifecycle and it is due and validated for the M5 - it is not updated after. It gives

a description of the problem to be solved and presents different ways to achieve a solution

that meets the requirements. It is not a mandatory document and it is up to the PM, who is

responsible for it, to decide whether it should or shouldn’t be created; however, it provides a

good understanding of the preliminary problem analysis, the preliminary solution design and

the development, deployment and make-or-buy decision. A broader description of the content

of the CPD must be provided in the BRD (for the preliminary problem analysis), the ARD (for

the preliminary solution design) and the PP (for the development, deployment and make-or-buy

strategy part).

Configuration Management Plan (CMP)

The Configuration Management Plan is specific for the project phase and does not provide

information on the support phase; it has to be initialised by the PM at M5. It is used to

describe the product structure and to identify its constituents, which are treated as single
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entities that evolve over time. Furthermore, it includes information on change management

and release management or in other words, it provides a history of the modifications and the

planned program releases and project versions. The reader will be able to understand what

changes have been made to the software and to what extent they affects its operation. The way

of delivering the work product must also be established in the CMP.

IS Deployment Plan

The IS Deployment Plan is a compulsory document that has to be initialised at the beginning of

the Solution Definition phase; the ISPL and the PM are responsible for creating and updating

the plan. The objective of this document is to provide information on the strategy, context,

risks and constraints, resources and actions that are relative to the deployment of the solution.

Service Level Requirements (SLR)

The Service Level Requirements document translates business and system non-functional re-

quirements into specific and quantifiable operational requirements. It defines and lists the

characteristics of the service in such a way that the service can be operated; it includes a de-

scription of the performance of each service item as well as its availability, volume, data quality,

specific key performance indicators (KPIs), the frequency of delivery, the target service level

and how it is monitored. The SLR is initialised and required at milestone M5 to certify the

commitment between the IS team and the business and it has to be finilised at milestone M7,

together with the finilised architecture. The ISPL fills in the document and is therefore held

accountable for it.

In order to neatly manage these documents, a well-established process is a must. Nonetheless,

the PM is in charge of nominating people responsible for documentation management and for

controlling the sharing of the working documents. These people have manuals, guidelines and

several tools available to give at any time, to all internal and external actors of the project,

information on how documents are organised, established and controlled. An overview of one

of the tools available in Airbus is given below.

The following is a platform used to store documents in a way compliant to the project lifecycle.

It is accessed via a main page that gives general information about the project i.e. the names

of the main actors and the current status of the project (Figure D.1).

By accessing the working area, a folder structure divides the documents into “Project Manage-

ment” and “Technical Deliveries” to be consistent with the categories described earlier (Figure
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Figure D.1: Documentation management main page

D.2).

Figure D.2: Working area: Home

The “Project Management” area includes 7 folders that enclose all the documents relevant to

Project Plans, Project Monitoring & Control, Meeting & Communications, Quality Manage-

ment, Configuration Management, Supplier Management and Project Closure (Figure D.3).

Figure D.3: Working area: Project Management

The “Technical Deliveries” area, instead, includes 12 folders that enclose all documents relevant
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to Opportunity Study, Business Processes & Requirements, Concept & Architecture, Specifica-

tion, Development, Testing, User Acceptance, Users Documentation, Installation & Deployment,

Operation, Support and Product Configuration (Figure D.4)

Figure D.4: Working area: Technical Deliveries

Several actions are available to the actors of the project to create, modify, upload or download

documents; an history of all modification along with a footprint is recorded and the possibility

to retrieve old versions of the same document is also available.

D.2 Alternative solutions

As shown so far, managing all these documents is highly complex and requires a huge effort and

time commitment from almost all the actors of the project. However, it can be demonstrated

that most of the documents required for passing the milestone reviews are either replicating the

same information over and over again or remain unused or even unread during the development

itself of the software or soon after its entry into service. For example, let us consider one of

the documents described in the previous section: the Concept Phase Dossier. As discussed,

three main parts constitutes this document: the preliminary problem analysis, the preliminary

solution design and the development, deployment and make-or-buy strategy. These three parts

are replicated and extended, respectively, in the BRD, the ARD and the Project Plan. Further-

more, the CPD will not be updated neither used after M5 but, of course, it still requires some

time and effort to be created.
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When thinking about developing an alternative solution to substitute the creation of project

documentation, it is important to first understand the reasons that exist behind the need for

these documents and guarantee that they will still remain covered, somehow. Ambler, in his

article on “Agile/Lean Documentation: Strategies for Agile Software Development” [90], gives a

full picture on this matter, providing a lists of “questionable” reasons behind the creation of the

project documentation and the means to challenge them. What seems to be really important is

the need of the requester of the documents to be seen in control of the whole process; his/her go

ahead signature on, for example, the ARD or BRD puts him/her in the position of pretending

that whatever was documented shall be delivered by the end of the process. However, these are

the same people that would not want to end up in a situation of failure entirely due to the time

lost on the creation of the documents rather than on the software development. Furthermore,

as mentioned earlier, it is still mistakenly believed that documentation is directly responsible of

the project success but, as discussed, it is a belief that is entirely based on a particular historical

event. It then results that most documents are often requested only because it is a habit of

the requester, something that s/he has been doing for years without giving too much care on

what the document is actually delivering in terms of added information, or because the process

simply instructs to do so. Another peculiar reason that exists behind the need for documents

is that the stakeholders want reassurance that everything is proceeding well because they are

investing significant resources and want to know at any time that their investment is being well

spent. Last but not least, documents are also used as a communication mean. Hence, it is a

matter of convincing people they are in control of the situation, questioning them about the

real purpose behind each document, giving them assurance that their investment is being well

spent and demonstrating that documents are not the best way of communicating information.

In the framework of agile development, these questions are tackled, for example, by bringing

the stakeholders of the project on board of the development and asking them active feedback on

“beta” versions of the software or by setting up regular meetings to facilitate the communication

of issues, risks and actions between the IS team and the business. An approach similar to the

agile methodology is given by Rapid Application Development (RAD) (Figure D.5).

RAD is a methodology for software development which puts more emphasis on the develop-

ment phase of the product rather than on its planning tasks and documentation [93]. It is a

model based on the concept that higher-quality products can be developed faster through more

practical processes [94], such as:

• gathering requirements using workshops or focus groups;



Appendix D. New ways of documents management 181

Figure D.5: Rapid Application Development process

• prototyping and early, reiterative user testing of designs;

• the re-use of software components;

• design improvements deferred to the next product version;

• less formality in reviews and other team communication.

It is an important methodology because “the ability of an information system to evolve to meet

new requirements is one of the key quality characteristics, but systems must also be capable of

rapid evolution if they are to deliver real value to the business community in this volatile busi-

ness environment. Systems that cannot evolve rapidly offer little or no support to their users,

who in turn become less responsive to their environment and consequently incur increased risk

of failure in the marketplace” [95].
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