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Abstract

Aeroelastically tailored aircraft structures, designed for maximum performance while at-

taining minimum weight, remain a challenging multidisciplinary optimisation problem.

Although the possibility of aeroelastic tailoring has been around since the early 1980s,

most of their applications to aircraft structures have been `black metal' designs, which do

not fully exploit the anisotropic properties of the composite materials. This somewhat

conservative approach is at odds with the elastic tailoring capabilities o�ered by com-

posite materials, which, by allowing modi�cation of the bending and torsional sti�ness

coupling terms, lend themselves to innovative design solutions for improved aeroelastic

performance.

Aircraft wing structures have been designed using deterministic approaches for minimum

structural weight whilst satisfying multiple constraints for performance and certi�cation.

Designers are aware that deterministic optimisation approaches, being unable to account

for probabilistic uncertainties in material and structural parameters, may lead to unre-

liable or unrealistic designs. When dealing with composite structures, uncertainties can

be related to geometry, material properties and the manufacturing process. These vari-

abilities should be accurately quanti�ed while designing for reliability and robustness

of the structure. Hence, the growing interest in improving or replacing deterministic

optimisation approaches for more reliable and robust structural design methods.

The current work aims to develop a novel aeroelastic tailoring framework which can pro-

vide a tool for a rapid design process for robust and reliable composite aircraft wings.

The terms robust and reliable are referred to design sensitivity due to parametric vari-

ations in the composite material properties, ply orientation and structural parameters.

To incorporate uncertainty in optimal designs requires a `probabilistic' optimisation ap-

proach with an e�cient uncertainty quanti�cation method that can accurately evaluate

the e�ect of parameter variations on the wing performance at a low computational cost.

The conventional Monte Carlo Simulation (MCS) method is highly computationally ex-

pensive and not practical for solving a robust and reliable design optimisation problem.

Polynomial Chaos Expansion and Random Sampling High Dimensional Model Repre-

sentation methods used in the current work are capable of o�ering low computational

cost for uncertainty quanti�cation analysis. These methods are subsequently used in a





Robust and Reliability-Based Design Optimisation approach in which a robust and reli-

able design con�guration of a composite aircraft wing is obtained. An idealised `box-like'

Finite Element model representation for a high-aspect-ratio wing of a reference regional

jet airliner is used to demonstrate the e�ectiveness of the approach.

A novel multi-level aeroelastic tailoring framework is introduced to obtain a robust and

reliable composite aircraft wing design. The framework is capable of producing an opti-

mised wing design with the best compromise between structural weight, robustness and

structural reliability.
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Chapter 1

Introduction

1.1 Introduction

Aeroelasticity is the �eld of study concerned with the interaction of aerodynamic, inertia

and elastic forces, and their in�uence on a �exible structure [1]. Aeroelasticity can give

rise to various instability phenomena not only in aircraft structures but also to bridges,

wind turbines, helicopters and racing cars. For example, these instabilities may lead

to catastrophic failure if not treated appropriately in the design process. For aircraft

structures, the two main components of aeroelasticity are static and dynamic. Static

aeroelasticity is concerned with the interaction between aerodynamic forces and elastic

forces which may cause instabilities such as divergence. Divergence occurs when the

�exible structure's twist increases without limit due to applied torsional forces exceeding

the structural restoring forces.

On the other hand, dynamic aeroelasticity deals with the oscillatory e�ect of the interac-

tion between aerodynamics, inertia and elastic forces. Dynamic aeroelasticity may cause

�utter which occurs due to unfavourable coupling between two or more vibration modes

with increasing frequency leading to structural failure. The aircraft loads are also af-

fected by aerodynamic, inertia and elastic forces, and therefore it is essential to evaluate

the aeroelastic responses of di�erent aircraft loads such as static manoeuvres, gusts and

turbulence loads.

The importance of aeroelasticity, especially for aircraft structures, has inspired researchers

to look into aeroelastically-tailored structures. Aeroelastic tailoring is a designing method

which incorporates the structural directional sti�ness into an aircraft design in order to

control the static or dynamic aeroelastic deformations in a bene�cial way for improved

structural and aerodynamic performance [2]. With the increasing use of composite ma-

terials for aircraft structures, an aeroelastically-tailored structure is made possible via
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material tailoring. This is due to the composite's anisotropic properties and as well as

their attractive strength-to-weight ratio.

The tailoring can be achieved by exploring the possibility of sti�ness coupling (i.e.

bending-torsional sti�ness coupling) which alters the static and dynamic aeroelastic re-

sponses of the structures. Since the early 1980s, there has been a signi�cant amount of

research in aeroelastic tailoring using composite structures which has sought the e�cient

use of the anisotropic properties for improved aircraft structural designs for multiple load

cases [2, 3]. One example of a practical application of aeroelastic tailoring is on the X-29

forward-swept wing demonstrator aircraft in which elastic coupling between bending and

twisting was used to allow the wing's bending but limit the twisting in order to eliminate

structural divergence within the �ight envelope [2].

Previous research into aeroelastic tailoring has looked at the potential bene�ts to lat-

eral control [4] and drag reduction [5], aileron e�ectiveness improvement [6�8] , to avoid

divergence [9�12] and �utter [9�15] occurring at design airspeeds, and also to alleviate

gust load [11, 14�16]. Despite the successful implementation in various design cases,

aeroelastically tailored aircraft structures, designed for maximum performance while at-

taining minimum weight, remain a challenging multidisciplinary optimisation problem.

Most of their applications to aircraft structures have been `black metal' designs, which

do not fully exploit the anisotropic properties of composite materials. This somewhat

conservative approach is at odds with the elastic tailoring capabilities o�ered by com-

posite materials, which provide greater design spaces for bending and torsional sti�ness

modi�cations enabling better design solutions with improved aeroelastic performance.

With current modelling capabilities, it is possible to model the aircraft structural be-

haviour with a high degree of accuracy using di�erent levels of model �delity. In reality,

for composite structures, variability exists through materials, geometry and the manufac-

turing process, resulting in uncertain structural responses [17]. This parameter variation

can be classi�ed as aleatory or parametric uncertainty. Other important sources of uncer-

tainty included epistemic uncertainty and uncertainty due to the human error which are

di�cult to quantify and not been directly considered in the design process [18]. In a con-

ventional deterministic design approach, these uncertainties are not implicitly accounted

for and often treated as worst-case design scenarios by using safety margins which can be

overly conservative and therefore limit the potential gains from novel design approaches
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such as aeroelastic tailoring [19]. By directly incorporating the parameter variations in

the design process will not only allow for robust and reliable designs, which are insensi-

tive to uncertainty, but also maintaining the target performance and satisfying the other

design constraints. Such an approach is known as a probabilistic design method [20].

In systems engineering, uncertainty quanti�cation is considered as a tool for quantitative

risk analysis with which to provide inputs for design and certi�cation decisions [18]. Un-

certainty in aeroelasticity and composite structures can exist due to the variability in the

material properties such as material non-homogeneity, �bre misalignment, ply waviness,

wrinkling and defects, as well as the manufacturing tolerance and thickness variations

[21, 22]. Monte Carlo Simulations (MCS) [23, 24] is a common and straightforward tech-

nique to address uncertainty quanti�cation in composite structures. However, MCS often

requires extensive sets of simulation data in order to obtain meaningful results. Other

quanti�cation methods such as Polynomial Chaos Expansion (PCE) [16, 21], Gaussian

Process Emulators (GP) [25], Interval Analysis (IA) [26] and High Dimensional Model

Representation (HDMR) [27] are explored by researchers to obtain better e�ciency in

uncertainty quanti�cation analysis.

The quanti�cation of the uncertainty in composite structure design results in di�erent

variability's measures (such as the probability of failure (POF), mean and variance of the

responses) of the wing performance which may be used as either the objective function

or the constraints in the probabilistic design optimisation. These measures of variability

can be utilised to produce a realistic design which accounts for structural robustness

and reliability. The probabilistic design methods can be classi�ed into two main cat-

egories: 1) Reliability-Based Design Optimisation (RBDO) [21, 28�30] and 2) Robust

Design Optimisation (RDO) [29�31]. In a RBDO method, the design is optimised whilst

having a particular risk or target reliability as the design objective or constraint. On the

other hand, RDO seeks an optimal design about the mean performance by maximising

robustness and minimising the sensitivity to uncertainty. In order to optimise a full

wing box design through �nite element model analysis, both RBDO and RDO require

a statically relevant number of stochastic variations for every tentative solution, which

is computationally expensive and impractical. For example, the use of a conventional

method such as MCS in optimisation procedure requires large sets of simulation data for

every iterative solution. To overcome this, the used of surrogate modelling techniques

(i.e. PCE, GP and HDMR) allow for improved computational e�ciency using a fraction
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of the cost of the conventional MCS method. Hence, the goal of this thesis is to develop

an aeroelastic tailoring approach with uncertainty considerations as a measure for design

robustness and reliability.

1.2 Research Questions and Methodology

Current aeroelastic tailoring approaches for aircraft wing structures employ deterministic

optimisation methods to determine the best design for minimum structural weight and

optimum performance whilst satisfying aircraft certi�cation requirements. The approach

utilises a safety factor to incorporate any uncertainty that may exist in the design which

is based on pure assumption rather than statistical data. The deterministic approach,

being unable to account for uncertainties in the design directly, may lead to under or

over-constrained designs. This limitation leads to the main research question on how

to directly incorporate the model/parameter uncertainties into the design process of

a composite aircraft wing so that a more reliable, robust and realistic design can be

obtained. As such, the main focus of present work is to develop an improved aeroelastic

tailoring approach for uncertainty quanti�cation in the design process.

The quanti�cation of uncertainty in the design process requires a probabilistic design

method which is often associated with high computational e�ort. The conventional prob-

abilistic method employs Monte Carlo Simulation as a tool to quantify the uncertainty

in the model, and this is highly computationally expensive and not practical for solving

design optimisation problems. These requirements lead to another research questions

on how the probabilistic design method can be improved, and what are the alternative

tools for uncertainty quanti�cation that can accurately evaluate the e�ect of parameter

variation on the wing performance at low computational cost.

The research methodology employed in this work is based on the numerical analysis

of a composite aircraft wing to determine the structural and aeroelastic performance.

The numerical analysis involves Finite Element modelling and analysis as well as the

probabilistic study for uncertainty quanti�cation. The work presented in the thesis

can be outlined into two research components - deterministic and probabilistic methods

for aeroelastic tailoring. In the �rst component, an improved optimisation method to

obtain a deterministic design solution is developed, which then applied to a detailed
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representation of wing structure. In the second research component, the alternative

tools for uncertainty quanti�cation are studied for rapid evaluation of wing's response

due to random parameters, namely Polynomial Chaos Expansion (PCE) and Random

Sampling High Dimensional Model Representation (RS-HDMR) method. The PCE and

RS-HDMR are chosen for the study due to their e�ciency in determination of model

responses due to the uncertainty at minimum computational cost [21, 155].

In order to include uncertainty e�ect in the design optimisation, a robust and reliability-

based design optimisation method is introduced. The method allows for the determina-

tion of a robust and reliable design solution for aeroelastic tailoring. The robustness and

reliability of the design are measured in terms of performances sensitivity to the aleatoric

uncertainty such as material properties, ply orientation and structural parameters.

1.3 Objective and major contributions

The objective of the current work is to develop a novel aeroelastic tailoring framework

which can provide a tool for a rapid design process for the `robust' and `reliable' design

of a composite aircraft wing. Other aims are:

• To evaluate the e�ciency of PCE and RS-HDMR methods for uncertainty quan-

ti�cation studies of a composite aircraft wing model.

• To develop an improved method for the optimisation of a composite wing that

involves multiple design constraints and loading conditions.

• To develop an optimisation approach for improved robustness and reliability for

composite aircraft wing design.

• To develop a multi-level aeroelastic tailoring framework based on a probabilistic

design optimisation approach for a composite aircraft wing.

The major contributions of this thesis can be summarised as:

• Use of PCE and RS-HDMR methods to quantify the variation of structural and

aeroelastic responses due to parametric uncertainty in the laminate and the com-

posite material properties.
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• Development of a design optimisation approach to achieve minimum structural

weight with multiple design constraints, including both structural (strain and buck-

ling) and aeroelastic performance (�utter and gusts), for a composite aircraft wing.

• Development of a novel method for a robust and reliable wing design for aeroe-

lastic tailoring using a mixed Robust and Reliability-based Design Optimisation

(RRBDO) approach.

• Development of a multi-level aeroelastic tailoring framework for robust and reliable

composite aircraft wing design subjected to multiple constraints and parametric

variations.

• Demonstration and validation of the above methodologies using an industrial type

composite aircraft wing model.

1.4 Dissertation Outline and Publications

The thesis is structured as follows. Chapter 2 contains a literature review of the current

state of the art for aeroelastic tailoring. The current approaches and techniques are

highlighted, and their e�ectiveness and application to composite structures are discussed.

Chapter 3 begins with the modelling approach for structural and aeroelastic analysis of

an idealised `box-like' Finite Element model representation for a high-aspect-ratio wing

which is used as the benchmark model in the current work. The modelling work and

analyses are performed usingMSc. Patran/Nastran withMATLAB being utilised as

the model compiler. Lamination parameters are used to represent the composite laminate

properties of di�erent sections of the wing. The wing structures are evaluated in terms of

their structural and aeroelastic performance that included strength, buckling, aeroelastic

instability and gust response. In the structural analysis, di�erent static manoeuvre load

cases are introduced in the model, and the structural performance in terms of the strength

and critical buckling load is evaluated. For aeroelastic analysis, a simple aerodynamic

model is used where the wing planform is divided into two sections - the outer and inner

wing. The Doublet-Lattice method (DLM) is used to represent the aerodynamic model,

and the �utter analysis is evaluated using a `p-k' frequency matching method. The gust

analysis for the wing model is performed using a discrete `1-cosine' gust load at di�erent

6



Chapter 1. Introduction

gust wavelengths. The tip de�ection and wing root bending moment due to di�erent

gust loads are assessed in order to predict the critical gust response.

In Chapter 4, a novel approach for multiple constraint design optimisation approach is

presented. The FE wing model is optimised for minimum structural weight when subject

to static manoeuvre load cases. The wing is subjected to strength, buckling, dynamic

instability and gust constraints. A cost function is introduced in the objective function

to quantify the e�ect of each design constraints on the wing structural weight. A detailed

discussion on di�erent algorithms used including Genetic Algorithm (GA) and Particle

Swarm Optimisation (PSO) for the optimisation procedures are presented.

In Chapter 5, two approaches are explored to predict the performance behaviour of the

wing due to uncertain parameters in the model: 1) PCE method and 2) RS-HDMR

method. These approaches are applied on the benchmark model to predict the variation

in structural, dynamic and aeroelastic responses with uncertain in material properties

and ply thickness. Finally, the results obtained from PCE and RS-HDMR method are

compared with MCS to establish the accuracy and e�ciency of each method for uncer-

tainty quanti�cation. The advantages and limitations of each method for uncertainty

quanti�cation are highlighted and discussed.

In Chapter 6, a probabilistic optimisation approach is introduced, namely Reliability-

based Design Optimisation (RBDO) method. The method is applied to the benchmark

wing to obtain an optimised design with improved design reliability by minimising the

probability of failure of wing's response at target design value.

In Chapter 7, a novel multi-level robust and reliability-based aeroelastic tailoring frame-

work is introduced. The framework is designed to seek for a deterministic and robust/re-

liable design using the multi-level optimisation approach. The ideal design solution is

chosen from the `Pareto front', where the contributions of structural weight, robust and

reliable design constraints and other design constraints are quanti�ed.

Finally, Chapter 8 provides the conclusions from the work and the description of the

future work related to the topics investigated in the thesis.

The �ndings from the current work has lead to a journal paper publication.
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• Muhammad F. Othman, Gustavo H. C. Silva, Pedro H. Cabral, Alex P. Prado,

Alberto Pirrera and Jonathan E. Cooper. `A robust and reliability-based aeroelastic

tailoring framework for composite aircraft wings'. Composite Structures, 2019. 208:

p. 101-113.

In addition, the following peer-reviewed conference publications from the research are

also published.

• M.F. Othman, J.E. Cooper, A. Pirrera, P.M. Weaver, G.H.C Silva, `Robust Aeroe-

lastic Tailoring For Composite Aircraft Wings', 5th Aircraft Structural Design Con-

ference, Manchester Conference Centre, Manchester, UK, 4 - 6 October 2016.

• M.F. Othman, J.E. Cooper, A. Pirrera, P.M. Weaver, G.H.C Silva, `Multilevel

Aeroelastic Tailoring For Composite Aircraft Wings', ICCS19 19th International

Conference on Composite Structures, Porto, Portugal, 5-8 September 2016.

The work presented in Chapter 6 is a continuation from the �ndings in the conference

paper entitled `Robust Aeroelastic Tailoring For Composite Aircraft Wings'. The �ndings

in Chapter 7 are based on the work submitted for journal publication entitled `A robust

and reliability-based aeroelastic tailoring framework for composite aircraft wings'.
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Chapter 2

Literature review

2.1 Introduction

This chapter provides a comprehensive review of the scienti�c literature for subject areas

relevant to the work undertaken in this thesis. The current state of the art of several

relevant topics is highlighted and critically discussed to identify any signi�cant gaps in

the literature.

• Composite structures

• Design methods for composite structures

• Aeroelastic tailoring

• Uncertainty quanti�cation of composite structures

• Uncertainty-based aeroelastic tailoring

In each section, the current approaches and techniques are highlighted, their e�ectiveness

and applications to composite structures analysis and design are discussed.

2.2 Composite materials

Composite materials have become more popular and used increasingly in aircraft struc-

tural components. Current aircraft structures incorporated over 50% of composite-based

laminates in designs such as the Boeing B787 and A350 XWB aircraft mainly due to

their attractive strength-to-weight ratio [20]. The use of composite materials for air-

craft wing structures expands the range of options available for designers and promotes

innovative design concepts by taking advantage of the unique properties of the compos-

ites materials. Unlike conventional metal alloys, composite materials can be tailored
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for speci�c requirements or performance targets by exploiting their anisotropic proper-

ties. These unique advantage over metal alloys allows the design of lighter components

without compromising the performance of the structures and hence improves the overall

e�ciency of the aircraft.

The anisotropic properties of the composite materials can be exploited by tailoring the

stacking sequence of the composite laminate such that the �bres are oriented in speci�c

directions to provide strength and sti�ness in the direction of applied loads. The plies in

a composite laminate are arranged at angle from 0◦ to 90◦ relative to the primary loading

direction (x-y plane) as shown in Figure 2.1 [32]. Di�erent laminate con�gurations result

1

2

x

y

θ

Figure 2.1: Principal axes de�nition for a composite laminate; Reference (x-y) axes
and local material properties (1-2) axes. Note that, 1 and 2 are parallel
and transverse direction to the �bre.

in sti�ness variations in the structure and potentially bene�cial structural coupling such

as bending and twist coupling motions [33]. The sti�ness of the laminate is represented

by the [A], [B] and [D] matrices which describe the response of the laminate to in-

plane forces and moments [34]. Di�erent types of coupling may occur when some of the

elements in sti�ness matrices are not zero. For example, the bending-twist coupling may

occur when the [D] matrix elements, D16 and D26 are not zero, which cause the laminate

to twist due to bending moments.

The use of composite materials in aircraft structures introduces a complex design opti-

misation problem, not only due to numerous design variables but also because of multi-

model design space of the ply orientations [35]. In designing a composite structure,

certain ply arrangements and rules for laminate con�gurations must be obeyed to avoid

any manufacturing defects such as structural distortion after curing and also to elimi-

nate unnecessary structural coupling in the components [32]. For symmetrical laminates,

in which the laminate is symmetrical with respect to the mid-plane, the [B] matrix is

zero. Hence, the in-plane / out-of-plane coupling (B11, B12 and B66 are zero) as well as

10



Chapter 2. Literature review

extension-twist coupling (B16 is zero) are eliminated [34]. On the other hand, the bal-

anced laminate ply arrangement leads to zero extension-shear coupling parameter, A16,

which prevents the structure from unexpected deformations [34]. This pre-de�ned ply

arrangement simpli�es the design problems and reduces the number of design variables

in the optimisation task.

An e�cient optimisation procedure is required to optimise the shapes, sizes and the

individual ply arrangement (layup) of the structure in questions. Often for aerospace,

the objective is to minimise the weight subject to a wide range of constraints. There

are many studies related to the optimisation of the composite structures that have been

published outlining di�erent techniques to establish the optimum design for the com-

posite structures under di�erent types of loading condition [36�40]. All of these work

employed e�cient optimisation techniques which utilise the lamination parameters as

design variables to obtain the optimum stacking sequence of the laminate.

For many critical composite structures such as aircraft composite structures, additional

requirements are often imposed to satisfy all design intents, manufacturing limitations

and certi�cation requirements. Due to these constraints, the applications of the com-

posite materials to aircraft structures have been limited to `black metal' designs, which

do not fully exploit the anisotropic properties. Moreover, the designer tends to select

readily certi�ed composite materials with limited angle plies (i.e. 0◦, 90◦ and ±45◦)

rather than the improved properties due to expense that this would incur over the de-

sign stages. Consequently, new technologies or design methods are needed to ensure all

the requirements are satis�ed at an early stage in the design process, possibly reducing

the cost for certi�cation and allowing more innovative design solutions.

Some basic guidelines for designing composite aircraft components have already been

published [32] to satisfy both design performances and manufacturing limitations. Ex-

amples are the use of balanced laminates in order to avoid warping after cure and in-

service loading, the use of a maximum of four adjacent plies in any one direction to avoid

splitting on contraction, and the inclusion of drop plies in steps in order to improve load

distributions.

A summary of the relevant techniques and approaches for design optimisation of com-

posite structures now follows. A comprehensive discussion is provided particularly for

the application of composite material for aircraft structures.
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2.3 Design optimisation methods for composite structures

The use of composite materials for primary aircraft structures, such as wings and fuse-

lages, provides signi�cant advantages on the structural weight and performance which

are seen with the new generation large aircraft including the Airbus A380 and Boeing

787 Dreamliner. This use is mainly due to the rapid development in the manufacturing

capabilities and design methods for the composite structures in recent years. Broadly,

the design methods for composite structures can be described in two main categories,

deterministic and probabilistic approaches.

In the deterministic approach, the composite structures are designed from a series of

optimisation procedures with set requirements such as the weight, strength, sti�ness

and stability of the structures. The design analysis for simple structures (i.e. composite

panel or idealised composite wing plate) involves computation of the governing equations

which are derived from mathematical models for di�erent load cases scenario. For more

complex structures, the design problems can be solved using computer-based numerical

techniques such as �nite element (FE) modelling that provide more accurate solutions

in comparison with the analytical solutions.

There are many sources of uncertainty [41�44] that exist in composite materials and these

are often ignored in the design process, potentially leading to inaccurate design solutions.

The performance of the deterministic design can be overestimated, or even underesti-

mated, due to the existence of uncertainty. Henceforth, a probabilistic design method

is required to ensure the design reliability has not been compromised due to parametric

variation. In reality, the model input parameters can be random. For di�erent samples

of composite laminates, the properties such as in-plane/transverse Young's modulus and

density vary due to manufacturing defects that included �bre misalignment and mass

properties variation, often leading to scatter in the structural performance. Therefore,

these uncertainties must be included in the design process to either prevent catastrophic

failure in a worst-case scenario or to avoid over-designed ine�cient structures.

Detailed reviews on the uncertainty modelling and probabilistic design approaches are

discussed in Section 2.5 and Section 2.6. The following sections discuss current ap-

proaches for deterministic design methods used for the optimisation of composite struc-

tures.
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2.3.1 Optimisation using discrete design variables

The deterministic optimisation approach aims to look for the optimum and best combi-

nation of composite laminate stacking sequences that satisfy a set of design constraint for

speci�c load cases. The stacking sequence of the composite laminate can be obtained by

treating the individual ply angles or the lamination parameters as the design variables.

By using ply angles as discrete design variables, the stacking sequence of the optimal

design can be directly obtained from the optimisation procedures. However, the opti-

misation using lamination parameters as continuous design variables require addition

optimisation step in order to determine the actual stacking sequence in the form of ply

angles. The optimisation approaches using ply angles as discrete design variables are

reviewed in this section.

Numerous works [10, 45�47] have been published for optimisation of composite structures

using discrete ply angle design variables. All of these works demonstrate the application

of di�erent optimisation tools and their e�ectiveness when using ply angles as design

variables. Genetic Algorithms (GA) [45�51], Particle Swarm Optimisation (PSO) [52, 53]

and Ant Colony Optimisation (ACO) [10, 54, 55] algorithm are among relatively few

examples of optimisation tools use to solve discrete design variable optimisation problems.

GA is a heuristic search method which is based on a directed random search to �nd the

best solution from a `population' of randomly generated individuals in a `generation'.

GA utilises the population of design variables and the probabilistic transition between

one solution to another in order to seek for best solution. As GA is randomised search,

there is a possibility to lose the best solution in a population due to random chance.

Hence, the best solution in the current population is not guaranteed to be selected for

recombination [56]. If the best solution from the previous population is lost, there is

no guarantee that the solution can be obtained in the subsequent population. Hence,

this suggests that several near-optimal solutions can be obtained with GA, but global

convergence is not guaranteed. Moreover, as GA randomly searches for a potential

solution within a population, the increase in number of design variables leads to increase

in the population sizes and hence can be computationally expensive for design problems

with greater design spaces.
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To improve the computational e�ciency of GA, Baluja [56] introduced an improved

method known as Population-Based Incremental Learning (PBIL). PBIL employs the

generation mechanism of GA and simple competitive learning which results in much

simpler algorithm in solving the optimisation problems [56]. In PBIL, the best solutions

in the population are described in terms of a probability vector in which samples can be

drawn to produce the next generation's population. The probability vector is updated

for each generation to represent the current highest evaluation vectors which then use

to obtain the bit positions. In a conventional GA, the best solution is encoded into

a �xed-length vector consists of strings in form of binary values. The PBIL method

minimises the number of steps required in standard GA. Hence, the method is more

e�cient compared to standard GA.

Another alternative to GA, PSO introduced by Kennedy & Eberhart [57] o�ers bet-

ter computational e�ciency for discrete design variables optimisation problems. PSO

is based on a heuristic search method inspired by simple analogues of the collaborative

behaviour and swarming in biological populations [58]. Like the GA, PSO uses a pop-

ulation of random solutions, but each potential solution is assigned with a randomised

velocity which makes the algorithm more e�cient. A di�erent version of PSO algorithms

is available such as the discrete binary PSO [59, 60] and permutation discrete PSO [53].

Similar to PBIL, the discrete binary PSO treats the population members as probabilities

instead of potential solutions [59]. The latter version of PSO uses a concept of memory

checking, a self-escape idea and valid/invalid exchange to re�ne the search space for pos-

sible solutions [53]. The PSO method o�ers excellent computational e�ciency due to the

interaction between the particles and the inclusion of previous best solutions (memory)

in the current iteration step. Also, a study performed by Hassan et al. [52] showed that

the computational e�ort required to obtain high-quality solutions is less than the e�ort

required by the GA due to reduced number of function evaluation. Moreover, their study

suggested that the computational e�ciency of the PSO and GA are problem-dependent.

Given the fact that the PSO is inherently continuous, the e�cient computational PSO

is better than GA when dealing with continuous design variables.

The ACO algorithm is another optimisation tool introduced by Dorigo et al. [61] and

designed for combinatorial optimisation problems such as stacking sequence of compos-

ite laminates. ACO is a class of approximate heuristic searches based on the foraging

behaviour of real ants to �nd the shortest path between their nest and the food source
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by communicating the best path to take. Ants deposit a chemical substance called

`pheromone' along the path, and the best path is chosen based on the pheromone con-

centration. An ACO algorithm employs the same concept by modifying the pheromone

variables associated with the problem whilst building solutions to the optimisation prob-

lems [62]. The algorithm is initiated by allowing ants to choose their paths at random

for each node (ply) as shown in Figure 2.2. Each path represents the possible angle for

each node and each time the ants follow a particular path, pheromone is released, and

the amount of pheromone is build-up towards the �nal solution. The best path is chosen

based on the concentration of pheromone on each path.

Ply 1 Ply 2 Ply 3

30◦
45◦
90◦

30◦
45◦
90◦

0◦
−30◦

−45◦

0◦
−30◦

−45◦

Start End

Figure 2.2: The ACO solution paths for symmetrical laminate panel with 0, ±30◦,
±45◦ and 90◦ plies.

The convergence in ACO depends on the control parameters which in�uence the selection

of the best path and avoid the suboptimal paths, hence allowing for new solution path

exploration [10, 39]. The ACO algorithm is also found to be very e�ective for large pa-

rameter design spaces and can be used for both discrete and continuous design problems

[10]. Similar to PSO and GA, the global optimum solution in ACO is not guaranteed

although the solution's convergence can be obtained due to change in probability values

in every iteration.

Harmin & Cooper [10] has demonstrated the �rst application of ACO in composite

design. Their work utilised ACO as the optimisation algorithm to determine the optimal

stacking sequences of a simple rectangular composite plate wing for maximum �utter

and divergence speed. Later, Bloom�eld et al. [60] performed a benchmark study using

several metaheuristic techniques that included ACO for composite lay-up optimisation.
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Other applications of ACO in composite design optimisation problems can be found in

[39, 54, 55, 63, 64].

The use of discrete design variables in the optimisation of composite designs allowed

designers to directly incorporate additional constraints for feasible lay-ups that satis�ed

both design and manufacturing constraints [32]. However, most of the design optimi-

sation examples given in the literature consider the composite laminate as stand-alone

parts. In reality, the laminate would be a small part of a larger structure. For example, a

composite aircraft component such as wing skin is typically designed as multiple panels.

Each panel may have di�erent thickness across the wing which may cause high-stress

concentrations and manufacturing di�culties.

The Blending method [45, 65, 66] has been introduced to tackle the continuity issues

arising in the design of stacking sequences for composite laminates with multiple panels.

In this method, the laminate is designed by keeping the thickness changes between two

adjacent laminate to a minimum. Two di�erent blending schemes are shown in Figure 2.3

- inner blending, where the inner layers from the mid-plane are continuous from the ad-

jacent panels, and outer blending, where the outer layers of the laminate are continuous

[65]. Liu & Haftka [45] incorporated continuity constraints in the structural design opti-

misation of composite wings by imposing two types of continuity measures - a material

continuity measure for global level design and a stacking sequence continuity measure for

local level design. Another study by Seresta et al. [65] used the two di�erent blending

schemes and a guide based GA approach in the optimisation of laminated panels. The

method proposed by Seresta et al. [65] produced a higher continuity percentage with

fewer plies compared to the best design obtained by Liu & Haftka [45] due to a better

match in the stacking sequence between adjacent panels. Later, Liu et al. [66] per-

formed bi-level optimisation studies to obtain the best stacking sequence of a laminated

composite wing structure using blending and manufacturing constraints. A shared-layer

blending method is used in the second level of optimisation to satisfy both the global

blending requirements and general lay-up design rules. The results from their study

highlighted some di�culties in matching the constraint values between two optimisation

levels whilst ensuring ply continuity. A table listing sequence [67] and recently, a global

shared-layer blending (GSLB) method [68] and a sequential permutation table (SPT)

method [40, 69] have been proposed to overcome ply continuity issues for the stacking

sequence optimisation of composite structures.
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Panel 1 Panel 2 Panel 3

mid-plane
Inner blending

(a)

Panel 1 Panel 2 Panel 3

mid-plane
Outer blending

(b)

Figure 2.3: Blended laminate con�gurations; (a) Inner blending, where the inner
layers are taken as the guide ply, (b) Outer blending, where the outer
layers are taken as the guide ply.

Despite the advantages as mentioned above of an optimisation approach using discrete

design variables, the method may not be very e�cient for larger structures with multiple

panels and a large number of plies. This limitation is due to the massive amount of com-

putational e�ort required to obtain solution convergence. To overcome this, lamination

parameters can be used to represent the sti�ness properties of the laminate resulting in a

�xed number design variables that are independent of the number of plies in each panel.

The following section provides a review of the lamination parameter concept which later

is used in the optimisation procedure of the current work.

2.3.2 Lamination parameters

The use of lamination parameters signi�cantly reduces the number of design variables re-

quired for the optimisation of composite structures. Tsai et al. [70] and Tsai & Hahn [33]

introduced the concept of lamination parameters to represent the laminate properties.

The lamination parameters, together with material invariants, can be used to represent

the laminate sti�ness matrices, in-plane [A], coupling [B] and out-of-plane [D] sti�ness

components as a linear function formulation [33]. There are four lamination parameters

associated with each sti�ness matrix, where each lamination parameter can be expressed

in terms of the ply orientation, θ and material invariants, Uj . The lamination parameters
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are not independent and are related to one another by inequality relationships for both

in-plane and out-of-plane terms.

Earlier use of lamination parameters in optimisation studies of the composite design was

demonstrated by Miki [71] and Miki & Sugiyama [36] for laminated composite plate. Miki

introduced an inequality relationship which described the feasible regions of in-plane and

out-of-plane sti�nesses for orthotropic laminate using two in-plane or two out-of-plane

lamination parameters. Later, Fukunaga & Sekine [72] described the feasible regions

of all four in-plane and out-of-plane lamination parameters for symmetrical laminates.

Their work examined the relationship between the four in-plane and out-of-plane lami-

nation parameters by considering the extension-shear couplings and the bending-torsion

couplings of the laminates. Fukunaga & Sekine suggested that the feasible regions for

lamination parameters for a laminate with extension-shear coupling terms (A16 and A26)

occur within an ellipse for lamination parameters without the coupling terms. An in-

equality equation governs this relationship for all four lamination parameters. The rela-

tionship between two out-of-plane lamination parameters is shown in Figure 2.4 and 2.5,

where the feasible regions for two lamination parameters are known when the other two

parameters are kept constant. The de�ned feasible region reduces the design space and

hence provide a practical approach for seeking an optimal stacking sequence.
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Figure 2.4: Feasible region of lamination parameters, (ξj1, ξ
j
2) when (ξj3, ξ

j
4) = (0, 0)

where j = A,D.
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Figure 2.5: Feasible region of lamination parameters, (ξj1, ξ
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where j = A,D.

The feasible regions derived by Miki [71] and Fukunaga & Sekine [72] are applicable

only for in-plane and out-of-plane sti�ness matrices separately with a restricted ply-

orientation. Grenestedt & Gudmundson [73] then introduced an explicit expression using

variational approach to link a particular set of in-plane lamination parameters with the

out-of-plane parameters such that for a given value of ξAi , there is a range of values for

ξDi except when ξAi = ξDi = ±1. Their work also suggested that the feasible regions for

the lamination parameters (design variables) are convex, and the objective function of

a design problem is concave. Therefore, local optima can be avoided, and only a global

solution exists, which signi�cantly simpli�es the optimisation problem.

Using the same approach, Diaconu et al. [74] then de�ned the boundary of the feasible

region in the general space of 12 lamination parameters and later, Diaconu et al. [75]

introduced explicit expressions for feasible regions linking the in-plane, coupling and out-

of-plane lamination parameters with a �nite set of ply orientations. However, the explicit

expression for the feasible region proposed by Diaconu et al. gives a larger feasible area

compared to a feasible region obtained from the variational approach which suggested

that the expression is not su�cient to describe the feasible region in the general design

space of all lamination parameters. Other work by Diacanu & Sekine [76] derived an ex-

plicit expression relating the nine lamination parameters with restricted ply orientations

(0◦, 90◦, ±45◦ plies only). The expression proposed by Diacanu & Sekine can be used
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e�ciently to describe the feasible region for the nine lamination parameter case which is

suitable for practical layup design as ply orientations are often restricted to particular

set of ply orientations for manufacturing feasibility.

More recently, Setoodeh et al. [77] and Bloom�eld et al. [37] used convex hull meth-

ods to determine the feasible region for lamination parameters. Setoodeh et al. used

a convex hull approximation to re�ne the feasible region of the lamination parameters

by increasing the number of plies and possible ply orientations. The feasible region is

approximated in terms of linear inequality constraints by monitoring the convergence

of the feasible domain volume. Bloom�eld et al. proposed an alternative method to

determine the exact constraints for the feasible region of any �nite set of ply orientation.

Their work suggested a two-level method to determine the feasible region of lamination

parameters for a pre-de�ned set of ply orientation. The feasible regions of in-plane, cou-

pling and out-of-plane lamination parameters are determined separately using the convex

hull method in the �rst level. Then in the second level, a non-linear algebraic identity

is used to relate all the parameters which are then utilised to determine the constraints

on the feasible region of lamination parameters. The method proposed by Bloom�eld et

al. provides a better interpretation of the feasible region of all lamination parameters

for a prede�ned set of ply angles. Moreover, the method suggested by Setoodeh et al.

only provides an approximation on the feasible region and relatively large number of

constraints which may not be computationally e�cient. Figure 2.6 and 2.7 shows the

boundary of the feasible region with 0, 90, ±30, ±45, ±60 degree plies derived from the

hyperplane constraints proposed by Bloom�eld et al. [37] for in-plane and coupling lam-

ination parameters. The boundary of the feasible region is formed using the hyperplane

constraints obtained from the convex hull relationship. Bloom�eld et al. also suggested

that the number of hyperplane constraints that enclosed the feasible regions for coupling

lamination parameters is signi�cantly greater than the number of hyperplane constraints

for both in-plane and out-of-plane parameters.

The use of a lamination parameter design space in optimisation procedures has been

proven to be more e�ective due to the use of known feasible regions which simpli�es

the design problems. Furthermore, a maximum of 12 design variables is required for

each panel, which is further reduced if a balanced or symmetrical con�guration is used.

Moreover, the use of lamination parameters can guarantee global optimality for linear
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problems which can be solved using standard optimisation tools such as gradient meth-

ods. However, an additional optimisation step is required to retrieve the actual stacking

sequence for the laminate. The transition between continuous design spaces (lamina-

tion parameters) to discrete design space (ply angle) may result in discrepancies in the

actual performance of the laminate. The discrete design solution obtained may not cor-

relate with the continuous design solution due to additional constraints for the actual
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ply sequence retrieval including ply contiguity, ply-drop and others.

2.3.3 Other optimisation methods

The design optimisation methods in Section 2.3, requires a very e�cient optimisation tool

to solve the design problems. GAs are often used for composite design problems, either

using discrete or continuous design variables. Solving the optimisation problem with

a GA may require high computational resources when dealing with complex structural

problems and �nite element analysis. To overcome this di�culty, a surrogate model

can be used to approximate the response surface and provide a rapid evaluation of the

design solution. Examples of the surrogate models are the response surface method using

polynomial approximation [78�82] kriging model approximation [83], fractal branch and

bound method [84, 85], and arti�cial neural networks [86]. Liu et al. [78] used the

response surface approximation method to obtain the optimum stacking sequence for

buckling design problem of a composite wing. A cubic polynomial response surface with

D-optimal criterion was used to represent the optimum buckling load as a function of

the loads and number of plies. Another e�cient optimisation method for aerodynamic

design problem was demonstrated by Jeong et al. [83] using a Kriging model as the

approximation function for the response surface.

Other optimisation methods using the variable-sti�ness approach has been used in Refs.

[87�91]. In this method, the composite ply is treated as a variable-sti�ness panel in

which the sti�ness properties are varied across the panel. The panel is divided into

several regions with the �bre angle at each region optimised for a speci�c load. Thus,

allowing more design space to be explored without a structural weight penalty. Ghiasi

et al. [92] published a comprehensive review on the variable sti�ness design method

focusing on the di�erent formulations for the optimisation approach. Ijsselmuiden et al.

[90] demonstrated the e�ectiveness of the design method on composite panels subjected

to buckling loads. Their study observed signi�cant improvements in buckling resistance

for variable sti�ness laminate in comparison with quasi-isotropic laminate con�gurations

with similar in-plane sti�ness properties.

As mentioned earlier, for composite structures, uncertainty exists from multiple sources

through materials, geometry and manufacturing process, resulting in variability in the

structural responses. The composite design optimisation methods discussed previously
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are proven to be e�cient in design problems with the assumption of no parameter varia-

tions (uncertainty) in the model. Consequently, the work presented in this thesis focused

on the inclusion of uncertainty in design optimisation which should provide better designs

with less sensitivity to parameter variations.

2.4 Aeroelastic tailoring

In this section, an overview of aeroelasticity and loads is presented, followed by a discus-

sion of the current aeroelastic tailoring approaches for composite aircraft wing structures.

The current state of the art for aeroelastic tailoring is also presented.

2.4.1 Introduction to aeroelasticity and loads

As mentioned earlier in Chapter 1, aeroelasticity is related to the interaction of the aero-

dynamic, inertia and elastic forces and their in�uence on the structure performance [1].

The components of aeroelasticity study can be summarised from the Collar's aeroelastic

triangle as depicted in Figure 2.8. The �gure shows the major components making up

aeroelasticity, with each area arising from the interaction of at least two types of force.

Static aeroelasticity e�ects occur due to the interaction of aerodynamic and elastic forces

while the stability and control e�ects result from aerodynamic and inertia forces interac-

tion. In order for dynamic aeroelasticity to occur, all three types of the forces - inertia,

aerodynamic and elastic forces are required to interact.

In static aeroelasticity, the de�ection of �exible aircraft structures under aerodynamic

loads is studied with the forces and motions independent of time [1]. The wing struc-

tural de�ections due to aerodynamic loads determine the wing bending and twist and are

crucial in order to evaluate the structures static aeroelastic behaviour. For steady �ight

conditions, the static aeroelastic deformation provides an in�uence on the lift distribu-

tion, control surface e�ectiveness, aircraft trim behaviour as well as the static stability

and control characteristics. Divergence and control reversal are the two critical problems

encountered from static aeroelasticity of the aircraft wings. Divergence occurs when the

moment due to the aerodynamic forces exceeding the restoring moment from the struc-

tural sti�ness, which may lead to catastrophic structural failure. Control reversal occurs
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Figure 2.8: Collar's aeroelastic triangle.

when the aircraft speed is higher than the critical speed which leads to the reverse action

of the control surface.

Langley's tandem monoplane machine �rst experienced the structural failure due to

wing divergence in 1903, nine days before the Wright brothers' successful �ight [93]. The

failure was due to insu�cient wing-tip sti�ness which results in wing torsional divergence.

Some years later, the original Langley's machine was �own successfully after a substantial

modi�cation on the wing structures and trussing which signi�cantly strengthened and

sti�ened the original structure. Another example of static aeroelastic related failure of

control reversal was experienced by high-aspect-ratio aircraft Bristol Bagshot in 1927

[94]. The aileron e�ectiveness was decreased to minus value as the speed was increased.

Unlike divergence, control reversal is not necessarily leading to disastrous failure. It may

a�ect the aircraft's control response either very slowly or not responsive at speed closes

to reversal speed.

Dynamic aeroelasticity is concerned with the oscillatory e�ects of the interaction between

aerodynamics, inertia and elastic forces. One of the major aircraft design concerns re-

lated to dynamic aeroelastic is the potential of catastrophic �utter failure. Flutter occurs

due to unfavourable coupling between two or more vibration modes which leads to dy-

namic instability. The �utter analysis is complicated due to the unsteady nature of

aerodynamics forces and the moments generated from oscillation motions of the aircraft.

The �rst documented �utter occurrence was observed on Handley-Page O/400 biplane
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bomber, where the aircraft experienced violent antisymmetric oscillations of the fuse-

lage and tail section due to insu�cient connection between the aircraft's right and left

elevators. [93, 94].

In the aircraft design process, consideration of aeroelasticity is one of the critical design

criteria towards completing the certi�cation process. For the design �ight envelope, the

designer must ensure that the aircraft is free from �utter and divergence. Another vital

aspect in aeroelasticity study is the in�uence of loads on the static and dynamic e�ects [1].

Such in�uences are illustrated in Figure 2.9. Equilibrium/steady/trimmed manoeuvres

loads give in�uence on the static aeroelasticity e�ect (i.e. Divergence) whereas gust and

turbulence encounter in�uence the dynamic aeroelastic behaviour. Therefore, loads and

aeroelastic considerations are essential for certi�cation in aircraft design.The work in this

thesis is concerned with the aeroelastic tailoring of composite aircraft wings considering

aeroelastic instabilities, trimmed manoeuvres and gust loads.

Aerodynamic
forces

Inertia
forces

Elastic
forces

Stability & control/
dynamic �ight

manoeuvre loads

Ground
manoeuvre

loads

Equilibrium/steady
manoeuvre loads

Gust and
turbulence loads

Figure 2.9: Loads triangle.

2.4.2 Introduction to aeroelastic tailoring

In modern aircraft structures, the structural design is driven by the need for minimum

weight leading to improved fuel e�ciency and �ight range. The use of composite ma-

terials in the main structural components has proven to be bene�cial for light-weight

aircraft whilst maintaining the intended performances. This gain is mainly due to their

directional sti�ness, strength properties and high sti�ness-to-weight ratios which allow
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for innovative design concepts of load-carrying structures that are not achievable with

conventional metallic materials. In the context of aeroelasticity, the use of composite

materials allows structures to be tailored for improved static and dynamic aeroelastic

performances without penalising the minimum structural weight requirement in the de-

sign process.

�Aeroelastic tailoring is the embodiment of directional sti�ness into an aircraft struc-

tural design to control aeroelastic deformation, static or dynamic, in such a fashion

as to e�ect the aerodynamic and structural performance of the aircraft in a bene�cial

way (Shirk,1986).� [2]

Krone [95] brie�y de�ned material tailoring (composite) as the use of directional sti�ness

to o�set the aeroelastic instability divergence of forward-swept wings) without abrupt

increases in structural weight as compared to an aluminium wing counterpart. Shirk

et al. [2] provided a proper de�nition of aeroelastic tailoring as the method of control-

ling the aeroelastic deformation, static or dynamic by incorporating directional sti�ness

into an aircraft structures for better aerodynamic and structural performance. Weight

minimisation is often treated as the main objective in aeroelastic tailoring with other

structural and aeroelastic performances such as �utter, divergence, lift, drag, control

e�ectiveness and buckling treated as additional objectives or design constraints [96].

Aeroelastic tailoring of composite aircraft structures can be explored by introducing di-

rectional sti�ness into the structure through structural tailoring or material couplings

(bending-torsion sti�ness coupling) which then alter the static and dynamic aeroelastic

behaviour of the wing structures.

Theoretically, aeroelastic tailoring in wing structure can be de�ned as the modi�cation

of the wing's primary sti�ness direction by changing the bending and torsional sti�ness

as well as the bending-torsional coupling sti�ness of the wing structure for improved

aeroelastic performances [4, 96, 97]. The term primary sti�ness is de�ned as `the locus of

points where the structure exhibits the most resistance to bending deformation' [4]. The

primary sti�ness direction can be tailored by varying the composite laminate properties,

using sti�ness or by modifying the rib's position. For composite aircraft structures,

the primary sti�ness (directional sti�ness) can be in�uenced by number of parameters
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that included the laminate thickness, number of plies and the stacking sequence of the

composite laminate.

Figure 2.10 (adapted from [4]) shows the aeroelastic tailoring characteristic as results

of changing the structure's primary sti�ness direction. The wing structure experiences

bend-twist coupling when the primary sti�ness direction is not coincident with the struc-

tural reference axis [98]. The movement of the primary axis forward or aft from the struc-

tural reference axis causes the wing to have leading-edge down (wash-out) or leading-edge

up (wash-in) behaviour. The wing will experience a wash-in behaviour when positive

bending causes a nose-down twist, and wash-out behaviour is governed by nose-up twist

deformation from positive bending [2]. Wash-out deformation is useful for divergence

prevention, drag reduction and manoeuvre load alleviation while wash-in behaviour is

bene�cial for delaying the onset of �utter and improving control and lift e�ectiveness

[2, 97, 99]. However, the wing wash-out is undesirable for �utter as an increase in the

divergence speed is likely to be accompanied by a lower �utter speed. Conversely, the

increase in the �utter speed due to structural wash-in leads to a lower divergence speed

[99]. This e�ect results in aeroelastic objective con�icts and an optimisation procedure

must be employed to satisfy all these objectives.

Air�ow

Primary sti�ness
(Forward)

Primary sti�ness
(Aft)

Structural reference
axis

Wash-out

Wash-in

Control
e�ectiveness
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e�ectiveness
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Drag
reduction

Manoeuvre load
relief Divergence
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Figure 2.10: Aeroelastic tailoring's concept and the location of primary sti�ness
with respect to structural reference axis for wing wash-out and wash-in
behaviour [4].
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2.4.3 Parametric studies in aeroelastic tailoring

The study in aeroelastic tailoring can be broadly classi�ed into two categories - para-

metric (Section 2.4.3) and optimisation studies (Section 2.4.4). Parametric studies have

been conducted by many researchers to establish a better understanding of aeroelastic

tailoring for prevention of aeroelastic divergence and �utter.

Housner & Stein [100] performed an earlier parametric study on a swept wing for �utter

wing characteristics using a bend-twist beam model. The study evaluated the e�ect of

variation in ply orientation on the �exural rigidity (EI ) and torsional sti�ness (GJ ) of

the structure. The results suggested that the �utter speed is increased with increased GJ

with the maximum �utter speed attained when GJ was at a maximum (±45◦ layup).

Furthermore, a discontinuity on the �utter boundary was observed when a ply angle

increase led to a �utter mode switch.

Krone [95] suggested that divergence on a forward-swept wing can be prevented through

aeroelastic tailoring without adding weight to the structures. Through material tailoring,

the structural sti�ness and wing aerodynamic load are redistributed and hence provide

optimum sti�ness and strength to the structure. The torsional sti�ness of the wing

plays a signi�cant role in preventing divergence and controlling the loading distributions

of the bending moment close to the root. Another parametric study via a wing tunnel

demonstration by Sherrer et al. [101] provided similar observations. The composite plate

wings were found to be more e�ective in preventing divergence per unit weight compared

to the aluminium counterpart. Sherrer et al. also suggested that by simply rotating

the composite laminate about the reference line of the wing, the divergence speed can

be altered. Moreover, their work also concluded that negative coupling sti�ness value

produces a wash-out behaviour which is undesirable for divergence, and by increasing the

torsional and coupling sti�ness reduces the wash-in tendency and is capable of delaying

the onset of divergence.

Hollowell & Dugundji [102] also investigated the in�uence of bending-torsion sti�ness

coupling on the onset of aeroelastic �utter and divergence. Analytical and experimental

studies were performed using an idealised cantilever wing model made of graphite/epoxy

with various laminate con�gurations consisting of ±45◦, 0◦ and 90◦ plies. Their work

supported the observations made by Krone [95] and Sherrer [101] that bending-torsional
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sti�ness coupling can be bene�cial in delaying or eliminating divergence. Negative sti�-

ness coupling could exhibit divergence while positive coupling values could delay the

onset of �utter. Interestingly, the wing model without bending-torsion coupling was

found to exhibit bending-torsion �utter at a low angle of attack and torsion-stall �utter

at higher angle of attack, whereas the model with large coupling values showed primarily

bending-torsion �utter.

Weisshaar & Ryan [99] published a similar observation on the in�uence of wing sweep

and sti�ness cross-coupling on the �utter and divergence speed. Their work showed that

the forward sweep of the wing caused an increase in �utter speed and a decreased in

the divergence speed. The sti�ness cross-coupling parameter derived in Ref. [103] was

used to analyse the e�ect of sti�ness cross-coupling on �utter and divergence speed. The

parameter de�ned a non-dimensional relationship between the coupling parameter, K,

bending sti�ness parameter, EI and torsional sti�ness parameter, GJ. The positive sti�-

ness cross-coupling parameter leads to wash-in behaviour and undesirable for divergence.

While a negative value cause wash-out behaviour and decrease in the �utter speed.

Lottati [104] performed another interesting parametric study of the aeroelastic �utter and

divergence characteristic for a composite forward-swept cantilevered wing. The e�ect of

the sti�ness coupling terms (D16 and D26) on the vibration modes as well as �utter and

divergence onset were investigated. The work highlighted that the passive aeroelastic

instability enhancement could be achieved by varying the value of the bending-torsional

sti�ness coupling of the composite wing. It was also found that the coupling terms

strongly in�uenced the divergence speed because of improved rigidity in the torsion

mode (warping e�ect).

More recently, Kameyama & Fukunaga [105] investigated the e�ect of sweep angles and

laminate con�gurations on the �utter and divergence characteristic of a composite plate

wing. The main observation from their work concerned on the discontinuity behaviour of

�utter speed due to change in �utter modes. As such, a di�erent laminate con�guration

may result in the bending-torsional �utter due to coupling between the �rst torsional

and second bending vibration modes (higher-order mode �utter) instead of �rst torsional

and �rst bending vibration mode (lower-order mode �utter). The �utter speed of higher-

order mode is lower than the divergence speed which results in the discontinuity of the

contours of �utter speed. Their work also showed that the torsional-bending coupling
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lamination parameters (ξD3 and ξD4 ) signi�cantly in�uence the aeroelastic characteristic

of the composite plate wings. The increase in ξD3 and ξD4 parameters led to an increase in

the divergence speed. Conversely, a decrease in the same parameters led to an increase

in the �utter speed.

Other parametric study performed by Patil [106] concerned on the e�ect of bending-

twist and extension-twist coupling values on the divergence and �utter speed. The study

was carried out using a box-beam wing model. The study suggested that the positive

ply angles in the laminate con�guration produced bending-twisting coupling, which is

bene�cial divergence prevention. However, the e�ect of ply angle variations (negative to

positive angles) on the �utter behaviour is more complicated due to mode shape changes.

Another work by Guo et al. [107] investigated the e�ect of bending, torsion and, more

importantly, the bending-torsional coupling rigidity on the �utter speed of a composite

thin-walled wing box made of laminated carbon-epoxy material. Two types of lay-up -

symmetric and asymmetric lay-up (balanced non-symmetric layup) were considered in

their work to evaluate the contribution of coupling rigidity, K on �utter speed. For

symmetric laminates (K is zero), the �utter speed is mainly in�uenced by the torsional

rigidity, GJ where the maximum �utter speed was obtained when GJ was a maximum.

For asymmetric laminates, the �utter speed depends on both GJ and K.

2.4.4 Optimisation in aeroelastic tailoring

In the previous sections, it has been established that the coupling parameters, K, bend-

ing sti�ness parameter, EI and torsional sti�ness parameter, GJ mainly in�uences the

aeroelastic behaviour of composite structures. The bending-torsion coupling parameters

(ξD3 and ξD4 ) signi�cantly in�uence the aeroelastic characteristic of composite plate wings.

Numerous works have performed optimisation studies of composite wing structures us-

ing di�erent model �delities and optimisation tools. The main objective for optimisation

studies in aeroelastic tailoring is to obtain an optimum design with improved aeroelas-

tic behaviour (i.e. eliminating �utter and divergence behaviour) without a�ecting other

design performances.
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Early optimisation studies in aeroelastic tailoring were performed using design tools for

�utter and strength optimisation that included Wing Design Optimisation With Aeroe-

lastic Constraints (WINDOWAC) [108], Aeroelastic Tailoring and Structural Optimisa-

tion (TSO) [6, 95] and Flutter and Strength Optimisation Program (FASTOP) [109].

The WINDOWAC program was developed to obtain minimum mass designs of wing

structures subjected to �utter and strength constraints using �nite elements. The TSO

is an interdisciplinary program combining aerodynamic, static aeroelasticity, structural

and �utter calculations. The program used non-linear programming techniques to obtain

optimum composite wing skin thickness distributions and ply orientations subject to �ut-

ter and strength constraints for speci�c aeroelastic load cases [6]. The FASTOP design

tool was developed using two major programs - Strength Optimisation Program (SOP)

and Flutter Optimisation Program (FOP). The SOP program optimises the structure

for minimum weight designs that satisfy the strength requirements while FOP further

optimises the design for �utter speed with a minimum weight penalty [109]. FASTOP

was used for the preliminary design of the Grumman X-29, a forward-swept experimen-

tal aircraft. Later, in early 1990s, an automated multidisciplinary structural design tool

known as Automated Structural Optimisation System (ASTROS) was developed for pre-

liminary design of aerospace structures combining concepts of both TSO and FASTOP

[110]. The ASTROS program utilised TSO's capability to simultaneously design the

structure for multiple constraints and employed FASTOP's concept of incorporating �-

nite element analysis into the optimisation procedure. All these methods proved to be

e�cient and have been used in practical designs. However, the applications have been

limited to �utter and strengths design.

For aeroelastic tailored structures, the optimisation studies focus on the aeroelastic mod-

elling approach and the optimisation techniques. Recent works have employed detailed

representations of wing structures in the model to capture the wing performance ac-

curately. However, these will always lead to need for more signi�cant computational

resources as a result of the increased model �delity. Several authors [10, 23, 47, 111]

employed numerical methods with simple model representation such as a cantilever wing

model in the optimisation procedure to reduce model complexity. The outcomes from

such low �delity model may be su�cient to predict the aeroelastic behaviour of the

structure but may lead to inaccurate results for other design items such as the structural

strength and buckling.
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Harmin & Cooper [10] performed an optimisation study on a simple rectangular com-

posite wing to maximise the �utter/divergence speed by treating the ply orientations as

the design variables. In their study, the wing plate was fabricated using a symmetrical

laminate (six plies in total). The optimisation was performed using ACO as the design

variables (ply angles) are discrete. An optimised wing design with higher �utter speed

was obtained from their work at low computational e�ort. Another study by Attaran et

al. [111] performed a structural optimisation of a composite �at plate made of woven �-

breglass epoxy. The study focused on �nding the optimal structural con�gurations based

on the aspect ratio, sweep angle, and stacking sequence of laminated composites. The

results indicated that ply orientation angles between 15◦ and 30◦ improved the �utter

speed. A similar observation was obtained for plates with lower aspect ratios and forward

sweep angles.

The use of an idealised wing-box representation in optimisation procedures has been

attempted by Refs. [3, 9, 107, 112]. Earlier work by Eastep et al. [3] studied the

e�ect of the composite layup orientation on the optimised wing structural weight with

strength, roll-reversal velocity and �utter speed. The work analysed the bene�ts of using

ply angles as the design variables in the design optimisation of composite structures.

Interestingly, the results showed that the optimum structural weight of the wing was

relatively insensitive to the changes in the layup orientation for all design categories.

Chang et al. [112] and Guo et al. [107] performed computational and analytical studies

on a swept-back composite wing box. The former work investigated the e�ect of sti�ness

distribution on the top and bottom skins across the span of wing boxes with di�erent

thickness distributions. The latter work utilised an analytical approach to examine the

e�ect of rigidities on the �utter speed of a laminated composite wing box structure

with di�erent layup con�gurations. The results obtained from both works suggested

that signi�cant improvements on the �utter speed were achieved without weight penalty.

Guo et al. [107] also concluded that the torsional and coupling rigidities have greater

in�uence on the �utter speed of the composite wing box where torsional rigidity is more

dominant. Asymmetric layups were found to be more favourable in aeroelastic tailoring

optimization.

More recent work by Dillinger & Klimmek [113] investigated the e�ectiveness of us-

ing laminate sti�ness matrices for sti�ness optimisation of composite wings with mass,

strength, buckling, aerodynamic twist, and aileron e�ectiveness as the design constraints.
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The in-plane and bending sti�ness matrices and the laminate thickness were used as the

design variables. The sti�ness optimisation was performed on the upper and lower skins

of a composite wing. Lamination parameters were used to represent the laminate sti�-

ness. The results highlighted the advantages of using unbalanced laminate over balanced

laminates and reductions in structural mass were obtained from the optimisation proce-

dure. The results also suggested that the structural sizing was predominantly dependent

on the e�ect of buckling loads on the structures. An improvement in the aileron e�ec-

tiveness was also observed with unbalanced laminates. An unbalanced laminate result in

bending-torsion coupling sti�ness and hence improves the passive deformation behaviour

of the wing structures. The introduction of bending-torsion coupling on the structure

induces a more substantial twist and thereby provides an improvement on the aileron

e�ectiveness.

Another optimisation work with multiple design constraints was performed by Guo et

al. [14]. A multi-level optimisation study was performed on a composite wing structure

subjected to structural strength and aeroelastic constraints. Composite laminate ply

thicknesses and the ply angles of the wing skins were used as the design variables. In the

�rst level optimisation, the structure was optimised for minimum weight subjected to

strength, damage tolerance and �utter speed constraints. In second level, the structure

was further optimised to minimise the gust response in terms of wingtip de�ection with

minimum weight penalty. The optimised design was found to satisfy the aeroelastic de-

sign constraints and also the structural performance constraints with reduced structural

weight. The work done by Dillinger & Klimmek [113] and Guo et al. [14] demonstrated

the needs of using multiple design constraints in the aeroelastic tailoring process. The

main reason is that the optimised wing for aeroelastic performance may not satisfy the

structural performance and vice-versa. The inclusion of the structural analysis in aeroe-

lastic tailoring process allows for an optimum design that satis�es both aeroelastic and

structural performance.

2.4.5 Other development in aeroelastic tailoring

In addition to the aeroelastic tailoring works discussed above, there is number of pub-

lished work that has focused on the optimisation of structural con�guration for minimum

weight and improved performance (i.e. aeroelastic and structural performances). Harmin
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et al. [114] performed aeroelastic tailoring on metallic wing structures to improve the

aeroelastic behaviour, �utter/divergence speed and gust loads responses. Two struc-

tural tailoring methods were introduced - orientation of the wing ribs and the use of

crenellations in the wing skins. A 3% di�erences in �utter speed were accounted from

both design methods. Their work also suggested that the bending-torsion coupling of

the wing structures can be controlled by both methods which result in twist and �utter

speed variation.

Another work done by Vio et al. [15] and Locatelli et al. [115] studied the aeroelastic

tailoring and weight optimisation of a wing box structures using curvilinear spars and

ribs. The �ndings from Locatelli et al. work suggested that the aeroelastic performance

of the proposed wing design with curvilinear spars and ribs were improved in terms

of the structural mass, �utter speed and wing bending moment. The use of di�erent

con�gurations for ribs and spars resulted in improved wing performance without any

structural weight gain. However, the potential gains that can be achieved from structural

tailoring are not fully utilised due to manufacturing feasibility constraints and current

design practices. More recently, Francois et al. [116] carried out experimental study

on the aeroelastic tailoring of un-tapered and un-swept wing box using more realistic

ribs and spars design orientations for improved aeroelastic performance. Five di�erent

ribs orientations were considered in their work which varied from 0◦ to 45◦. The results

suggested that the change in the orientation of the ribs altered the structural bend-twist

coupling of the wings and hence the static and dynamic aeroelastic response.

Another interesting development in aeroelastic tailoring is the possibility of using a novel

manufacturing method to in�uence the coupling behaviour of the composite wing and

hence improve the aeroelastic performance. The introduction of `tow-steering' tech-

nology to manufacture laminates with variable angle tow (VAT) plies has shown huge

potential for the aeroelastic tailoring of composite wing structures. Stodieck et al. [11]

and Stanford & Jutte [117] studied the use of VAT laminates for aeroelastic tailoring.

The work performed by Stodieck et al. [11] examined the e�ect of using VAT laminates

on the vibration, �exural axis position, �utter and divergence speeds and gust loads

using simple rectangular unswept composite wing model. It was found that a higher

�utter speed can be achieved using VAT laminates due to the increase in the design

space as compared to traditional unidirectional composite laminates. Stanford & Jutte

[117] performed more detailed studies on the possibility of using tow-steering laminate
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for aeroelastic tailoring. Simple cantilevered plate and a wing box of a full-scale high

aspect ratio wing con�guration were used for static aeroelastic and aeroelastic analyses.

An interesting �nding from their work suggested that although there are limitations on

the ply angles that can be used for composite laminate, it is still possible to include the

tow steering e�ect on the wing structure by using a core laminate that was rotated along

the de�ned steering path across the wing semi-span. However, the approach results in a

reduction in the aeroelastic performance as compared to fully-steered con�guration but

bene�cial compared to an unsteered laminate con�guration.

2.5 Uncertainty quanti�cation in composite structures

Uncertainty quanti�cation is one of the essential aspects of study in aeroelastic tailoring

which has drawn much recent research interest. Uncertainty is de�ned as `an imperfect

state of knowledge or a variability resulting from a variety of factors including, but not

limited to, lack of knowledge, applicability of information, physical variation, randomness

or stochastic behaviour, indeterminacy, judgement, and approximation' [118]. In the

context of aeroelastic tailoring, uncertainty quanti�cation can be de�ned as a study of

the e�ects of quantity variations on the system's aeroelastic performances.

Two types of uncertainty can be classi�ed as `epistemic' uncertainties or `aleatory' uncer-

tainties. As described by Melchers [119], epistemic uncertainty is a type of uncertainty

arising from the limitations of knowledge which is often due to lack of understanding

about physics and human errors. Epistemic uncertainty can be reduced by improving

the understanding of the problems. On the other hand, aleatory uncertainty is an irre-

ducible uncertainty which is inherent in the system or model. The most common example

of aleatory uncertainty is randomness in the system's parameter. The e�ect of aleatory

uncertainty on the system can be minimised by acquiring additional data, improving

modelling techniques or better parameter estimation.

Aleatory uncertainty is most commonly represented as a probability distribution, us-

ing available experimental data of known ranges for determining a distribution [120].

Epistemic uncertainties can be quanti�ed using possibility theory or interval analysis.

Possibility theory was introduced by Zadeh [121], in which the theory of fuzzy sets con-

trols the propagation of the uncertainty through the models. The interval analysis is
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used when the uncertainties or the data distribution are unknown but only the upper

and lower bounds are known [122]. In the occasion where mixed aleatory and epistemic

uncertainties exist, evidence theory, also known as Dempster-Shafer theory [123], may be

used to quantify the uncertainties. Examples of work on uncertainty quanti�cation using

evidence theory are well documented in Refs. [124, 125]. The work in this dissertation

deals with parametric uncertainty which is one type of aleatory uncertainty.

Parametric uncertainty can be in the form of variations in the material properties, ge-

ometry or the sti�ness properties of the model or system. All this information can be

represented using randomly distributed data based on the known variation ranges from

the historical data (i.e. experimental data). The parametric uncertainty can also be a

mix of aleatory and epistemic type of uncertainty [120]. This may become the case when

only partial data is available for a system/model, and assumption/correlations are made

to link those data for entire system/model.

The uncertainty in composite materials can exist due to the geometry, and material

properties scatter. The mechanical properties of composite materials show greater vari-

ability compared to conventional metallic material in aircraft structures. The varia-

tions are mainly due to the composite manufacturing process which may cause material

non-homogeneity (i.e. �bre-rich or resin-rich area), �bre misalignment, �bre waviness,

wrinkling, manufacturing tolerance and thickness variation. In a layup process for any

composite component, one possible source of uncertainty is the misalignment of ply ori-

entation. Moreover, during the curing process, other causes of uncertainty might include

voids, porosity, excess resin or matrix and variations in ply thickness. These so-called

manufacturing defects may result in a reduction of the composite material's proper-

ties. Studies on the sources of variability that included �bre waviness and misalignment,

variability in mass/unit area and geometrical variability of composite materials can be

reviewed in Refs. [41�43]. Potter et al. [43] reported that �bre waviness and misalign-

ment of the composite plies might result in a reduction of the modulus value of at least

17% of its speci�cation. The e�ect of �bre wrinkling on the compressive strength is more

in�uential as 15 - 30% is lost in the compression strength. Other sources of variability,

such as mass/unit area properties and the �bre straightness that arise from the manu-

facturing process, may contribute to dimensional variability in composite laminates [42].

Small variations that may exist in the material properties could lead to a loss in the
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actual performance of the structure or design. Hence, these need to be accounted for in

the early design stages of a composite structure.

The studies on the composite behaviour due to uncertainty at di�erent scales, ranging

from micro to structural level, have been performed by Refs. [17, 126, 127]. These study

aims to establish the sensitivity of the constituent properties (�bre and matrix) on ply

properties and the consequent structural variable. The work performed by Chamis [126]

suggested that the ply Young's modulus in the �bre direction E11 is most in�uence by

�bre modulus and �bre volume ratio. The variability in the in-plane shear modulus, E12

is mainly caused by the scatter in the shear modulus of the matrix and the �bre volume

ratio. Chamis also suggested that the traditionally used `safety factor' requirement

for structural design maybe ultraconservative. By directly incorporating uncertainty

quanti�cation into the design allows for a rede�nition of the safety factor to be used and

potentially more innovative and better design solutions.

At a structural level, the uncertainty quanti�cation analysis focused on the e�ect of un-

certainty and its sensitivity to structural performance. Vinckenroy et al. [127] did early

work on the uncertainty quanti�cation of the structural behaviour of composite struc-

tures. The e�ect of variability in composite material properties and hole geometry on the

maximum stress of a perforated plate was investigated. The sensitivity study revealed

that di�erent sets of random parameters in�uenced the longitudinal, transverse and shear

stress. For instance, the longitudinal Young's modulus and the hole's form are the main

contributors to the variation in longitudinal stress values. In addition, their work also

concluded that each of the parameters in the material properties (longitudinal Young's

modulus, Poisson coe�cient and others) are best represented by a Largest Extreme Val-

ues (LEV) distribution, Weibull or Smallest Extreme Values (SEV) distribution in order

to e�ciently quantify the contribution of each random parameters.

In the context of aeroelastic tailoring, the primary source of uncertainty was related to the

computational model parameters or parametric uncertainty such as material properties,

thickness and ply orientation variations. Kuttenkeuler & Ringertz [128] reported that

from both experimental and numerical studies, a small variation in material properties

results in substantially di�erent in �utter speed. The variation in material properties

leads to a variation in the composite sti�ness values. For example, the variation in

bending-torsional coupling sti�ness values results in di�erent �utter behaviour and hence
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scatter in the �utter speed values. Moreover, high variability in the material properties or

the parametric uncertainty can signi�cantly reduce the aeroelastic performance and may

perform very poorly at o�-design conditions [18]. The uncertainty quanti�cation can be

used as a risk-based design criterion in aeroelastic tailoring. One of the approaches is to

use uncertainty in reliability-based design analysis. The reliability-based design analysis

allows for direct quanti�cation of the parameter variability in the model and to seek

for a reliable design which satis�es all of the design constraints even though uncertainty

exists. The inclusion of uncertainty quanti�cation in the design optimisation problem

may improve the design con�dence for certi�cation and potentially eliminate or replace

the traditionally used safety factor constraint for designing a composite structure.

There is number of methods available to quantify uncertainty in composite material and

structures. The parametric uncertainty or aleatory uncertainty can be quanti�ed using

a probabilistic method such as Monte Carlo Simulation (MCS), perturbation technique,

Polynomial Chaos Expansion (PCE) and others. In this review, several main tools for

uncertainty quanti�cation are presented - MCS, perturbation technique, PCE and High

Dimensional Model Representation (HDMR).

2.5.1 Monte Carlo Simulation (MCS) and Perturbation Technique

Monte Carlo Simulation (MCS) is the most common and straightforward technique for

uncertainty quanti�cation. MCS uses random input sampling to determine the output

of interest. Typically, MCS requires large numbers of sampling data in order to obtain

an accurate output distribution. A statistical distribution in the form of a probability

density function (PDF) of each of the input parameters is identi�ed. A large number of

random inputs are then sampled from these distributions and used as the input param-

eters. For each set of random input parameters, the corresponding output parameters

are determined from a number of simulation runs followed by the statistical analysis to

characterise the output distributions [129, 130]. The number of samples for the input

parameters in MCS is dependent on the type of problem and often vary. The number of

samples or simulation runs required for MCS usually is determined from a convergence

study.

In uncertainty quanti�cation of composite material and structures, MCS has been used

on many occasions (Refs. [126, 127, 131�133]). Vinckenroy & Wilde [127] performed
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a stochastic design study on the structural behaviour of composite material structural

components. Their work presented the use of MCS combined with �nite element mod-

elling to evaluate the e�ect of input parameters variation (material properties, structure

geometry and loading conditions) on the probabilistic distribution of the structural re-

sponse. Other work by Jeong & Shenoi [131] applied the MCS method in their study

on probabilistic strength analysis of a supported rectangular anti-symmetric laminated

plate. MCS was used to quantify the behaviour of the system subjected to variation in

the basic design variables that included transverse lateral pressure load, elastic moduli,

geometric and ultimate strength value. Their study suggested that the accuracy of the

MCS solutions are dependent upon the number of random design variables and increase

in the number of samples.

In aeroelastic studies, the MCS method has been used to model the �utter [134] and limit-

cycle oscillations (LCO) [135] behaviour of a wing plate subjected to several uncertainty

parameters. Castravete & Ibrahim [134] utilised MCS to investigate the in�uence of

the spanwise distribution of bending and torsion sti�ness uncertainties on the �utter

behaviour. Due to the high number of samples required for MCS to obtain an acceptable

accuracy, the MCS output is often used to validate the results from other uncertainty

quanti�cation tools. In their work, Castravete & Ibrahim used the results from MCS for

comparison with the output from the perturbation method.

The advantage of using MCS is that it is easy to implement on many applications and

accuracy is improved as the number of samples increases. However, a few major limi-

tations are being highlighted by researchers on its application. Firstly, a large number

of random samples are required to obtain an acceptable level of accuracy. Secondly,

the statistical distribution of the random input parameters is needed to be established.

A further limitation is that if the random input parameters are not independent then

their dependency should be accounted for [24]. These limitations of MCS have lead to

the development of other uncertainty quanti�cation tools for better e�ciency especially

when dealing with complex structures that involve �nite element modelling. The work

presented in this dissertation employed MCS to evaluate the accuracy of other methods.

The perturbation method was introduced to overcome the limitations of the MCS method.

The method employs a �rst and second-order Taylor series expansion of the random in-

put variables about their mean value to predict the output response of the systems [136].
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Early applications of perturbation method in uncertainty quanti�cation can be found in

Refs. [134, 137, 138]. Grenestedt [137] utilised the perturbation approach in a sensitiv-

ity study of the buckling load due to bending-twisting coupling variations. Their study

showed that the perturbation method provides an excellent approximation in comparison

with the exact solution obtained from the �nite di�erence approach. Later, Elishako�

et al. [138] introduced the improved perturbation method by employing the �nite ele-

ment method for stochastic problems. Their study showed that the improved method

provided signi�cant improvements in comparison with the �rst and second-order pertur-

bation method. Although the perturbation method can produce acceptable results, the

random system variations need to be small enough in order to ensure convergence and

accuracy of the results.

2.5.2 Polynomial Chaos Expansion (PCE) and related techniques

Due to the limitations of MCS and perturbation methods for uncertainty quanti�cation,

a stochastic Polynomial Chaos Expansion (PCE) method is increasingly used and re-

garded as a more e�cient and accurate alternative. PCE is an approach that employs a

polynomial based stochastic space to represent the random parameters and their propa-

gation on the model of the system of interest. Norbert Weiner [139] �rst introduced the

concept of polynomial chaos as part of homogeneous chaos. Later, Ghanem & Spanos

[140] proposed a simple de�nition of PCE as a convergent series that included the inter-

action of individual random variables and the polynomials. For standard Gaussian input

random variables, the Hermite polynomial is used for the chaos. The method proposed

can achieve exponential convergence for Gaussian distributions but not necessarily for

other types of input distribution.

Xiu & Karniadakis [141] then extended the application of PCE to other non-Gaussian

distributions of the random input variables using the Askey scheme. According to the

scheme, for di�erent types of probability distribution of random input variables, di�erent

orthogonal polynomials can be used to represent the polynomial chaos [141, 142]. For

example, a continuous Gamma probability distribution can be represented by Laguerre

polynomials. The selection of the orthogonal polynomials is based on the inner product

weighting function and its corresponding support range that represent the probability

density functions of corresponding distributions. The use of an optimal basis ensures an
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exponential convergence as it uncouples the variable expansion and allows the polynomial

orthogonality properties to be applied on each variable [143].

Early applications of PCE in aeroelasticity study were performed on Limit Cycle Oscil-

lation (LCO) in a nonlinear aeroelastic system [144, 145]. Despite having an advantage

in terms of computational e�ciency, PCE is found to have di�culties in capturing the

uncertain response after a long-time integration and discontinuities in stochastic dif-

ferential equations [145, 146]. To solve this, Beran et al. [145] proposed the use of a

two-dimensional Weiner-Haar expansion to obtain the stochastic aeroelastic properties

in advanced time. These are done by taking advantage of the Haar's wavelet multi-

resolution properties. Other solutions were proposed by Wan & Karniadakis [146] with

the use of multi-element with generalised Polynomial Chaos (ME-gPC) in which the

space of random inputs are decomposed into a sub-domain when the relative error in

the variance becomes more signi�cant than the threshold value. The other limitation

of PCE is related to dimensionality of the stochastic problem. It is reported that the

computational e�ciency of PCE drops as the input dimension increase [21, 143].

In general, the PCE methods can be classi�ed into two categories - intrusive and non-

intrusive methods [147]. Ghanem and Spanos [148] introduced an intrusive method, the

Galerkin Polynomial Chaos (GPC) to model the output responses. The GPC method

uses a Galerkin stochastic �nite element approach to determine the deterministic coef-

�cients. The method creates a coupled set of deterministic equation resulting from the

Galerkin projection on the probability spaces. These deterministic equations need to be

solved through altering the deterministic solver which makes the method an unattractive

option for industrial applications.

To overcome the limitations of the intrusive method, non-intrusive PCE methods have

been developed wherein the deterministic solver is treated as a `black-box' as in MCS.

Examples of such methods are the Stochastic Collocation (SC) [149, 150], Probabilistic

Collocation (PC) [151] and linear regression method [21, 22, 143]. The SC method was

introduced by Mathelin & Hussaini [150] in which a stochastic space with known prop-

erties is used to enable transformation between the stochastic space and arti�cial space.

The method employs a set of multidimensional Lagrange interpolation polynomials such

that each collocation point is represented by one polynomial. These polynomials are

equal to one at their particular collocation point and zero at other points. Thus, such
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an approach allows for the determination of the coe�cient of expansion which is the

response value at each collocation point. The method shows signi�cant improvement in

computational time compared to the Galerkin Polynomial Chaos approach [150].

The PC method combines the formulation of the chaos transformation as in GPC and the

collocation approach from the SC method. In PC, the deterministic coe�cients are solved

by computing the Galerkin projection in probability space numerically using Gaussian

quadrature to decouple the systems of equations [151]. Hence, the method provides

a solution to the GPC method since the current deterministic solver can be used to

solve for the deterministic equations. The linear regression method, also known as point

collocation or stochastic response surface, employs a single linear least-square solution

to solve for the expansion coe�cient that best matches the set of output responses [143].

The sets of output responses are typically obtained from computational experiments for

a particular number of samples. The method requires fewer simulation runs to determine

the deterministic coe�cients and hence is often used in PCE.

PCE has been used to model uncertainty in aeroelastic models, such as a composite

lifting surface. The e�ects of uncertain material properties, �bre orientation, and ply

thickness on the aeroelastic stability (i.e. �utter and divergence) have been studied using

PCE [16, 21, 22]. Scarth et al. [21] reported on the aeroelastic behaviour of a simple

cantilever wing model subjected to uncertainty in the ply orientations using lamination

parameters. The use of PCE in their work suggests that the method is signi�cantly

more computationally a�ordable compared to MCS with an acceptable level of accuracy.

However, their work is only applicable to simple model representations, and the e�ciency

of the work is not yet proven for more detailed models. Hence, the work undertaken in

this thesis utilised PCE to quantify the uncertainty e�ect using more detailed FE models

and evaluated the e�ciency of the method in more practical applications.

2.5.3 High Dimensional Model Representation (HDMR)

High Dimensional Model Representation (HDRM) is another surrogate modelling tech-

nique introduced by Rabitz [152] to capture the input-output relationships of high dimen-

sional random input variables. The HDMR method utilised only low order correlations

of the random input variables to represent the function response, f(x), with reasonable
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accuracy. The advantage of the method over PCE is the capability to include higher di-

mensional order of the random input variables without signi�cant computational expense.

There are three common types in HDMR expansions - ANOVA-HDMR, cut-HDMR and

random sampling HDMR (RS-HDMR) [153].

The ANOVA-HDMR expansion method employs the analysis of variance (ANOVA) sta-

tistical technique to obtain the variance components of the system responses [154]. The

cut-HDMR expansion method primarily depends on the value of f(x) at a speci�c refer-

ence point while the RS-HDMR expansion depends on the average value of the function

response over the whole domain [27, 153]. In the cut-HDMR method, the component

functions are determined at discrete values of the input variables sampled from the out-

put response function. These component functions are de�ned along either on cut lines,

plane or through a reference point in the input domain [153]. The higher-order compo-

nent functions in RS-HDMR are typically obtained from a Monte Carlo random sampling.

In both cut-HDRM and RS-HDMR methods, the determination of the component func-

tions of the HDMR is straightforward and easy to implement as the components can be

obtained from either discrete or randomly sampled points in the input variable domain.

The HDMR method has been used to quantify the e�ect of random variables in compos-

ite materials as in Refs. [155�157]. Dey et al. [157] employed the RS-HDMR approach

to quantify the free vibration of angle-ply composite plates with uncertain ply angles. A

total of 128 sampling data were selected using Sobol's sequence for each random ply angle

of a four-plies composite cantilever plate, and 100,000 runs are performed using MCS.

The results suggested that the probability density functions (PDF) of the plate's natural

frequency displayed a good agreement with the MCS results with mean and standard

deviation di�erences of 0.23% and 2.32%, respectively. Similar results are reported by

Murugan et al. [155] in the helicopter aeroelastic analysis with spatially uncertain rotor

blade properties. The proposed application of the HDMR method provided a signi�-

cant saving in terms of the computational hours (a few minutes to 1000 CPU hours) in

comparison with direct MCS simulations.

In comparison with PCE, the HDMR method provides an alternative tool for uncertainty

quanti�cation that requires fewer computational runs and is capable of quantifying a

large number of random variables as only low order component functions are formulated

to quantify the output responses due to parameter variations su�ciently. Moreover, in
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the PCE method the number of samples required for the analysis is increased signi�-

cantly with higher dimensional order of the random parameters and higher polynomial

order used in the model. The HDMR method has been shown to scale favourably with

increasing number of design variables. However, the applications of HDMR method in

aeroelastic study are not fully explored; hence the current work in the thesis employed

HDMR as one of the main tools for uncertainty quanti�cation with higher dimensional

input random variables.

2.6 Uncertainty-based aeroelastic tailoring

The current approach of aeroelastic tailoring in composite structures employs a determin-

istic based design optimisation approach. Although this method has been successfully

implemented in many other applications, the validity of the optimised design is in ques-

tion due to lack of uncertainty consideration in the design process. In reality, when

dealing with composite structures, uncertainty can exist due to the multiple sources

not only being limited to the material properties variations but also due to the struc-

tural geometry variations as a result of the manufacturing process. These uncertainties

need to be quanti�ed accurately to produce a realistic design which accounts for design

robustness and reliability to parameter variations.

The design approach based on the stochastic variation in the system parameters can

be classi�ed into two categories - robust design and reliable design approaches. The

former approach aims to optimise the system performance close to target mean value

and minimise the variation, without eliminating the source of variability [158]. The

reliability-based design approach seeks an optimal design whilst satisfying a reliability

requirement de�ned by the reliability index or the probability of design failure [29].

2.6.1 Robust Design Approach

G. Taguchi [159] �rst developed the robust design approach in late 1940s for quality

improvement. Taguchi suggested three-level steps for a product or a process design -

system, parameter, and tolerance designs. The method has been discussed in many

references [158, 160�162]. In particular, the Taguchi's parameter design step has been

adopted for robust design approach. Within the parameter design step, the optimum
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setting for control factors are determined by the designers, and the manufacturing cost

will not be in�uenced by the parameter design as the tolerance are �xed. The ultimate

goal in parameter design is the �nal product to be insensitive to any small changes

in parameter value or the noise factors without eliminating the source. Hence, the

design variables are considered as the control factors, and the tolerance, as well as the

manufacturing process, are the noise factors.

The robust design approach based on Taguchi's method has been expended and imple-

mented in various applications [158, 161�163]. By de�nition, the robust design approach

involves optimising (minimising or maximising) the mean value of response function and

minimising the response's variance. Thus, the robust design approach is inherently a

multi-objective design problem. The conventional weighted sum (WS) method often

used to solve for the multi-objective optimisation problem. The idea is to obtain the

trade-o� decision between the mean and the variance of the best design solution using

a Pareto set. Lee et al. [161] used weighting factors to solve for pseudo-objective func-

tion in determine the robust design of unconstraint mathematical problems under trust

structure designs. A similar approach was used by Hwang et al. [162]. Sundaresan et al.

[164] used a sensitivity index optimisation approach to determine the robust optimum by

optimising the weighted sum of the Sensitivity Index and the mean performance. Mulvey

et al. [165] employed a multi-criteria optimisation approach for robust design to generate

a solution set that is less sensitive to variation. The WS method is e�ective if the Pareto

curve which de�ned the potential solution is convex. Another limitation of this method

is that the best solution for the problem is not guaranteed although all the Pareto points

are deduced. [166]. Later, Chen et al. [167] proposed a Compromise Programming (CP)

method (also known as Tchebyche� method) to solve for robust design from a set of

e�cient solutions or the Pareto points.

The robust design approach has been applied mostly on process system and static design

problems, and there are minimal applications of robust design approach in aeroelasticity

and dynamic studies. Hwang et al. [162] performed a robust optimisation of an auto-

mobile rearview mirror for vibration reduction using a modi�ed Taguchi method where

the original signal-noise (S/N) ratio was replaced with multi-objective function with the

mean and the standard deviation of the vibration displacement. Zhang et al. [158]

demonstrated the robust design approach based on Taguchi's method on the dynamic

responses of a tuned vibration absorber with mass and sti�ness properties uncertainty. In
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their work, the maximum mean displacement response and the variations caused by the

uncertainty parameters were minimised. The results were validated with Monte Carlo

Simulation (MCS), and the robust design showed a signi�cant improvement in the mean

response and variation when compared to traditional solutions.

The inclusion of uncertainty in the robust design approach requires uncertainty quan-

ti�cation for each iteration step, and the conventional Monte Carlo Simulation is not

computationally feasible. An alternative method such as PCE or other uncertainty

quanti�cation tools discussed previously can be used in the robust design approach.

The non-intrusive Polynomial Chaos (PC) method was used by Dodson & Parks [163]

in a robust aerodynamic design optimisation problem to demonstrate the e�ciency of

the method for uncertainty quanti�cation. The lift-to-drag ratio of a two-dimensional

aerofoil was optimised with uncertainty in the leading-edge thickness with reduced com-

putational cost when compared to MCS runs.

2.6.2 Reliability-Based Design Approach

The structural reliability study is concerned on the prediction of the probability of occur-

rence or failure of limit-state violation of the structure [168]. In the context of reliability

design, the aim is to look for design alternatives, so that the structural reliability can be

improved and the risk of failure is minimised. Various methods such as simulation meth-

ods, �rst and second-order reliability methods have been used to evaluate the structural

reliability by estimating the probability of failure of the design.

The conventional Monte Carlo Simulation (MCS) can be used as a sampling method to

determine the probability of failure from a limit state probability distribution. However,

the main limitation of this method is that a large number of samples are required to

quantify the probability of failure with accepted con�dence level and accuracy [168].

Alternatively, other sampling methods such as Latin Hypercube Sampling (LHS) method,

capable of producing similar level of accuracy with MCS but with smaller number of

samples [142], could be used.

The approximate methods can also be used to obtain structure reliability, such as First-

order (FORM) and Second-order reliability methods (SORM). The methods employ ei-

ther �rst or second-order Taylor series expansions to estimate the limit state function.
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The structural reliability is typically measured in terms of reliability index, β. The mean

value �rst-order second-moment method (MVFOSM) can be used to determine the β

value by evaluating the limit state function around the mean value of the random vari-

ables [169]. However, the approximated β value can be inaccurate when the random

variables are highly non-linear, and the variation (coe�cient of variance) is high.

Hasofer & Lind [170] introduced a method called advanced �rst-order second-moment

(AFOSM) method (also referred to as the Hasofer-Lind method) to overcome the limi-

tation of MVFOSM. In this method, the limit state functions are evaluated at a point

known as the `design point' instead of the mean value. The design point is selected based

on the maximum likelihood of occurrence or most probable point (MPP). The reliability

index can be obtained from a distance between the origin and MPP in transformed stan-

dard normal space of random variables [170]. The FORM method is capable of producing

accurate reliability estimations if the limit state function is linear in standard normal

space. For non-linear limit state functions, SORM can be used in which a parabolic,

quadratic or higher-order surface is �t to the limit state surface in design point as shown

in Figure 2.11. The FORM method is considerably more e�cient than the SORM since

the former only quanti�es the �rst-order derivative. However, both methods may predict

poor reliability if the range of the random variables is broad or the response function is

non-linear [168].

Lin [133] performed reliability analysis of laminated composite plates with random pa-

rameters using FOSM and MCS. The material properties, lamina thickness and strength

parameters were treated as random variables with �rst ply failure as the limit state

function of the laminate plates for reliability analysis. Their �ndings showed that the

FOSM method produced reasonably good results compared to experimental data. In

aeroelasticity applications, Yang et al. [171] employed the AFOSM method to evaluate

design reliability of aircraft wings subjected to gust loads. In their work, the second-

order Ditlevsen's bound and penalty function were used to account for the statistical

correlation between failure modes in predicting system reliability. The AFOSM method

was found to perform better compared to the level III method as in the probabilistic

design approach.
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Figure 2.11: Comparison of First-order reliability method (FORM) and
Second-order reliability method (SORM).

Allen & Maute [19] provided a detailed study of reliability design approach on aeroelas-

tic structures using FORM. In their work, the wing structure was optimised for max-

imum likelihood of �ight range above the set level with uncertainties in design (wing

plate thickness) and operating conditions (angle of attack). A high-�delity nonlinear

aeroelastic simulation method was used together with the FORM to predict the sys-

tem reliability. The use of FORM method for reliability analysis proved to be e�cient

when high-�delity analysis is involved although the accuracy is questionable (under or

overestimate) as FORM employs linear limit state surface to approximate the reliability

index.

Surrogate modelling techniques such as PCE [142, 172] and HDMR [173] can be used to

approximate the limit state function at a reduced computational cost. Manan & Cooper

[172] reported that PCE method produced an accurate responses prediction with signi�-

cantly less number of samples in comparison with MCS. Hence, the method provided an

e�cient alternative method to MCS in order to predict the limit state function for struc-

tural reliability in expense of lower computational cost. In their work, Manan & Cooper

employed PCE to obtain an optimum reliable-based design of a composite plate wing

for �utter responses. The material properties of the composite material (E11 and G12)
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and ply thickness were selected as the uncertain parameters. At least, a 25.8% reliabil-

ity improvement was observed compared to the deterministic optimum design. Similar

observation was reported by Choi et al. [142]. Choi et al. performed the structural

reliability analysis on a joined-wing model using PCE with LHS. The results from the

analysis showed that only 1.25% di�erence in probability of failure was registered using

PCE with 200 samples data in comparison with MCS with 10,000 simulation runs. Other

surrogate models such as Gaussian process emulators have been used in a reliable-based

design approach for composite plate wings [25].

2.6.3 Design optimisation with Robust and Reliability-based approach

The reliable and robust design approach can be translated into uncertainty-based design

optimisation using two primary methodologies: 1) Reliability-Based Design Optimisation

(RBDO) [21, 29, 30, 172] and 2) Robust Design Optimisation (RDO) [29, 31]. The

RBDO approach seeks for an optimal design whilst having a particular risk or target

reliability/performance as a constraint. On the other hand, the RDO approach seeks

for optimal designs about a mean target response value, thereby maximising robustness

via minimisation of the sensitivity to random parameter variations [29]. Figure 2.12

illustrates the principle of both approaches. A mixed approach, which employs features

of both RDO and RBDO is thought to be a more e�ective means to search for robust

optima that also satis�es reliability constraints. Paiva et al. [29] used a mixed RDO-

RBDO approach for the preliminary design of aircraft wings. Their multidisciplinary

approach employs a Kriging surrogate model to account for uncertainties in parameters

of the �ight conditions.

The application of probabilistic optimisation approaches such as RBDO and RDO for

the aeroelastic tailoring of composite structures has been reported by several authors,

including refs. [21, 30, 172]. Scarth et al. [21] and Manan et al. [172] used simpli�ed an-

alytical models for aeroelastic stability with uncertainty arising from composite material

properties. Their work employed a PCE model for uncertainty evaluation, together with

a singly-constrained RBDO approach, to obtain a reliable design for maximum instabil-

ity speed. There are minimal applications of this approach on aeroelasticity studies, and

to the knowledge of the author, there has been no application to the aeroelastic tailoring
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Figure 2.12: Uncertainty-based design optimisation (a) Reliability Based Design
Optimisation (RBDO) approach (b) Robust Design Optimisation
(RDO) approach for uncertainty-based design optimisation.

using a detailed �nite element wing representation. The mixed RBDO and RDO ap-

proach is thought to be bene�cial for aeroelastic tailoring of composite wings for reliable,

robust and e�cient composite wing design.

2.7 Summary

The following key points can be drawn from the discussion in this chapter;

1. The unique anisotropic properties of composite materials allow for aeroelastic tai-

loring and innovative design solutions. However, current applications are limited to

`black metal' design due to set requirements for manufacturing and certi�cations.

Hence, there is a need for improved and new design approaches to ensure all these

requirements can be satis�ed at an early stage of the design process. Therefore,

the engineer needs to reduce the associated cost of the design process and allow for

more innovative design solutions for composite structures.

2. Design methods for composite structures can be classi�ed into deterministic and

probabilistic design approaches. Due to inherent variations in the model parame-

ters, it is crucial to include uncertainty quanti�cation in the design process.
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3. The optimisation of composite structures can be performed using discrete or contin-

uous design variables. The former approach treats individual ply angles as design

variables, and the latter approach uses lamination parameters to represent the lam-

inate properties. GA, PSO and ACO can be used for optimisation of composite

structures. PSO o�ers better e�ciency due to better interaction between the pos-

sible solution and capability to include previous best solution in current iteration

step which is one of the major drawbacks in GAs. ACO is suitable for simple design

problems due to discrete formulation in the optimisation algorithm.

4. The use of lamination parameters in optimisation problems minimise the number

of design variables to at most 12 variables for each laminate panel assuming the

thickness is known. Large composite structures usually consist of multiple laminate

panels and a large number of plies in each panel. Hence, the use of lamination

parameter in optimisation procedures simpli�es the design problem and provides a

more e�cient solution compared to discrete design variable optimisation procedure.

5. The lamination parameters are not independent and related to one another by

inequality relationships for both in-plane and out-of-plane terms. These inequality

relationships are used to de�ne the feasible region for design spaces and therefore

simplify the design problems. Moreover, the use of lamination parameters can

guarantee a global optimum for linear design problems which can be solved using

standard optimisation tools such as the gradient method. However, additional

optimisation steps may be required to obtain the actual stacking sequence to match

the sti�ness matrices.

6. Aeroelastic tailoring is a method of controlling the aeroelastic deformation, static

or dynamic by incorporating directional sti�ness into aircraft structures for bet-

ter aerodynamic and structural performances. The main objective of aeroelastic

tailoring is to minimise the structural weight whilst satisfying structural and aeroe-

lastic design constraints that included aeroelastic stability and gust responses. The

aeroelastic behaviour of composite structures are mainly in�uenced by the coupling

parameter, K, bending sti�ness parameter, EI and torsional sti�ness parameter,

GJ .

7. Optimisation in aeroelastic tailoring is mainly concerned on the aeroelastic mod-

elling and optimisation techniques. Various models of aircraft wing have been used
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in optimisation approaches with single or multiple design constraints. The opti-

mised solution for simple model like cantilever wing model is useful to predict the

aeroelastic behaviour of the structures, but the accuracy is questionable. The use

of a detailed wing model representation such as a `box-like' wing model can provide

a more accurate and realistic response which is crucial for design certi�cation.

8. Uncertainty can be de�ned as a study of the e�ects of parameter variations on the

model's performances. There are two types of uncertainty - epistemic and aleatory

uncertainties. Parametric uncertainty is an aleatory type and can be in the forms of

variation in the material properties, geometry variation of the model and sti�ness

properties variation. The uncertainty may arise from various sources in composite

materials such as �bre misalignment, �bre waviness and thickness variation.

9. In reality, when dealing with composite structures, uncertainty may exist due to

multiple sources. The current aeroelastic tailoring design approach did not directly

consider uncertainty in the design process. The variation in model parameters can

signi�cantly reduce the aeroelastic performances and may perform very poorly.

Therefore, a new design approach is required to directly consider these uncertainties

in the design process for more realistic design which is insensitive to parameter

variations.

10. There is number of tools available and suitable for uncertainty quanti�cation.

Monte Carlo Simulation (MCS) is the most common tool but require large compu-

tational resources in order to provide an accurate prediction. The surrogate model

such as Polynomial Chaos Expansion (PCE) and High Dimensional Model Repre-

sentation (HDMR) are the alternative tools for uncertainty quanti�cation which

require fewer number of simulation runs and produce accepted levels of accuracy.

The use of surrogate model is bene�cial for design analysis that involves �nite

element analysis on detailed model representation.

11. The uncertainty-based aeroelastic tailoring can be classi�ed into two categories -

robust and reliable design approaches. The robust design approach aims to optimise

the system performance close to target mean value and minimise the variation in

those performances, without eliminating the source of uncertainty. The reliable

design approach seeks for optimal design whilst satisfying a reliability requirement

de�ned by the reliability index or the probability of design failure.
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12. Reliability-Based Design Optimisation (RBDO) and Robust Design Optimisation

are the two main methods for probabilistic design optimisation. The combination

of RBDO and RDO approach is thought to be bene�cial for aeroelastic tailoring

of the composite wing for reliable, robust and e�cient composite wing design.
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Structural and Aeroelastic Modelling

3.1 Introduction

As outlined in the introduction to this thesis, in order to evaluate the potential bene-

�ts of aeroelastic tailoring with uncertainty quanti�cation, a realistic aeroelastic model

representation that incorporated the e�ect of aeroelastic tailoring is required. Therefore,

a detailed structural model is needed that can accurately analyse the performance of

composite wing structure subjected to multiple loads and design constraints as well as

parameter variations in the model. When dealing with a detailed composite structural

model, the design optimisation problem involves typically huge numbers of design vari-

ables, especially when working directly with the ply-angle design spaces. The use of

lamination parameters to represent the composite stacking sequences of the composite

structure provides a signi�cant reduction in the number of design variables. The con-

cept of optimisation using lamination parameters is introduced in this chapter. Posed

as a multi-disciplinary design optimisation problem, the composite wing model is eval-

uated for structural and aeroelastic performance subjected to multiple load cases. The

aim for this chapter is to provide the outline of the approach undertaken for structural

and aeroelastic analysis on a detailed �nite element model of composite aircraft wing

structures.

3.2 Modelling Approach

In general, the main objective of aeroelastic tailoring is to optimise the composite wing

structure for minimum weight without compromising the structural and aeroelastic per-

formances of the structure. To achieve this, an e�cient optimisation approach is required

as well as detailed representation of the wing structural model in order to accurately

quantify the performance of the wing due to composite tailoring.
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Earlier work [10�12, 21, 23, 105, 111] on aeroelastic tailoring of composite wing structures

have been performed on a cantilever composite plate wing to quantify the aeroelastic

performance of the wing. More recent work [11, 14, 117, 174, 175] on aeroelastic tailoring

of composite wing structures utilised a wing box model which allows for quanti�cation

of both aeroelastic and structural performances of the wing.

The aircraft structural design process involves multi-disciplinary studies that included

linear statics, buckling, dynamic aeroelasticity as well as manufacturing and certi�cation

requirements. All these studies require the use of details wing model which can provide

more accurate prediction on the aircraft performances. Furthermore, the e�ect of uncer-

tainty on the actual performance of the wing is not fully understood and hence, the use

of details wing model can provide more insight on the matter.

The modelling approach implemented in the current work is summarised in Figure 3.1.

The modelling work and the analysis are performed usingMSc. Patran/Nastran with

the use of MATLAB as the model compiler. The lamination parameters are used to

de�ne the composite laminate properties of di�erent sections of the wing. The sti�ness

matrix (A, B and D matrices) are calculated based on the laminate properties and are

input directly into the FE model. The wing structures are evaluated for their structural

and aeroelastic performance, including strength, buckling, aeroelastic instability and gust

analysis. The wing's performances are quanti�ed in terms of the weight and structural

responses as well as aeroelastic characteristics due to di�erent static manoeuvre load

cases.

Input

Wing geometry

& Load cases

Material properties

& Lamination parameters

Lamination

properties

ABD matrices

Finite Element
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Structural analysis
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Dynamic &
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Figure 3.1: Modelling approach for aeroelastic tailoring of composite wing box.
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3.2.1 Composite Wing Model Description

An idealised `box-like' FE model representation of a high-aspect-ratio wing box model

of a reference regional jet aircraft with a single-aisle 120-seats con�guration is used as

the benchmark model for the analysis as shown in Figure 3.2. The technical details

of the similar type of aircraft [176, 177] are presented in Table 3.1 for reference. The

benchmark model is referred to as the Embraer Benchmark Wing (EBW) throughout

this dissertation.
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Figure 3.2: Finite element model of the composite wing.

Table 3.1: Technical data for similar type of reference aircraft.

Descriptions Values

Wing span (m) 28.7
Fuselage length (m) 38.6
Maximum take-o� weight (kg) 52 290
Maximum payload (kg) 13 917
Maximum design cruise speed (km/h) 890
Design cruise Mach 0.82
Service ceiling (m) 11 900
Design mission range (nm) 2300

The use of box-like �xtures allows for overall sti�ness modelling and hence provides a

simpli�ed but detailed representation of the wing structure. The planform and the wing

box geometry of the benchmark model are depicted in Figure 3.4 with the dimensions

normalised due to con�dentiality sensitivity of the data. The FE model of the wing

structure was created using MSc. Patran 2013 package. The primary structure of the

wing including the skins, spars and the ribs is modelled using CQUAD4 shell elements, with

the stringers along the wingspan created using CBAR beam elements. The wing's ribs and

stringers elements are depicted in Figure 3.3. Other components of the wing structure

such as the engine, pylon and fuel mass are modelled as concentrated masses in the
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model. The fuel mass is distributed spanwise along the tank centroid line and modelled

using nodal mass points positioned between each spar-rib bay as shown in Figure 3.4.

A structural model consists of 25471 elements and 16453 nodes is used to represent the

benchmark model.

Rib

Stringer

Figure 3.3: The wing's ribs and stringers element of EBW.
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Figure 3.4: Normalised wing geometry of the EBW model with the fuels, pylon,
engine and nacelle modelled as concentrated masses.

In the dynamic and aeroelastic analyses, the aerodynamics is modelled using the Doublet-

Lattice method (DLM) to represent the lifting surface in the subsonic �ow. For the

aerodynamic panelling, higher density mesh is used at locations close to the planform

edges and regions where signi�cant pressure di�erence and discontinuous down-wash

might occur [14]. In this work, the aerodynamic panels of the wing are divided into two

sections - inner wing and outer wing panels as shown in Figure 3.5. The inner wing and

outer wing sections consist of 45 and 90 small panels, respectively.
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Figure 3.5: The DLM aerodynamic panel (Inner wing and outer wing) for EBW
model.

3.3 Aeroelastic Tailoring Modelling

As introduced in Section 2.4.2 (page 25), the aeroelastic tailoring process involves the

inclusion of directional sti�ness into the structure via passive or active tailoring. The

passive tailoring is achieved through structural or material tailoring which then changes

the static and dynamic performance of the wing bene�cially. For composite wing struc-

tures, the aeroelastic tailoring is typically performed via material property tailoring. Due

to the anisotropic properties of composite material, the desired directional sti�ness can

be imparted into the structures by altering the composite laminate properties.

The conventional design approach for composite materials in industrial applications looks

typically at a laminate level, where several plies of unidirectional or woven �bres em-

bedded polymer matrix are stacked together in a stacking sequence for desired sti�ness

properties. Due to the complexity and scale of the aircraft wing structure, it is ine�-

cient to treat the design problem on a ply-level basis which results in a signi�cantly large

number of design variables. Conversely, the use of lamination parameters to represent

the stacking sequence of the composite lay-up simpli�es the design problems which o�er

a very e�cient approach for composite design optimisation. For example, the optimi-

sation of a laminate panel requires only twelve design variables (maximum) given that
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the laminate's thickness is known. This section provides an overview of the lamination

parameters concept [70] and their application to aeroelastic tailoring.

3.3.1 Concept of Lamination Parameters

The concept of lamination parameters was initially introduced by Tsai et al. [70] and

Tsai & Hahn [33] where the stacking sequence of any composite laminates can be repre-

sented using 12 lamination parameters and laminate thickness. These parameters can be

treated as continuous design variables as opposed to individual discrete ply-angle design

spaces which lead to e�cient gradient-based optimisation. The lamination parameters

are formulated based on the constitutive relations of the laminate derived from Classical

Laminate Theory (CLT). The derivation of the composite sti�ness properties based on

CLT given in Appendix A which are also very well documented in many composite design

textbooks [34, 178].

From CLT, the constitutive relations of the laminate are given as

NM
 =

A B

B D

Eκ
 , (3.1)

where

• [A] is the in-plane sti�ness matrix that relate the in-plane forces, [N ] to the in-plane

deformations, [E ].

• [D] is the bending sti�ness matrix that relate the moments, [M ] to the curvatures,

[κ].

• [B] is the in-plane-out-of-plane coupling sti�ness matrix that relate the in-plane

forces, [N ] to the curvatures, [κ] and the moments, [M ] to the in-plane deforma-

tions, [E ].

The in-plane sti�ness is important for the structure to resist the in-plane deformation

such as extension and shear. The bending sti�ness or the out-of-plane sti�ness is impor-

tant for the structure to resist the out of plane bending moments caused by out of plane

forces.
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The sti�ness matrix components, Aij , Bij and Dij can be represent using the invariant

properties, {U} and the lamination parameters (ξAk ,ξ
B
k and ξDk , where k = 1, 2, 3, 4) in

accordance with the following



A11

A12

A22

A66

A16

A26


= t



1 ξA1 ξA2 0 0

0 0 −ξA2 1 0

1 −ξA1 ξA2 0 0

0 0 −ξA2 0 1

0
ξA3
2 ξA4 0 0

0
ξA3
2 −ξA4 0 0





U1

U2

U3

U4

U5


, (3.2)



B11

B12

B22

B66

B16

B26


=
t2

4



0 ξB1 ξB2 0 0

0 0 −ξB2 0 0

0 −ξB1 ξB2 0 0

0 0 −ξB2 0 0

0
ξB3
2 ξB4 0 0

0
ξB3
2 −ξB4 0 0





U1

U2

U3

U4

U5


, (3.3)

and 

D11

D12

D22

D66

D16

D26


=
t3

12



1 ξD1 ξD2 0 0

0 0 −ξD2 1 0

1 −ξD1 ξD2 0 0

0 0 −ξD2 0 1

0
ξD3
2 ξD4 0 0

0
ξD3
2 −ξD4 0 0





U1

U2

U3

U4

U5


, (3.4)

where t is the laminate thickness. The invariant properties, U were introduced by Tsai

& Pagano [70] to represent the reduced sti�ness terms in transformation equation (see

Eqn. (A.9) in Appendix A). The invariant properties of the laminate can be determined

from the properties of the lamina constituents irrespective of the lamina orientation. The

invariant properties are given by
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U1 =
1

8
(3Q11 + 3Q22 + 2Q12 + 4Q66),

U2 =
1

2
(Q11 −Q22),

U3 =
1

8
(Q11 +Q22 − 2Q12 − 4Q66),

U4 =
1

8
(Q11 +Q22 + 6Q12 − 4Q66),

U5 =
1

8
(Q11 +Q22 − 2Q12 + 4Q66). (3.5)

Subsequently, the transformed sti�ness properties, Q̄ij of can be put into a more straight-

forward form using trigonometric identities and material invariant properties, U as

Q̄11 = U1 + U2 cos 2θ + U3 cos 4θ,

Q̄12 = U4 − U3 cos 4θ,

Q̄22 = U1 − U2 cos 2θ + U3 cos 4θ,

Q̄16 =
1

2
U2 sin 2θ + U3 sin 4θ,

Q̄26 =
1

2
U2 sin 2θ − U3 sin 4θ,

Q̄66 = U5 − U3 cos 4θ. (3.6)

The lamination parameters given in Eqns. (3.2) to (3.4) can be expressed in terms of

ply orientation, θ as [37]

ξA[1,2,3,4] =
1

2

∫ 1

−1
[cos 2θ(u) cos 4θ(u) sin 2θ(u) sin 4θ(u)]du, (3.7)

ξB[1,2,3,4] =

∫ 1

−1
[cos 2θ(u) cos 4θ(u) sin 2θ(u) sin 4θ(u)]udu, (3.8)

ξD[1,2,3,4] =
3

2

∫ 1

−1
[cos 2θ(u) cos 4θ(u) sin 2θ(u) sin 4θ(u)]u2du, (3.9)

where u(= 2z
t ) is the non-dimensional through-the-thickness coordinate.

The conventional approach in the design and optimisation of composite laminates panel

restricts the laminate design space to consider only balanced and symmetric lay-ups, en-

suring manufacturing feasibility. One of the reason is to eliminate the warping e�ect due

to cooling from the curing temperature. Therefore, the coupling lamination parameters,
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ξB[1,2,3,4] (Eqn. (3.8)) are zero, which further reduce the number of lamination parameters

to eight. Besides, the lamination parameters are not independent, and there exists an

inequalities relationship that de�nes the feasible region of the parameters. The detailed

formulation of the relationship for feasible regions of the lamination parameters can be

found in Refs. [37, 71, 72, 75]. The work presented in this dissertation uses the inequality

relationships derived by Fukunaga & Sekine [72], which describe the feasible regions of

the four in-plane and out-of-plane lamination parameters. These are

−1 ≤ ξjk ≤ 1,

(ξj1)2 + (ξj3)2 ≤ 1,

2(1 + ξj2)(ξj3)2 − 4ξj1ξ
j
3ξ
j
4 + (ξj4)2 − (ξj2 − 2(ξj1)2 + 1)(1− ξj2) ≤ 0, (3.10)

where k = 1, 2, 3, 4 and j = A,D.

The use of lamination parameters as design variables in optimisation problems of com-

posite laminates provide several advantages over using discrete ply angle variables. First

of all, lamination parameters are continuous variables allowing e�cient gradient-based

optimisers to be used. Also, regardless of the number of plies in any composite laminate,

the number of lamination parameters required to de�ne the laminate properties is �xed

to 12. Whereas, in ply angles design space, the number of design variables increases

proportionally with the number of plies. Secondly, lamination parameters are convex

and the objective functions to be optimised are concave functions [73]. Therefore, local

optima can be avoided, and only a global solution exists.

However, an additional post-processing step is required to obtain the corresponding stack-

ing sequence for a set of lamination parameters. The stacking sequence that exactly

matches the lamination parameter values can only be guaranteed in the case of an in�-

nite number of plies and pre-de�ned set of ply angles.

3.3.2 Aeroelastic Tailoring using Lamination Parameters

The use of lamination parameters to de�ne the laminate properties on wing structures

greatly reduces the number of design variables for an optimisation procedure in aeroe-

lastic tailoring. In the current work, only the top skin, bottom skin and the spar section

are optimised to obtain an aeroelastically tailored design. The top and bottom skin
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panels are divided into 11 small panels, each having their laminate properties de�nition.

Similarly, the three spar sections are also divided into eight small panels for Spar 1 and

Spar 2 and three panels for Spar 3 section as shown in Figure 3.6.

1©
2©

3©
4©

5©
6©

7©
8©

9©
10©11©

1©
2©

3©
4©

5©
6©

7©
8©

9©
10© 11©

1© 2© 3© 4© 5© 6© 7© 8©

1© 2© 3© 4© 5© 6© 7© 8©

1© 2© 3©

Figure 3.6: Panel partition for skins and spars panel of the wing model.

For each panel, there is maximum of 12 lamination parameters and a laminate thickness

value that give a total of 13 design variables assigned to each panel. The current practice

in industry restricts the design space to only balanced and symmetric lay-ups, enabling

feasible manufacture. Non-symmetric laminates may result in excessive warping upon

cooling down from the curing temperature and shear-extension coupling for unbalanced

laminates. Due to the balanced and symmetric laminate limitations, the number of

lamination parameters for each panel further reduces to six as there is no in-plane-out-

of-plane coupling, [B] is zero and the shear-extension coupling sti�ness terms, A16 and

A26 are zero.

However, it is known that for unbalanced symmetrical laminates, a bending moment

causes wing surface curvature and twisting which then results in wash-out and wash-in

deformations [2]. The existence of A16 and A26 terms results in shearing deformations

caused by the in-plane normal stress resultants, Nx and Ny [178]. Similarly, the bending-

twisting coupling terms, D16 and D26 result in surface curvature under applied uniform

bending moments. Thus, enforcing a balanced condition limits the full possibility of

exploring the potential bene�ts of aeroelastic tailoring for composite wing structures.

In order to take advantage of sti�ness tailoring using composite laminates, unbalanced

and symmetric laminates are considered in this work which enable us to investigate the
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coupling parameters (extension-shear and bending-twist couplng) in�uence on the wing

performance. This approach results in a total of nine design variables for each panel -

eight lamination parameters (ξA1,2,3,4 and ξD1,2,3,4) and a laminate thickness value, which

gives a cumulative total of 369 design variables for the EBW model.

For the benchmark EBW model, the skin, spars and ribs are modelled as shell elements

where the membrane and plate properties (A and D matrices) are speci�ed directly.

This allows us to employ lamination parameters in the optimisation procedure. The

skin, spars and rib panels are modelled using quasi-isotropic laminate with di�erent

thickness values. The layup properties are given in Table 3.2. The panel's thickness

variation across the normalised wing-span for the skins and spars of the EBW model

are plotted in Figure 3.7. The stringers are also made of composites and modelled as

beam elements. Since MSc. Nastran does not support composite beam properties,

these are modelled with an equivalent isotropic material. The composite panels are

made of intermediate modulus carbon/epoxy composite (Hexcel 8552 IM7) [179] and the

properties are summarised in Table 3.3.

Table 3.2: Layup properties for skin and spars panels of the EBW model.

Layup (◦)
Angle Percentages (%)

Type
0 45 90

[45/0/-45/90/45/0/-45/90]S 24% 50% 25% Quasi-isotropic

Wing span (normalised)
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Spar 2 (Benchmark)
Spar 3 (Benchmark)

Figure 3.7: Thickness variation for the top and bottom skins and spar sections of
the EBW model.

64



Chapter 3. Structural and Aeroelastic Modelling

Table 3.3: Material properties of Hexcel 8552 IM7 (Marlett, 2011).

Property Values

E1 (GPa) 148.0
E2 (GPa) 10.3
G12 (GPa) 5.90
υ12 0.27
Longitudinal tensile strength (MPa) 2439
Longitudinal compressive strength (MPa) 2013
Transverse tensile strength (MPa) 66
Transverse compressive strength (MPa) 381
Shear strength (MPa) 78
Density, ρ (kgm−3) 1580
Ply thickness, tply (mm) 0.183

In this work, aeroelastic tailoring is performed on the EBW model subjected to multi-

ple load cases and multiple constraints, including aeroelastic and structural constraints.

This study is performed using an optimisation procedure to obtain optimal structural

and aeroelastic performance whilst minimising the wing structural weight. The optimal

design solution is referred to as a deterministic design solution.

The following section presents the structural and aeroelastic analyses performed on the

EBW wing which will be used later for comparison with a deterministic aeroelastic

tailored wing design.

3.4 Aeroelastic and Structural Analyses

In general, the work presented in this thesis investigated the aeroelastic and structural

performances of a composite aircraft wing due to composite tailoring and quanti�cation

of uncertainty in the model. Therefore, the optimisation strategy involves deterministic

and probabilistic approaches to establish the e�ect of uncertainty in the design process

of composite structures.

The aeroelastic and structural analyses of the EBWmodel are performed usingMSc. Nas-

tran. In the aeroelastic analyses, the free vibration, �utter and gust analysis (dynamic

response) is performed with di�erent load cases using SOL 103 (Normal Mode Analy-

sis), SOL 145 (Flutter Analysis) and SOL 146 (Dynamic Aeroelastic Response Analysis),

respectively. The structural analyses are performed to quantify the strength and buck-

ling behaviour of the EBW wing subjected to di�erent load cases as summarised in

Table 3.4. The static load distributions on the wing structure are obtained from a trim
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analysis (SOL 144: Static Aeroelastic Response) that included inertial, applied and aero-

dynamic loads from trim conditions. The load cases are chosen based on the di�erent

�ight conditions provided by the industrial partner. The load cases with higher load fac-

tor (nz = 2.50) were added to evaluate the wing performance under extreme manoeuvre

conditions such as a turning manoeuvre.

Table 3.4: Static manoeuvre load cases for the structural analysis.

Static Maneuver Load Cases

Load ID. Mass Mach No. Altitude, H (m) EAS (ms−1) Dynamic pressure, PD (Pa) nz (g)

1 Fuel 0.82 10000 146 13038 2.50
2 Fuel 0.88 11887 132 10656 1.88
3 Fuel 0.50 3048 142 12385 2.50
4 Empty 0.82 11887 123 9267 -1.00
5 Empty 0.58 3048 162 16074 -1.00

3.4.1 Boundary conditions

The boundary conditions are applied at a single control node (Node 16453) which is

connected to the root section by rigid elements (RBE2), as shown in Figure 3.8. The

model's global translatory and rotational degrees of freedom (DOF) can be controlled

by restricting the DOFs of this single node. Two boundary conditions are implemented

on EBW model:

• Active pitch/plunge boundary condition.

These boundary condition allowing the wing to have pitch and plunge motion by

restricting all DOFs except translation in the z-direction (along wing's thickness

direction) and rotation in y-direction (along wingspan).

• Fully clamped, where all DOFs are constrained.

The active pitch/plunge boundary condition is used only for manoeuvre loads calcula-

tion (static aeroelastic analysis). The fully clamped boundary condition is used for all

strain/buckling and �utter/gust analysis. An additional SUPORT boundary condition is

speci�ed in the model to provide a frame of reference for the rigid-body shape calcula-

tions.
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Node 16453

Figure 3.8: The boundary conditions applied on EBW model for aeroelastic
analysis. The SUPORT1 boundary condition is used for the rigid-body
shape calculations.

3.4.2 Static Aeroelastic Analysis

The static aeroelastic study concerns the de�ection of �exible aircraft structures under

aerodynamic loads, where the force and the motion are independent of time. In order to

model the static aeroelastic behaviour of the wing structure, it is essential to consider the

interaction of the wing structural de�ections and the aerodynamic loads which causes the

wing bending and twisting at particular �ight conditions [1], For example, changing the

incidence angle causes the redistribution of the aerodynamic loads and the consequent

de�ections.

The analysis of static aeroelastic in the current work involves the calculation of the static

response, including loads and stresses in the structures at di�erent �ight conditions which

is necessary for wing structural design. In this section, the basic theories underlying static

aeroelastic is presented. The fundamentals for aerodynamic modelling (Doublet Lattice

Method (DLM) and geometry interpolation) are brie�y explained in Appendix B.1.

In the DLM, the lifting surfaces of the wing model is divided into small trapezoidal panels

or `boxes' in a manner such that the boxes are arranged in columns (strips) parallel to

the �ow as shown in Figure 3.9. The aerodynamic panel and the structural geometry

are coupled using the surface spline method explained in Appendix B.2.

The static aeroelastic analysis is modelled in MSc. Nastran with SOL 144. The aero-

dynamic pressure and force at n aerodynamic grid points are obtained by specifying

APRES and AEROF in the subcase command. The �ght conditions are speci�ed using TRIM

Bulk Data entries. The trim parameters such as the angle of attack, α and normal ac-

celeration, ż are de�ned using AESTAT entries. The �ight condition Mach number and

67



Chapter 3. Structural and Aeroelastic Modelling

x, ξ

s, σ

Downwash

collocation

point

Doublets
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Figure 3.9: Aerodynamic box panels used for the static aeroelastic analysis and
location of the doublets and downwash collocation points for DLM.

the dynamic pressure are de�ned along with the trim parameters in TRIM entry. The

output forces at the structural grid points are requested by specifying TRIMF in subcase

command which provides the inertial, applied and the aerodynamic load output at the

structural grid points.

Figures 3.10 shows the sectional pressure coe�cient (∆Cp) of the EBW model evaluated

for di�erent load cases as given in Table 3.4. The trim analysis was performed with an

angle of attack, α of 5 degrees. The chord-wise pressure coe�cient evaluated at 25%

and 75% aerodynamic panel are plotted in Figure 3.10(a) and (b). From the �gure, the

resulting pressure di�erence decreases from the tip to root section of the wing. The pres-

sure coe�cient is evaluated at the 1
4 -chord line of each aerodynamic box. The variation

of the aerodynamic pressure for di�erent load cases can be observed from the plots. The

highest pressure distribution is obtained from load case 5 with the maximum (∆Cp) is

obtained at 75% of the aerodynamic semi-span.

The normalised semi-span lift distributions in terms of local lift coe�cient, CLL, chord,

c and mean average chord length, mac, (CLL(c/mac)) are evaluated using the sectional

pressure coe�cient distributions and plotted in Figure 3.11. Note that the lift distribu-

tion for all load cases is lower at the root section. This is taught due to initial aerodynamic

twist and camber data which is not de�ned in the model. The initial aerodynamic twist

and camber can be input in the model as DMI entries with user-supplied data of the twist

and camber for each aerodynamic panel box.
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Figure 3.10: Pressure distributions of the EBW at (a) 25% aerodynamic semi-span
location (b) 75% aerodynamic semi-span location for di�erent load
cases.
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Figure 3.11: Lift distributions obtained from trim analysis of EBW model for
di�erent load cases.

In this work, the contribution of the aeroelastic tailoring on the aerodynamic performance

of the EBW is not considered, although it is likely that aeroelastic tailoring may provide

better aerodynamic performance and maybe the subject for further consideration in

future work. However, the resulting load distributions obtained from the trim analysis

at di�erent �ight conditions are used for structural analysis (i.e. buckling and strength

analysis). Examples of the load distributions (nodal forces) at the structural grid points

obtained from the trim analysis are shown in Figure 3.12, in this case for load case 1.
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Figure 3.12: Load distributions at structural grid points acquired from trim analysis
for load case 1.

3.4.3 Free Vibration Analysis

All parts on an aircraft have a distinctive vibration signature due to the mass distribu-

tion and structural sti�ness resulting from the vibration modes of the entire structure.

Typically, very low-level sources of vibration occur from the normal air�ow over the air-

craft surface and are regarded as background noise. The vibration resulting from the

reaction of the aircraft to turbulence or gusts usually is of a much greater magnitude

and is visible. The vibration study of critical components on the aircraft such as the

wing structure is crucial in order to assess di�erent vibration modes at speci�c excitation

frequencies as well as the interaction between di�erent vibration modes that might result

in catastrophic failure of the structure, for example in the case of aeroelastic instability

(i.e. �utter or divergence). The aircraft wing may be considered as an elastic continuum

member which can bend and twist [1]. Therefore, the vibration analysis of an aircraft

wing is treated as a continuous system which requires a near-in�nite number of modes

to de�ne them spatially. In practice, only a �nite number of modes are of interest. The

modelling of a continuous system can be performed using several methods namely; exact

approach, approximate approach using the Finite Element method and the approximate

approach using assumed mode shapes (Rayleigh-Ritz method) [1, 94, 180].

In the exact approach, the exact mode shapes and natural frequencies are determined

by solving the partial di�erential equation and is applicable for systems with simple

geometries such as slender members under bending and torsion. The Rayleigh-Ritz

approach uses a series of assumed shapes to represent the continuous systems with simple

geometry such as uniform cantilever wings. The method allows systems to be modelled

using a small number of generalised equations of parametric variables.
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The �nite element method allows modelling of continuous systems for more complex sys-

tem in which the system is sub-divided into the number of elements and joined together

at a node point. In this work, the free vibration analysis of EBW model was performed

using the �nite element method. The sti�ness and the mass matrices of each element are

evaluated and assembled into global matrices for evaluation (i.e. normal mode solution).

In this section, the general formulation for free vibration analysis of a continuous system

is introduced based on the �nite element method.

3.4.3.1 Finite Element Method

In the Rayleigh-Ritz method, the displacement variation of the entire continuous system

is determined using a �nite series of known assumed deformation shapes [1]. In �nite

element method, a form of displacement variation is assumed for each element. As such,

the �nite element method is essentially a piece-wise Rayleigh-Ritz. The element mass

and sti�ness matrices are obtained using an energy approach and assembled to determine

the overall structural mass and sti�ness matrices. Consider a two-node uniform beam

element with length, L, mass per unit length, µ and �exural rigidity, EI as shown in

Figure 3.13, the nodal displacement are denoted as a vector, d = [d1 d2 d3 d4]T . In this

case, an in-plane bending problem is considered. The transverse displacement, z(y) can

be expressed as a cubic polynomial in y such that

z = a0 + a1y + a2y
2 + a3y

3, (3.11)

where a0, ...a3 are the unknown coe�cients that can be obtained such that the polynomial

matches the nodal displacement at y = 0, L. Hence, Eqn. (3.11) can be rewritten as

z = N1d1 +N2d2 +N3d3 +N4d4 = NTd, (3.12)

where N1, ...N4 are the shape functions.

The equation of motion for the beam element can be determined by employing Lagrange's

equation with the nodal displacement, d representing the coordinates so that equilibrium

is applied. The elastic potential energy for the element is given as
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U =
1

2

∫ L

0
EI
(∂2z

∂y2

)2

dy =
1

2

∫ L

0
EI(dTN

′′
)(N

′′T
d)dy. (3.13)

Thus,

U =
1

2
dT
[ ∫ L

0
EI(N

′′
N
′′T

)dy
]
d, (3.14)

where ′′ = ∂2/∂y2. The kinetic energy for element is

T =
1

2

∫ L

0
µż2dy =

1

2

∫ L

0
µ(ḋ

T

N)(NTḋ)dy (3.15)

Thus,

T =
1

2
ḋ
T
[ ∫ L

0
µ(NNT)dy

]
ḋ (3.16)

(a)
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Figure 3.13: Beam element representation (a) Two-node beam bending element with
nodal displacement de�ned (b) Nodal forces applied on two-node beam
element.

The forces or moments may only be applied to the element at the nodes, as shown in

Fig. 3.13(b) where P = [P1 P2 P3 P4]T . Hence, the incremental work done by the applied

load is given as

δW = P1δd1 + P2δd2 + P3δd3 + P4δd4 = PTδd. (3.17)

By applying Lagrange's equation, the di�erential equation of motion for a two node beam

element is given as

md̈+ kd = P, (3.18)
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where m and k are the element mass and sti�ness matrices, respectively and are given

as

m =
[ ∫ L

0
µ(NNT)dy

]
and k =

[ ∫ L

0
EI(N

′′
N
′′T

)dy
]

(3.19)

To obtain the global/structural matrices, an assembly process is required which involves

element matrices `mapping' onto global matrices by means of the element topology.

Thus, the global/structure equation of motion can be written as

Mẍ+Kx = f (3.20)

where M, K are the structural mass and sti�ness matrices, and x, f are the structure/-

global displacement and forces. By using the direct or eigenvalue approaches, the natural

frequencies and the corresponding mode shapes can be obtained. In the former approach,

the free vibration motion is given by

x (t) = X sinωt, (3.21)

where X and ω are the amplitude vector and free vibration frequency, respectively. By

substituting Eqn. (3.21) into Eqn. (3.20), yields

[K − ω2
jM ]X j = 0 for j = 1, 2, ..., N. (3.22)

The solution can be obtained by setting the determinant of |K − ω2M | to zero which

gives an N th-order polynomial in ω2. Solving this polynomial yields roots ωj which are

the `undamped natural frequencies' of the system. In MSc. Nastran, normal mode

analysis is available in SOL 103 of the structured solution sequence. The eigenvalue

approach is de�ned using EIGR or EIGRL Bulk Data entries. The Lanczos method is

speci�ed using EIGRL entry and all other method are spe�cied using EIGR entry. The

computed eigenvectors from the Lanczos method are normalised using a MASS method

where the eigenvectors are normalised to a unit value of the generalised mass.

The mode shapes of the EBW model obtained from the normal mode analysis in SOL 103

are shown in Figure 3.14. A total of ten-mode shapes are evaluated in the analysis. The

�rst seven mode shapes are shown with the corresponding frequency values. The �rst
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and second bending modes are obtained from Mode 1, and Mode 2 and the �rst two

torsion modes are acquired from Mode 3 and Mode 4.

(a) Undeformed shape (b) 1st mode: 2.680 Hz

(c) 2nd mode: 3.363 Hz (d) 3rd mode: 4.495 Hz

(e) 4th mode: 6.854 Hz (f) 5th mode: 7.557 Hz

(g) 6th mode: 12.946 Hz (h) 7th mode: 15.591 Hz

Figure 3.14: The mode shapes of EBW model obtained from normal mode analysis
(Sol. 103 MSc. Nastran) for (a) Undeformed (b) 1st bending (c)
2nd bending (d) 1st torsion (e) 2nd torsion (f) 3rd bending (g) 4th

bending (h) 3rd torsion. The colour contours show the magnitude of
de�ection, U in metre.

3.4.4 Dynamic Aeroelasticity - Flutter Analysis

The aeroelastic stability analysis of the wing structure for �utter and divergence is crucial

in the design process. Flutter is the most important phenomena that are undesirable

and di�cult to predict which often results in catastrophic structural failure. Flutter

occurs when two or more vibration modes are coupled and cause unstable oscillation.

The �utter speed is de�ned as the critical speed in which the structure sustains the

oscillations caused by the initial disturbance. Below this speed, the structure is safe

74



Chapter 3. Structural and Aeroelastic Modelling

from �utter in which the oscillations are adequately damped. Above this speed, the

oscillations become negatively damped which lead to structural failure.

The aeroelastic stability evaluation is critical for aircraft certi�cation requirement process

(CS 25.629) that includes �utter and divergence. The validation of the �utter behaviour

is required and must be designed, so the aircraft is free from aeroelastic instabilities

over all con�guration and design conditions [181]. Figure 3.15 shows the typical �utter

envelope for large aircraft at di�erent combinations of altitude and speed. The solid

green line from the �gure shows the boundary in which for all design con�guration and

�ight condition, the critical �utter speed must be outside the envelope. From the aircraft

certi�cation requirement (CS 25.335), the dive speed, VD and dive Mach number, MD

are determined such that Vc/Mc ≤ 0.8VD/MD where Vc and Mc are the cruising speed

and Mach number. Based on the requirement, the critical �utter speed should be outside

the �utter envelope such that VD = 1.25Vc. In this work, an additional safety margin

of 15% is enforced for �utter stability evaluation. Thus, the �utter speed, Vf obtained

from all design con�guration should be greater than 1.15VD. In this case, the VD gives

the limit load, and Vf is the ultimate load. However, the work presented in the thesis

concerns with the �utter behaviour of the wing rather than the static load case; thus, Vf

is set as the �utter requirement.
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Figure 3.15: Typical �utter clearance envelope for aircraft structure certi�cation at
di�erent �ight altitude and Mach number.

Having properly de�ned the certi�cation requirements for aeroelastic stability of the

aircraft wing structure, it is bene�cial at this stage to introduce the aeroelastic model
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and �utter evaluation method employed in this work. In order to evaluate the �utter

response, the analysis of the aerodynamic surface under dynamic motion using unsteady

aerodynamics is required. The analysis evaluates the time or frequency e�ect on the lift

and pitching moment of the aerodynamic surface. The equation of motion for the full

aeroelastic model that included the aerodynamic forces and the structural equation is

given in Eqn. (3.23). The derivation of the equation of motion is not presented here and

can be found from published literature [1, 94].

Amq̈ + (ρVBm +Dm)q̇ + (ρV 2C+E)q = 0, (3.23)

where Am, Bm, C, Dm, E and q are the structural inertia, aerodynamic damping,

aerodynamic sti�ness, structural damping, structural sti�ness matrices and generalised

coordinates (modal coordinates), respectively. The �utter solution in terms of the fre-

quencies and the damping ratios at a �ight condition can be determined using an eigen-

value solution such that

I 0

0 Am

q̇q̈
−

 0 I

−(ρV 2C+E) −(ρVBm +Dm)

qq̇
 =

0

0

 , (3.24)

where I is the N × N identity matrix. By rewriting Eqn. (3.24) in �rst order form gives

q̇q̈
−

 0 I

−Am−1(ρV 2C+E) −Am−1(ρVBm +Dm)

qq̇
 = 0 (3.25)

or in simpli�ed form,

ẋ −Qx = 0 (3.26)

Equation (3.26) can be solved by assuming x =x0e
λt, thus the equation can be written

in the classical eigensolution form (Am − Iλ)x = 0 as follows

(Iλ−Q)x0 = 0 or (Q− Iλ)x0 = 0. (3.27)

The eigenvalue solutions, λ are given in complex conjugate pairs and are written as

λj = −ξjωj ± iωj
√

1− ξ2
j , j = 1, 2, ..., N (3.28)
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where N is the number of mode shapes, ξj are the damping ratios and wj are the natural

frequencies. However, the aerodynamic sti�ness (C) and the damping matrices (Bm)

are reduced frequency dependent. As the results, Eqn. (3.24) can only be solved if Bm

and C are known. Bm and C can only be found if the reduced frequency is known. In

order to solve this, frequency matching methods namely, `k' method or `p-k' are used.

In `k' method, the general form of the aeroelastic equation (Eqn. 3.23) are formulated

with Bm and C matrices as function of reduced frequency, k = ωb/V and also with the

structural damping, Dm in terms of structural sti�ness matrices, E given by Dm = igE,

where g is the structural damping coe�cient. For each reduced frequencies of interest,

the frequencies and damping coe�cient are determined and the consequent air speed.

The �utter speed is determined by joining up these values to form V −f and V −g plots.

In the `p-k' method, the reduced frequency for each airspeed of interest is calculated

using the initial guess of the frequency for the mode. The aerodynamic sti�ness and

damping matrices Bm, C are determined using the calculated reduced frequency. The

corresponding frequencies for the system are determined from Eqn. (3.26) and the process

is repeated until convergence is achieved. The sets of frequency, damping ratio and

airspeed values for all modes of interest are plotted, and the corresponding �utter speed

can be deduced when the damping is zero.

The �utter analysis is available in MSc. Nastran using SOL 145. In this work, the

�utter solution is obtained using the p-k method with matched-method calculation. In

the matched-method, the �utter solution is obtained at �xed Mach number and di�erent

�ight altitude. The governing equation for p-k method in MSc. Nastran is expressed

as [182].

[−Mhhp
2 + (Bhh − 0.25ρcV QIhh(M,k)/k) + (Khh − 0.5ρV 2QRhh(M,k))]{uh} = 0,

(3.29)

where Mhh is the modal mass, Bhh is the damping, Khh is the sti�ness matrix, and

M , k and uh are the Mach number, reduced frequency and modal amplitude vector,

respectively. QIhh and QRhh are the imaginary and real part of the eigenvalues, Qhh.

The frequency and damping are obtained from the analysis as functions of airspeed and

relative modal amplitudes. The corresponding output of frequency, damping and the

airspeed for all modes are used in V −g and V −f plots. The �utter speed is determined
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when the damping value is zero. A total of 12 modes are considered in the �utter

analysis to allow for mode switching during the optimisation process [177]. Figure 3.16

shows typical V − g and V − f plots used to determine the �utter points. The critical

�utter speed obtained from benchmark EBW model is Vf,Benchmark = 1.95VD which is

well above the requirement value of 1.15VD. A higher �utter speed may suggest that

the structural sti�ness is more than su�cient to prevent �utter in design �ight condition

and satis�es the certi�cation requirements. However, this may also result in heavier wing

design. Therefore, aeroelastic tailoring aims to obtain a minimum structural weight while

satisfying the aeroelastic stability requirements.
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Figure 3.16: Typical damping vs. velocity (V-g) and frequency vs. velocity (V-f)
plots used to determine the �utter points and the corresponding
frequencies.

3.4.5 Gust Analysis

In the aircraft wing design process, the structural response to a gust encounter is listed as

one of the main critical design criteria for certi�cation. There are numbers of work that

have been done in wing design optimisation for gust load alleviation [14, 23, 183, 184].

The wing structure must be designed in a way to sustain certain levels of deformation due

to gust load. As speci�ed by aeronautical authorities (CS-25) [181], the response to at-

mospheric turbulence or gust are analysed as either idealised discrete gusts or continuous

turbulence. The current work used a discrete gust representation which is represented

using `1-cosine' gust pro�le. In addition to that, the level 1g �ight loads are included in

the analysis de�ned by the aircraft speed, altitude, weight and the fuel load. The steady
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1g �ight loads distribution is calculated from the static aeroelastic analysis and input in

the gust model.

For discrete gusts, the expression governing the temporal variation of `1-cosine' gust

velocity is given as

wg(t) =
wg0
2

(1− cos
2πV

Lg
t), (3.30)

where wg0 is the peak or design gust velocity, Lg is the gust wavelength and V is the

�ight speed. A set of gust gradient distance, H (half of the gust wavelength) between

9 m to 107 m, is evaluated to capture the gust load variation. The design gust velocity

is formulated in terms of a reference velocity, Uref, a �ight alleviation factor, Fg and the

gradient distance, H as

wg0 = Uref Fg

( H
107

) 1
6
, (3.31)

where the Fg = 1. The reference gust velocity, Uref is decreases linearly with the altitude.

At sea level, Uref is 17.07 ms−1, 13.41 ms−1 at 4572 m and 6.36 ms−1 at 18 288 m [1].

The �ight speed is set to 253 ms−1. The corresponding input data for gust analysis at

di�erent gust wavelength and reference gust velocity are summarised in Table 3.5.

Table 3.5: The relative gust design velocity, wg0 data at di�erent gust wavelengths,
Lg and reference gust velocity, Uref.

Reference gust velocity, Uref

Uref=17.07 ms−1 Uref=13.41 ms−1 Uref=6.36 ms−1

Lg (m) wg0 (ms−1) f (Hz) wg0 (ms−1) f (Hz) wg0 (ms−1) f (Hz)

18 11.314 7.028 8.888 7.028 4.215 7.028
56 13.670 2.259 10.739 2.259 5.093 2.259
96 14.955 1.318 11.748 1.318 5.572 1.318
136 15.848 0.930 12.450 0.930 5.905 0.930
176 16.544 0.719 12.997 0.719 6.164 0.719
214 17.092 0.591 13.427 0.591 6.368 0.591

In this work, the analysis of the wing box dynamic aeroelastic response to discrete gusts

is performed usingMSc. Nastran's SOL 146. For a gust analysis,MSc. Nastran uses

direct and inverse Fourier transforms methods to allow for a frequency response analysis

[185]. The gust velocity variation over time for di�erent gust wavelengths are input in

SOL 146 as a load-frequency table (TLOAD1 and TABLED1). The set of frequencies used

to obtain the frequency response solution is de�ned using FREQ1 input command. The

TSTEP input command de�nes the time step intervals at which the transient responses are

required; in this case, the time step is eight seconds. Figure 3.17 shows the gust velocity
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variation over time for di�erent gust wavelengths used in the analysis at reference gust

velocity, Uref of 13.41 ms−1 at 4572 m.
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Figure 3.17: The variation plot of gust velocity as a function of time evaluated at
reference gust velocity, Uref of 13.41 ms−1 at 4572 m.
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Figure 3.18: The wing tip displacement vs. time response of EBW model evaluated
at di�erent critical gust wavelength, Lg from 18 m to 214 m.

Figures 3.18 and 3.19 show the time responses of wingtip displacement and the wing

root bending moment (RBM) for EBW model evaluated at di�erent gust wavelengths,

Lg of 18 m, 56 m, 96 m, 136 m, 176 m and 214 m. The results shown are obtained
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Figure 3.19: The wing root bending moment vs time response of EBW model
evaluated at di�erent critical gust wavelength, Lg from 18 m to 214 m.

at reference gust velocity, Uref of 13.41 ms−1. For the wingtip displacement, a higher

response is obtained at a shorter wavelength with maximum tip displacement is obtained

at a gust load with Lg = 214 m. A similar pattern of output responses are obtained

for the wing root bending moment, where higher RBM responses are obtained at gust

load with Lg = 18 m. Note that, the output response value is normalised against the

maximum value obtained from all gust length and reference gust velocity combination

for each output response.

The minimum and maximum value of the RBM and tip displacement obtained at each

gust wavelength and di�erent reference gust velocities of the EBW model are plotted in

Figure 3.20 and 3.21. It is observed that for the wingtip displacement, the maximum

displacement of each gust wavelength increases linearly as the wavelength increases.

A higher increase in the value is observed at lower gust wavelength of below 50 m.

Di�erent reference gust velocity also results in di�erent output responses. For instance,

at Uref = 17.07 ms−1, the overall wingtip displacement is higher compared to the response

obtained at lower Uref. The critical tip displacement is found when Lg = 214 m and

Uref = 17.07 ms−1. The critical value is the maximum value obtained from all gust

wavelength and Uref. Similarly, the minimum and maximum RBM values of the EBW
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model also varied linearly with respect to the gust wavelength and reference gust velocity.

The critical RBM value is obtained at Lg = 214 m and Uref = 17.07 ms−1
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Figure 3.20: Minimum and maximum wing tip displacement at di�erent gust
wavelength, Lg with respect to di�erent reference gust velocity, Uref.

3.5 Structural Analysis

The aeroelastic tailoring performed in this work incorporates the dynamic and struc-

tural analyses of the EBW model. The structural performance in terms of the strength

and buckling are included in the tailoring framework as additional design constraints.

The strength and buckling analyses are performed in MSc. Nastran using SOL 105.

The aerodynamic load distributions obtained from the static aeroelastic analysis (Sec-

tion 3.4.2 (page 66)) are included in the model as nodal forces. The strength of the

laminate panels (top, bottom skin and spars) are evaluated in terms of the laminate

stress and strength. The stress and strain limit is de�ned in terms of failure index to

quantify the strength performance by not exceeding a set allowable value. The stress

failure index, FIstress is formulated as

FIstress = max
( σVMS

σVMS,allowable

)
, (3.32)
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Figure 3.21: Minimum and maximum wing root bending moment at di�erent gust
wavelength, Lg with respect to di�erent reference gust velocity, Uref.

where σVMS,allowable is the von Mises stress calculated using the strength properties given

in Table 3.3 (page 65).

Since no information is yet available on the stacking sequences, the strain limit is ap-

plied in terms of strain failure index, FIstrain based on homogenised strain values, i.e.

maximum and minimum principle and shear strain.

FIstrain = max
( εmin
εmin,allowable

,
εmax

εmax,allowable
,

γmin
γmin,allowable

,
γmax

γmax,allowable

)
, (3.33)

where εmin and εmax are the principal strains for laminate under compression and tension,

respectively. The allowable values are set to εmin,allowable = −5900µε and εmax,allowable =

7100µε. The shear strains limit is de�ned in terms of maximum and minimum shear

strains, with allowable values set to γmin,allowable = −4500µε and γmax,allowable = 4500µε.

3.5.1 Stress and Strain Analysis

An initial structural design analysis was performed on the EBW model to evaluate the

stress and strain distributions on the laminate panels of top skin, bottom skin and the

spars section. Figure 3.22 and 3.23 show the laminate stress and strain distribution
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of the wing sections. Note that the stress and the strain values are normalised with

the maximum stress and strain value. From the analysis, the higher stress and strain

distributions are found on the bottom skin panel at the junction of inboard and outboard

wing. The higher stress and strain values at this location were due to the high load

concentrations caused by the engine and pylon attachment. On the wingtip, the stress

and strain values are at minimum for all panels. For the spar and rib panels, high stress

and strain distribution were observed at the `kink' area. This high stress and strain

concentration area are critical and thicker sections may be required in order to satisfy

the strength constraints. Moreover, the FE results suggest that improvement on the wing

design can be achieved via composite tailoring by allowing optimum stress and strain

distribution on the wing panels.

Top skin

Spars & Ribs

Bottom skin

Figure 3.22: von Mises stress (normalised scale) distribution for EBW model at
spars, ribs, top and bottom skins subjected to Load 1.

The strain values for the top and bottom skins of the EBW model at di�erent load cases

(as given in Table 3.4 (page 66)) plotted in Figure 3.24 and 3.25. It is noticed that the

maximum strain for the top and bottom skin were evaluated at 1/3 of the wing-span with

higher strain value obtained for the bottom skin panel. The maximum strain of 27% of

εallowable was obtained at the bottom skin panels. Higher strain values are obtained for

load case 1 and 5 and are thought to be critical load cases for the strength constraint.

Lower strain values close to zero are observed at the wing tip for top and bottom skin

panels.
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Figure 3.23: Longitudinal strain (normalised scale) distribution of the laminate for
EBW model at spars, ribs, top and bottom skins subjected to Load 1.
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Figure 3.24: Top skin's strain (von Mises) distributions across the span length of
EBW model for di�erent static manoeuvre load cases.

The strain values for the top skin, bottom skin and the spar sections obtained from load

case 1 are plotted in Figure 3.26. For all sections, higher strain values are obtained at the

middle wingspan with the maximum value found on the bottom skin panel. The strain

values for Spar 1 and 2 sections are signi�cantly lower compared to the top and bottom

skin section. Overall, the strain values evaluated for EBW model are signi�cantly below

the allowable strain value. Hence, the results suggest that there is ample safety margin

for the benchmark model to be optimised through aeroelastic tailoring.
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Figure 3.25: Bottom skin's strain (von Mises) distributions across the span length of
EBW model for di�erent static manoeuvre load cases.
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Figure 3.26: Strain (von Mises) values measured at top skin, bottom skin and spars
across the span length of EBW model for the �rst load case (Load1).

3.5.2 Buckling Analysis

The buckling performance of the composite structure is one of the main requirements in

structural design. The composite structures must be free from buckling under the applied

load. The buckling performance of the composite wing structures can be evaluated as

global or local buckling. For global buckling, the whole structure is considered in the

analysis and the structural performance to buckling is assessed using the critical buckling

load which de�nes the upper limit of load that can be applied before the structures
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buckle. On the other hand, the local buckling analysis is usually performed on a panel

level of the wing structures (i.e. small panel of top skin section). In this work, global

buckling analysis was performed on the wing model, and the critical buckling load factor

is determined from the entire structures. The structure is buckled when

λ ≤ 1 and λ =
P

Pcr
, (3.34)

where, P and Pcr are the applied load and the critical buckling load, respectively. The

�rst ten buckling modes for EBW model are evaluated at each load cases, and the results

are given in Table 3.6. For all load cases, the buckling load factor values are greater than

one which suggests that the EBW design is su�cient for buckling consideration. It is also

observed that the critical load cases for buckling are load case 1 and 5, which support

the previous �ndings from structural strength analysis. The �rst buckling mode for load

case 1 is shown in Figure 3.27, where the structure buckled at the top skin panel under

applied load with critical buckling load factor of 2.02. The buckling behaviour of the

wing panel is thought depends on how the wing's sti�eners are modelled. For the EBW

model, the sti�eners are modelled using multiple ribs and stringers positioned in the wing

thickness and span length direction. It can be seen from the Figure 3.27, the buckling

mode shape formed within small patches between the stringers and ribs, hence, suggests

that the wing's bucking behaviour depends on the arrangement of the wing's sti�eners.

Table 3.6: The buckling load factors, λ for the �rst ten buckling modes at each load
cases obtained from FE analysis on EBW model.

Load 1 Load 2 Load 3 Load 4 Load 5

Mode λ λ λ λ λ

1 2.020 2.263 2.601 2.601 2.003
2 2.029 2.274 2.673 2.673 2.012
3 2.107 2.381 2.695 2.847 2.074
4 2.127 2.404 2.708 2.861 2.094
5 2.249 2.515 2.830 3.023 2.234
6 2.255 2.521 2.858 3.054 2.239
7 2.311 2.574 2.995 3.156 2.279
8 2.317 2.582 3.002 3.165 2.309
9 2.324 2.601 3.054 3.199 2.316
10 2.358 2.608 3.063 3.209 2.323

87



Chapter 3. Structural and Aeroelastic Modelling

A

A

Buckling analysis

Mode 1: Factor=2.020, Eigenvectors,

Translational, Magnitude

Figure 3.27: Translation deformation of EBW model for buckling analysis with
critical buckling load factor (Mode 1) of 2.020.

3.6 Model Validation

The composite wing model used in the current work is based on the reference jet aircraft,

and hence direct comparison with previous work from the published literature is not

possible. Based on the technical data of the reference aircraft as given in Table 3.1

(page 56) and the initial analyses on EBW model show that the model is su�cient to

provide an accurate estimation of the performance for similar aircraft type and design

range. Furthermore, the structural and aeroelastic analysis performed on the EBW

model suggested that the model satis�ed all the structural (strength and buckling) and

aeroelastic (�utter) requirement imposed on the design. These are evidence for �utter

analysis such that the �utter speed obtained for the EBW model is above the �utter

requirement of Vf = 1.15VD.

To further validate the accuracy of the model, six di�erent models of similar wing con�g-

uration with di�erent structural mesh seed are modelled and used for mesh convergence

analysis. The modal analysis is performed to obtain the natural frequency of the com-

posite wing. The number of structural elements chosen for the analysis is between 7609

elements to 118259 elements. The purpose of the analysis is to determine the opti-

mal mesh size for the EBW wing, which can provide accurate results with a reasonable

computational cost.

The outcomes from the mesh sensitivity study are summarised in Table 3.7. By com-

paring Model 1 and Model 2, the natural frequency value reduced from 2.6843 Hz to
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2.6799 Hz, which is equivalent to 0.16% di�erences. The change in frequency value is

insigni�cant (0.0037%) when �ner mesh seed (Model 3 and Model 4) is used for the

analysis. The results suggest that the convergence has been achieved with Model 3. The

convergence plot for the mesh sensitivity study is depicted in Figure 3.28. The 3rd model

(Model 3), modelled with 25471 elements, is opted for the current work.

Table 3.7: The wing's natural frequency obtained from the mesh sensitivity study.

Model No. Total Elements Frequency, f (Hz) % di�erence

1 7609 2.6843 -
2 16865 2.6799 0.1600
3 25471 2.6798 0.0037
4 58975 2.6797 0.0037
5 79949 2.6797 0.0000
6 118259 2.6797 0.0000
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Figure 3.28: Convergence plot of the the natural frequency (modal analysis) with
varying structural mesh density from coarse to �ne mesh seed of the
EBW model

3.7 Summary

1. A very e�cient approach and detailed �nite element wing model to represent the

complex aircraft structure are required to quantify the wing's performances for

aeroelastic tailoring accurately. Aeroelastic tailoring is an e�cient design method
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to obtain an optimised design that satis�ed the minimum structural weight require-

ment as well as the structural and aeroelastic performances.

2. The idealised box-like �nite element model used in the current work capable of

producing a realistic approximation of the wing's performance. A high-aspect-

ratio of a reference regional jet aircraft is chosen as the benchmark wing model

(EBW). MSc. Patran/Nastran is used for modelling and analysis.

3. The use of lamination parameters greatly reduced the number of design variables

require for the optimisation procedures in aeroelastic tailoring. The assumption

of using a speci�c type of ply con�guration such as non-balanced and symmetric

laminate in this study further reduce the number of variables.

4. The aerodynamics in the model is represented using the Doublet Lattice Method

(DLM). The static aeroelastic analysis is performed to obtain the load distributions

on the wing due to multiple static manoeuvre load cases. The free vibration analysis

is performed to determine the wing's mode shapes and modal frequencies.

5. The aeroelastic instability behaviour of the wing structures is determined from the

dynamic aeroelastic analysis in MSc. Nastran using frequency-matching `p-k'

method. Flutter is determined as the critical instability mode, while divergence

occurs at a higher airspeed. The assessment of �utter is performed to match the

aircraft certi�cation requirement such that for all design conditions, the �utter

speed must be greater than 1.15VD, where VD is the design dive velocity.

6. The wing's responses due to atmospheric turbulence is one of the main design

requirements for certi�cation as provided by the aeronautic authority. The wing

structures must be designed in a way to sustain a certain level of deformation due

to gust load. In the current work, the wing's response due to discrete '1-cosine'

gust loads are quanti�ed in terms of root bending moment at the root and wingtip

displacement at critical gust wavelength and velocity.

7. The structural responses of the wings due to multiple static manoeuvre load cases

are quanti�ed in terms of structural strength and buckling responses. These are

speci�ed as design constraints in aeroelastic tailoring procedures in order to obtain

a feasible design solution with both aeroelastic and structural performances are

satis�ed.
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8. Preliminary analyses on the benchmark model (EBW model) show that the model

has a potential for design improvement and structural weight saving via aeroelastic

tailoring due to ample margin between the design values and the actual responses

of the wing model.
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Aeroelastic Tailoring and Optimisation

Methods

4.1 Introduction

Aeroelastic tailoring is an approach in which the directional sti�ness is incorporated into

the aircraft structural design in order to control the static or dynamic aeroelastic be-

haviour as to a�ect the aircraft's aerodynamic and structural performance in a bene�cial

way [2]. In composite structures, aeroelastic tailoring can be performed by tailoring

composite's �bre orientation to obtain the desired structural and aerodynamic perfor-

mance. The static and dynamic aeroelastic behaviour of the composite structures are

controlled by various coupling terms in the composite sti�ness matrix and tailoring the

�bre orientation alters the coupling terms and hence provides design �exibility, as well

as challenges, in the optimisation process.

Numerous studies have been performed in aeroelastic tailoring particularly concerned

with the aeroelastic modelling and optimisation approaches. Various approaches have

been adapted for modelling a wing structures in order to obtain the desired performances.

The numerical method and low computational model such as `idealised' simple wing

model have been used by many researchers [10, 23, 47, 111] because of low computational

cost. Other authors [3, 9, 107, 112] employed an idealised wing-box representation in

aeroelastic tailoring to obtain an accurate prediction of the wing performance. In the

present work, a composite wing-box model of a reference jet aircraft is aeroelastically

tailored by altering the wing's composite panels ply orientation.

The objective of the present work is to obtain an aeroelastically-tailored wing design sub-

jected to multiple design constraints that include structural and aeroelastic performance.

The wing structure is subjected to multiple static manoeuvre load cases and evaluated

in terms of the strength and buckling as well as the �utter/divergence and gust response.
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An improved optimisation approach is introduced to account for the multiple constraint

design problem. Genetic Algorithm (GA) and Particle Swarm Optimisation (PSO) are

employed as the optimisation algorithms. In this work, three types of design optimisation

problems are de�ned:

• Optimisation of a composite wing for minimum structural weight subjected to

�utter/divergence design constraints.

• Optimisation of a composite wing for minimum structural weight subjected to mul-

tiple constraints that included �utter/divergence and wing root bending moment

due to gust load.

• Optimisation of a composite wing for minimum structural weight subjected to

structural and aeroelastic design constraints.

4.2 Optimisation approach

The complexity of the design optimisation problems coupled with �nite element analysis

requires an e�cient optimisation tool to produce a design solution in a rapid manner.

When dealing with the multi-variable optimisation problem, a direct or gradient-based

techniques is often employed to seek for a global optimised solution but it requires a

longer solving time for large parameter space solutions. Other optimisation techniques,

such as an exhaustive search method, in which equally spaced points are used to search for

new points for the next iteration step. These techniques o�er global optimum solution;

however, higher computational costs may results if large design spaces are involved.

Alternatively, a heuristic algorithm can be used to solve the optimisation problem in

a faster and more e�cient fashion than the aforementioned methods by sacri�cing the

accuracy, precision or completeness for speed. Two heuristic optimisation techniques,

namely, Genetic Algorithm (GA) and Particle Swarm Optimisation (PSO) are presented

herein and employed in the current work. GA is an iterative process of �nding the best

solution from a `population' of random generated individuals in a `generation'. Using

GA, multiple near-optimal solution can be found as GA is based on the population of

the design variables and the probabilistic transition between the optimal solutions [48].

In PSO, the search is based on random population (particles) of the solution and each
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potential solution is assigned with a randomised velocity. The ability of the particles to

compete and communicate between each other and to exchange their position and speed

e�ectively, results in a better e�ciency compared to gradient method or exhaustic search

method.

The general �ow of the aeroelatic tailoring approach employed in the current work is

illustrated in Figure 4.1. The reference benchmark wing introduced in Chapter 3 is used

as the initial design. GA or PSO technique is used in the optimisation procedures. Ini-

tially, the objective function (minimum structural weight), design variables and design

constraints are de�ned. In this case, the design variables are the lamination parame-

ters and panel thickness. The structural and aeroelastic performances are set as the

design constraints. For each set of design variables, the wing model is evaluated for set

constraint/constraints using MSc. Nastran's solver. The outcomes are then fed into

the optimisation algorithm. The process is repeated until convergence is achieved. The

underlying concepts of GA and PSO are presented in next section.

Initial Design

+

Modelling Structural
and Aerodynamics

Objective function,
design constraints and

design variables de�nition. Optimisation
algorithm;
GA/PSO

Finite
Element
Analysis

Satisfy
design

requirements?

Optimised design

Design variables
update

YES

NO

Figure 4.1: The general �ow of the optimisation process for aeroelastic tailoring of
the composite wing.

4.2.1 Genetic Algorithm (GA)

A Genetic Algorithm is a heuristic search method for solving both constrained and un-

constrained optimisation problems based on Darwin's theory of natural selection process

that mimics biological evolution. The algorithm initiates by creating a random initial

population. The algorithm then uses the current population to produce the `children'

for the next generation. Each member of the current population are evaluated in terms

of their �tness value. The algorithm selects individuals in the current population, called
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`parents' to contribute their `genes' to their children. The individuals that have bet-

ter �tness values are selected as parents. There are three types of children in the next

generation's population:

• `Elite' children - Individuals with the best �tness value in the current generation.

• `Crossover' children - The crossover children are formed by using the vectors of a

pair of parents.

• `Mutation' children - The mutation children are formed by random changes or

mutation to a single parent.

Over successive generations, the population `advances' toward an optimal solution. The

stopping condition can be speci�ed to govern the solution's convergence. The function

tolerance can be used in which the algorithm runs until the average relative change in

the �tness function value is less than the function tolerance value.

In the current work, the design variables are continuous, which de�ned by the upper and

lower limit as well as the feasible region constraints. The upper and lower limit is set to

-1 and 1, respectively. In GA, the algorithm generates an initial population based on the

upper and lower limit. The population is checked against the feasible region constraint

such that any value (lamination parameters) outside the feasible region is considered

invalid. In MATLAB optimisation toolbox, GA optimisation tool is available and call-

ing a built-in ga function �le. The user-de�ned parameters for the optimisation such as

the generations, population size, convergence tolerance and others can be speci�ed using

gaoptimset function. Example of GA script as follows;

% GA optimisation

fun=@ObjFunction; % Define objective function

nvars = 328; % Specify numbers of design variables

lb=-1; % Lower bound of design variables

ub=1; % Upper bound of design variables

% Option definition

options = gaoptimset(`Generations',50,`PopulationSize',20,...
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`StallGenLimit',20,`TolFun',1e-6,`PlotFcns',gaplotbestf,gaplotbestindiv);

[x,fval] = ga(fun,nvars,lb,ub,options)

4.2.2 Particle Swarm Optimisation (PSO)

PSO is a heuristic search method introduced by Kennedy & Eberhart [57] which is

inspired by simple analogues of collaborative behaviour and swarming in biological pop-

ulations [58]. In PSO, a population of random solution or `particles' is de�ned and each

particle is assigned with a randomised velocity. Each particle in the swarm has a memory

and capable of interacting with each other. For every iteration, the particles' position

and velocity are updated using the previous best value from each particle and swarm.

The velocity, vi and position, xi of the particles in the nth iteration are given by [186];

vi(n+ i) = wvi(n) + c1φ1d[pi(n)− xi(n)] + c2φ2d[gi(n)− xi(n)] (4.1)

and

xi(n+ 1) = xi(n) + vi(n), (4.2)

where

• pi and gi are the best position obtained from each particle and the entire population.

• φ1d and φ2d are the independent uniformly distributed random numbers. These

numbers are generated independently.

• w, c1 and c2 are the inertia factor, particle belief factor and swarm belief, respec-

tively. These factors can be either constant or variable and are de�ned by the

user.

Higher w values allow for a greater distance for the next particle's position and hence

promotes the chance to miss the near-optimum value. However, the lower w value leads

to an exhaustive search for an optimum solution. c1 and c2 can be increased throughout

the iterations, which increase the belief in swarm results.

Similar to the GA, PSO is also available from MATLAB optimisation toolbox. A built-

in function particleswarm is called to initiate PSO for optimisation procedure. User-

de�ned parameters that included a maximum number of iteration, swarm size, stopping
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criterion and others can be speci�ed using optimoptions function. An example of a

PSO script as follows

% Particle swarm optimisation (PSO)

fun=@ObjFunction; % Define objective function

nvars = 328; % Specify numbers of design variables

lb=-1; % Lower bound of design variables

ub=1; % Upper bound of design variables

% Option definition

options = optimoptions(`particleswarm',`MaxIter',50,`SwarmSize',20,...

`StallIterLimit',20,`TolFun',1e-6,`PlotFcns',@pswplotbestf);

[x,fval,eflag,output] = particleswarm(fun,nvars,lb,ub,options);

4.3 Model Description and Design Optimisation Problem

The benchmark composite wing (EBW) model presented in Chapter 3.2 (page 54) is used

as the initial design for the optimisation procedure. In the current work, only the top

skin, bottom skin and spars section are tailored for a minimum structural weight which

gives a total of 41 composite laminate panels, as depicted in Figure 3.6 (page 63).

The lamination parameter and panel thickness are chosen as the design variables. It

is assumed that the laminate panels are made of unbalanced and symmetric laminate

con�gurations. With this assumption, only nine design variables are de�ned (eight lam-

ination parameters and a laminate thickness) for each panel and a total of 369 design

variables for the entire wing model. An additional set of optimisation constraints is in-

troduced to establish the feasible region of the lamination parameter and hence ensure

convergence to the solution.

The feasible region constraints for lamination parameters used in this work are derived

from Fukunaga & Sekine [72]. To recall, the feasible region of the four in-plane and
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out-of-plane lamination parameters are given by

− 1 ≤ ξjk ≤ 1,

(ξj1)2 + (ξj3)2 ≤ 1,

2(1 + ξj2)(ξj3)2 − 4ξj1ξ
j
3ξ
j
4 + (ξj4)2 − (ξj2 − 2(ξj1)2 + 1)(1− ξj2) ≤ 0, (3.10)

where ξjk are the lamination parameters with k = 1, 2, 3, 4 and j = A,D. The above in-

equality relationships provide the feasible regions in the design space for each lamination

parameters and hence simplify the design problem.

In an actual industrial application, aeroelastic tailoring of aircraft structures focused

on minimising the structural weight while optimising the aeroelastic performance of

the structures [2]. The use of composite materials allows for better design solutions

through material tailoring and to achieve the target performance at lower structural

weight. Moreover, for a complex structural design such as aircraft's wing requires de-

tailed consideration of multiple design constraints and not limited to aeroelastic per-

formance. The structural performance of the design is equally important to obtain a

realistic aeroelastically-tailored design.

Therefore, the aeroelastic tailoring work presented in this chapter aims to minimise the

wing structural weight subjected to multiple design constraints that include structural

and aeroelastic responses. A penalty function with weighting factors are introduced

to account for various constraints in the optimisation. An optimal solution for the

optimisation is chosen based on averaging principle and `pareto front'.

The work presented in this chapter uses lamination parameters as the design variables.

However, the work only considers the unbalanced and symmetric laminates con�gura-

tion; hence, only in-plane, ξA1,2,3,4 and out-of-plane, ξD1,2,3,4 lamination parameters are

chosen as design variables rather than a full set of lamination parameters. Additionally,

all the lamination parameters considered are governed by the feasible region (inequal-

ity) relationship given by Fukunaga & Sekine [72]. The design variables are treated as

continuous parameters which allow the use of heuristic search methods such as GA and

PSO.

Both GA and PSO are used in the optimisation for the aforementioned design problems.

GA o�ers an e�cient technique but often requires a signi�cant computational e�ort to
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obtain converged solution. On the other hand, PSO o�ers better computational e�-

ciency for optimisation problems with large design spaces. Twenty populations/particles

are assigned in GA/PSO with the maximum number of generation/iteration is set to 50

to ensure convergence. The stopping criterion is con�gured such that the �tness function

of the best design did not vary for 20 repetitions. In subsequent sections, the aeroelastic

tailoring of a composite aircraft wing is presented for aeroelastic and structural con-

straints. The optimisations were conducted on a quad-core Intel Core i7-3770S-CPU @

3.10 GHz with 32 GB RAM.

4.4 Aeroelastic tailoring for �utter/divergence and gust

responses

In this section, the benchmark model of the composite wing (EBW model) as presented

in Section 3.2.1 (page 56) is optimised for minimum structural weight with �utter/diver-

gence and gust responses are treated as active design constraints. Two types of design

problems were investigated:

1. Aeroelastic tailoring to minimise the structural weight subject to �utter/diver-

gence.

2. Aeroelastic tailoring to minimise the structural weight subject to both �utter/di-

vergence and gust response.

In the �rst design problem, the wing structure is optimised to satisfy the �utter/diver-

gence requirements as given in Section 3.4.4 (page 74). In the second design problem,

the optimisation aims at minimising the structural weight with both �utter/divergence

and gust response constraints. The gust response was quanti�ed in terms of the wing

root bending moment (RBM) due to discrete `1-cosines' gust pro�le.

The model analysis (�utter and gust analysis) are performed with MSc. Nastran's

solvers. Both the GA and PSO methods are employed for the optimisation and are

available from MATLAB global optimisation toolbox.
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4.4.1 Optimisation for �utter/divergence response only

The �rst design problem aims to establish the possibility of structural weight saving from

aeroelastic tailoring with aeroelastic instability as the design criteria. The composite

wing box is optimised for minimum structural weight while satisfying the requirement for

�utter/divergence speed. The lamination parameters and the panel thickness of top skin,

bottom skin and spar panels are selected as the design variables (DV). The lamination

parameters are set to be continuous and varied between -1 to 1. In addition to that,

no more than two plies were allowed to be dropped between adjacent panels to prevent

sharp changes in thickness variation. Finally, the lower bound for panel thickness is set

to be no less than 20 plies to avoid unrealistic thickness value due to lack of structural

constraints (strength constraints).

To evaluate the e�ectiveness of the chosen optimisation method, both GA and PSO are

used to solve the design problems. A comparison study on the optimised solution and

the resulting computational expenses are studied. The benchmark wing model is used

as the initial design for the optimisation. The optimised solution was selected based on

the convergence/stopping criteria such that the �tness function value is not changing for

subsequent 20 iterations or the di�erence in �tness function value is less than 10−6.

The aeroelastic behaviours of the composite wing box are evaluated in terms of the

�utter/divergence occurrence at each iteration. The frequency matching, `p-k' matched-

method (PKNL method inMSc. Nastran's SOL 145: Flutter analysis) is used to predict

the �utter/divergence speed of the wing model. The frequencies and the damping output

as a function of airspeed and relative model amplitude were extracted from the analysis

and used to predict the �utter/divergence points. A total of 12 modes are predicted in

the model analysis to allow for mode switching.

The design optimisation problem can be described as

minimize
x

f1,obj(W (x), f1,cost(x)),

subject to: Flutter speed, Vf(x) ≥ 1.15VD

x = [ξA1 , ..., ξ
A
4 , ξ

D
1 , ..., ξ

D
4 and tpanel,1, ..., tpanel,41],

(4.4)

where
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• x is vector containing design variables.

• ξ is the lamination parameters. For each panel, there are eight lamination param-

eters chosen as the design variables. Only unbalanced and symmetrical laminates

are considered in this work.

• tpanel is the thickness of the composite laminate panels. A total of 41 panels are

considered in this work; 11 top skin panels, 11 bottom skin panels and 19 spar

panels.

• The �utter speed, Vf is calculated from conventional V − g plot, assuming Mach

0.82 and �ight dive velocity, VD at 10000m. Vf is assumed to be the lowest of 12

values (from 12 modes) at which the damping factor equals zero.

Additional constraints for the feasibility region of lamination parameters as given in Eqn.

(3.10) were included in the optimisation procedures. The ply drops constraint is enforced

in the optimisation algorithm such that the thickness reduction for the adjacent panel is

limited to 2× tply.

The objective function in Eqn. (4.4) is formulated as a function of structural weight

(skins and spars) and the cost function, f1,cost such that

f1,obj =
W (x)

Wbenchmark
+ f1,cost(x), (4.5)

where W and Wbenchmark are the structural weight of the current design and the bench-

mark model, respectively. Note that the components of Eqn. (4.5) are equally weighted

in order to obtain an optimised design with minimum structural weight at optimum �ut-

ter speed. The cost function, fcost,1 is introduced to account for the �utter/divergence

constraint contribution on the overall objective function and formulated as

f1,cost =
∣∣∣Vf − Vf,Design

Vf,Design

∣∣∣, (4.6)

where the subscript `Design' denotes allowable or desired value for the �utter speed.

Table 4.1 provides a summary of the deterministic optimised design for the �utter/diver-

gence constraint only. The itemised structural weight of the composite panels was given

for comparison with the benchmark model. The results are normalised with the bench-

mark data due to the design con�dentiality. In general, the optimised designs obtained
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are much lighter in comparison with the benchmark model. A 42.5% weight saving was

accounted from the optimised model obtained from GA, and a 48.9% reduction was ob-

tained from PSO. For GA's optimised solutions, the highest weight saving of 47.2% is

obtained from Spar 3 panel. The top and bottom skin panels contributed to percentage

weight saving of 42.2% and 45.2%, respectively.

Table 4.1: Deterministic optimised design for �utter/divergence constraint using GA
and PSO method.

Items Benchmark GA % di�erence PSO % di�erence

Flutter speed, Vf/Vf,Design 1.5600 1.0000 0.0 1.0000 0.0
Structural weight, W/WBenchmark

Top skin 0.4033 0.2332 42.2 0.2091 48.2
Bottom skin 0.4050 0.2220 45.2 0.2099 48.2
Spar 1 0.0959 0.0544 43.3 0.0463 51.7
Spar 2 0.0746 0.0538 27.9 0.0359 51.9
Spar 3 0.0212 0.0112 47.2 0.0097 54.2
Total 1.0000 0.5746 42.5 0.5109 48.9

No. of runs - 780 - 460 -

Table 4.2: The extension-shear coupling terms (A16 and A26) and bending-twisting
coupling terms (D16 and D26) deduced from the optimised model and
benchmark EBW model for top skins panels.

Top skin panels

Benchmark EBW model Optimised Model

A16 A26 D16 D26 A16 A26 D16 D26

(N/m) (N/m) (N.m) (N.m) (107 N/m) (107 N/m) (N.m) (N.m)

Panel 1 0 0 -255.12 291.29 -3.95 -8.71 -45.76 -95.60
Panel 2 0 0 446.53 474.65 1.80 -2.95 -88.35 -24.67
Panel 3 0 0 -216.08 100.00 -0.48 0.55 -66.76 -18.39
Panel 4 0 0 151.38 341.50 -0.98 -2.28 -46.05 -12.74
Panel 5 0 0 -240.60 -98.80 4.01 0.21 -19.98 -47.04
Panel 6 0 0 -14.62 21.46 -6.44 -2.43 -4.28 -1.26
Panel 7 0 0 -18.86 -39.66 -3.97 -1.38 -22.10 -7.77
Panel 8 0 0 2.30 5.67 3.43 2.65 13.76 10.62
Panel 9 0 0 26.90 -557.93 -3.42 2.52 -43.51 -39.03
Panel 10 0 0 -695.53 -443.14 25.30 4.00 -46.09 -95.27
Panel 11 0 0 246.37 479.97 -5.30 -1.74 -23.36 -30.51

Moreover, the total percentage weight-saving obtained from PSO's optimised design is

48.9% which is 6.4% di�er to GA's optimised design. The highest weight saving of 54.2%

is obtained from Spar 3 panel. Furthermore, the structural weight of the optimised top

and bottom skin panels are 48.2% lighter than the benchmark model. In terms of the

computational time, PSO is more e�cient as compared to the GA for the current design

problem. Note that the same convergence/stopping criterion is used for both methods.

The total iteration runs required to achieve the convergence for the PSO is 460 runs
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Table 4.3: The extension-shear coupling terms (A16 and A26) and bending-twisting
coupling terms (D16 and D26) deduced from the optimised model and
benchmark EBW model for bottom skins panels.

Bottom skin panels

Benchmark EBW model Optimised Model

A16 A26 D16 D26 A16 A26 D16 D26

(N/m) (N/m) (N.m) (N.m) (107 N/m) (107 N/m) (N.m) (N.m)

Panel 1 0 0 -1153.11 -428.64 -4.29 -8.38 24.65 88.44
Panel 2 0 0 -314.95 -738.21 -9.08 -3.14 31.88 -21.20
Panel 3 0 0 -321.23 -560.33 -3.09 -6.74 -27.62 20.74
Panel 4 0 0 220.43 57.33 2.76 5.34 16.29 41.61
Panel 5 0 0 -209.74 -57.59 -7.44 -2.69 -9.85 -11.51
Panel 6 0 0 -16.30 13.40 -2.77 -6.10 -18.13 -25.40
Panel 7 0 0 -35.93 -10.55 -4.20 -0.63 8.43 7.79
Panel 8 0 0 -5.87 -8.19 -2.26 -4.29 -2.21 1.36
Panel 9 0 0 -553.95 -81.12 -4.92 -7.57 41.37 65.19
Panel 10 0 0 519.06 80.52 0.64 -3.49 -78.78 -33.61
Panel 11 0 0 145.09 -210.77 -2.56 -3.28 -51.06 -49.58

Table 4.4: The extension-shear coupling terms (A16 and A26) and bending-twisting
coupling terms (D16 and D26) deduced from the optimised model and
benchmark EBW model for Spar 1 panels.

Spar 1 panels

Benchmark EBW model Optimised Model

A16 A26 D16 D26 A16 A26 D16 D26

(N/m) (N/m) (N.m) (N.m) (107 N/m) (107 N/m) (N.m) (N.m)

Panel 1 0 0 -883.76 -95.44 -5.25 -7.41 64.69 13.87
Panel 2 0 0 360.41 -140.10 0.23 -4.52 -20.49 43.52
Panel 3 0 0 -678.22 -180.66 3.67 0.004 -72.34 -30.71
Panel 4 0 0 -352.96 13.79 0.78 4.67 -50.92 -19.49
Panel 5 0 0 -185.09 -328.12 0.23 4.89 -17.10 -41.13
Panel 6 0 0 52.05 194.46 0.29 4.44 -26.74 -13.15
Panel 7 0 0 -56.34 -40.53 2.16 2.84 15.11 6.64
Panel 8 0 0 -46.39 -29.46 1.77 4.31 -8.38 5.95

as opposed to the GA, which requires 780 runs. The �utter speed for both optimised

designs are closed to Vf,Design (less than 0.0001% di�erence) which is the only active

design constraint for this problem. From the 12 modes predicted in the analysis, �utter

is the critical mode of failure whereas divergence was observed at higher airspeeds.

Tables 4.2 to 4.6 provide the comparison between the optimised model and the bench-

mark EBW model in terms of the extension-shear (A16 and A26) and bending-twisting

coupling (D16 and D26) parameters. For each laminate panels, the resultant lamination

parameters are translated into the sti�ness matrix components (Aij and Dij) to provide

a meaningful comparison. Since the EBW model is made up from quasi-isotropic lami-

nates, the extension-shear coupling terms (A16 and A26) are zero. However, in this work,
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Table 4.5: The extension-shear coupling terms (A16 and A26) and bending-twisting
coupling terms (D16 and D26) deduced from the optimised model and
benchmark EBW model for Spar 2 panels.

Spar 2 panels

Benchmark EBW model Optimised Model

A16 A26 D16 D26 A16 A26 D16 D26

(N/m) (N/m) (N.m) (N.m) (107 N/m) (107 N/m) (N.m) (N.m)

Panel 1 0 0 392.28 972.25 -6.82 -0.93 20.95 87.30
Panel 2 0 0 233.19 822.42 -5.41 -2.83 -72.92 -6.88
Panel 3 0 0 -773.43 -304.04 -8.20 -2.92 27.32 39.94
Panel 4 0 0 132.59 330.58 5.27 2.84 36.67 17.19
Panel 5 0 0 -233.09 0.05 0.11 3.14 -52.17 -20.21
Panel 6 0 0 -137.87 -128.53 -4.17 -4.01 -10.09 -28.29
Panel 7 0 0 -94.51 -72.09 -0.28 -3.13 -9.29 0.00
Panel 8 0 0 -16.50 23.57 -3.23 -3.54 16.80 5.34

Table 4.6: The extension-shear coupling terms (A16 and A26) and bending-twisting
coupling terms (D16 and D26) deduced from the optimised model and
benchmark EBW model for Spar 3 panels.

Spar 3 panels

Benchmark EBW model Optimised Model

A16 A26 D16 D26 A16 A26 D16 D26

(N/m) (N/m) (N.m) (N.m) (107 N/m) (107 N/m) (N.m) (N.m)

Panel 1 0 0 -457.27 225.27 1.35 -2.55 -98.10 -31.75
Panel 2 0 0 470.35 65.44 2.43 1.75 -97.25 -31.97
Panel 3 0 0 573.76 227.07 -7.48 -3.92 -6.30 8.04

the optimisation procedures opted for unbalanced and symmetric laminates, which re-

sults in non-zero A16 and A26. The presence of extension-shear coupling in the laminate,

allowing the laminate panels to shear and elongate under normal and twist forces.

Additionally, due to a balanced laminate, the existence of bending and twist moment

cause the twist of the laminate and in-plane curvatures. In combination, the presence of

these coupling parameters causing the structures to bend and twist due to the moment

forces in the structures (weight) and shear as well as elongation due to the aerodynamic

forces. However, the comparison of the bending-twisting parameters (D16 and D26) of

the optimised design with the EBW model shows reduction in the magnitude which

suggests that optimised structure is sti�er which helps to resist the bending and twist

deformation and hence reduce the �utter speed, Vf closer to the set target value in the

optimisation procedure such that Vf = 1.15VD.

Figure 4.2 provides the thickness variation plots of the optimised top skin, bottom skin
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and spar panels obtained using GA and PSO method. Figure 4.2(a) compares the thick-

ness of the top skin panel for the benchmark model and the optimised design. The

optimised designs have thinner panel sections compared to the benchmark model which

leads to a lower structural weight. The thickest panel was obtained at the root section

and allowed to drop across the wingspan for better weight distributions and to maintain

ply contiguity. The bottom skin and the spar panels show similar thickness variation as

the top skin panel.
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Figure 4.2: Panel thickness of the deterministic optimised design (�utter/divergence
constraint only) obtained from GA and PSO; (a) Top skin panels, (b)
Bottom skin panels and (c) Spar panels.

The e�ciency of PSO over GA is evidenced in the plots as PSO is capable of solving the

design problem with smaller thickness values as compared to the GA without violating

the design constraints. These �ndings are due to multiple design solutions available in the

design problem, and the PSO is capable of selecting the best design solution with fewer

iteration steps. Given that the nature of the design variables is continuous in current

problem, PSO shows good promise and is more e�cient in solving design problems with
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large design spaces. Henceforth, the PSO optimised design can be regarded as the best

solution for deterministic �utter design problem.

4.4.2 Optimisation for �utter and gust responses

The second design problem aims to establish the possibility of structural weight sav-

ing from aeroelastic tailoring in the presence of multiple aeroelastic design constraints;

�utter/divergence and gust response. In the previous problem, a total weight saving of

48.9% was achieved with �utter/divergence as the only active design constraint. In re-

ality, the optimisation of any aircraft structure involves consideration of multiple design

constraints which require multi-constraints or a multi-objective optimisation process.

The inclusion of multiple design constraints often increases the complexity of the de-

sign problem, hence requiring an e�ective and e�cient optimisation approach to obtain

reliable solutions.

Herein, the benchmark wing model is optimised for minimum structural weight subjected

to �utter/divergence and gust response constraints. The response due to the gust is

measured in terms of minimum strain energy governed by the wing root bending moment

induced against discrete gust load as proposed by [47]. The discrete gust is idealised as

`1-cosines' gust pro�le given by the expression in Eqn. (3.31) (page 79).

The aeroelastic response for �utter/divergence is evaluated using frequency matching,

`p-k' matched-method (PKNL method in MSc. Nastran's SOL 145. The frequency and

damping output from the analysis are post-processed to determine the �utter/divergence

speed. The mode switching behaviour was monitored by acquiring the �rst 12 modes in

the model analysis.

The wing box dynamic aeroelastic response to discrete gust was performed usingMSc. Nas-

tran's SOL 146: Dynamic Aeroelastic Analysis. The gust velocity variation over time

for di�erent gust wavelengths are input in SOL 146 as load-frequency table (TLOAD1 and

TABLED1). The gust wavelength are selected between 18 m to 214 m to represent the

range of critical gust wavelength [1]. The set of frequencies used to obtain the frequency

response solutions are de�ned with FREQ1 input command. The time step intervals for

the transient responses are de�ned using TSTEP input command. For this study, the time

step response is eight seconds. The reference gust velocity, Uref of 17.07 ms−1 at sea level
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is used in the gust analysis. The relative gust design velocity, wgo and the frequency

data at di�erent gust length were given in Table 3.5 (page 79). Figure 4.3 provides the

variation of gust velocity as function of time evaluated at reference gust velocity, Uref of

17.07 ms−1 (at sea level).
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Figure 4.3: The plot of gust velocity variation against time evaluated at reference
gust velocity, Uref of 17.07 ms−1 at sea level.

The second design problem can be formulated as

minimize
x

f2,obj(W (x), f2,cost(x)),

subject to: Flutter speed, Vf(x) ≥ 1.15VD,

Wing Root Bending Moment, max(RBM(x, Lg)) ≤ max(RBMBenchmark(Lg)),

x = [ξA1 , ..., ξ
A
4 , ξ

D
1 , ..., ξ

D
4 and tpanel,1, ..., tpanel,41],

(4.7)

where

• x is a vector containing the design variables.

• ξ is the lamination parameters. For each panel, there are eight lamination param-

eters chosen as the design variables. Only unbalanced and symmetrical laminates

are considered in this work.

• tpanel is the thickness of the composite laminate panels. A total of 41 panels are

considered in this work; 11 top skin panels, 11 bottom skin panels and 19 spar

panels.
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• The �utter speed, Vf is calculated from conventional V − g plot, assuming Mach

0.82 and �ight dive velocity, VD at 10000m. Vf is assumed to be the lowest of 12

values (from 12 modes) at which the damping factor equals zero.

• For gust response constraint, six di�erent values of gust wavelength, Lg are used

to determine the maximum RBM . The values are given in Table 3.5 (page 79).

The objective function in Eqn. (4.7) is given as

f2,obj =
W (x)

WBenchmark
+ f2,cost(x), (4.8)

where W is the wing structural weight (skins and spars only); f2,cost is a cost penalty

function introduced to account for aeroelastic constraints violation as

f2,cost = wf ×
∣∣∣Vf − Vf,Design

Vf,Design

∣∣∣+ wg ×
∣∣∣ RBM

RBMBenchmark

∣∣∣, (4.9)

and where

wconstr = {wconstri ∈ [0, 1] :
∑

constri

= 1, constri ∈ {f, g}} (4.10)

is the set of weighting coe�cients for �utter and gust response constraints. By variation

of the weighting coe�cients, a Pareto front of the optimised solution can be obtained.

The weighting coe�cients for �utter and gust are given in Table 4.7.

Table 4.7: The values of the weighting factor speci�ed in the optimisation
procedures to obtain minimum structural weight subjected to �utter and
gust design constraints.

Run Weighting factors

ID wf wg

1 1.000 0.000
2 0.900 0.100
3 0.800 0.200
4 0.700 0.300
5 0.600 0.400
6 0.500 0.500
7 0.400 0.600
8 0.300 0.700
9 0.200 0.800
10 0.100 0.900
11 0.000 1.000

The overall best deterministic design solution is chosen as the best Pareto point according

to the averaging principle proposed in Ref. [187]. The best Pareto point is deduced by
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minimising the expression (|Σ− 1|), where

Σ = a1
W

Wmin
+ a2

Vf
Vf,max

+ a3
RBM

RBMmin
, (4.11)

and

• The subscript `min' and `max' denote the minimum and maximum values obtained

for �utter and gust constraints from all possible weighting combinations.

• a1, a2 and a3 are the constant parameters and the sum is equal to 1.

Equation (4.11) is used to determine the best Pareto solution out of possible optimised de-

signs (at di�erent weighting factors) obtained from the optimisation. The equation is cal-

culated using the output response of the possible optimised design (i.e. post-processing)

and not directly incorporated into the optimisation algorithm. The intention is to obtain

an ideal design with optimum wing's responses. For example, from Eqn. (4.11), the best

optimum Pareto solution is selected when |Σ−1| is at minimum, such that a design with

minimum weight, maximum �utter speed and the minimum wing root bending moment

is attained. The denominators of every component in the equation are deduced from the

responses of all possible optimised design solutions.

The design variables consist of lamination parameters (ξA1,2,3,4 and ξD1,2,3,4) and panel

thickness of skins and spars. The lamination parameters are varied between -1 to 1 and

governed by the feasible region constraints as in Eqn. (4.3). The lower bound for the

panel thickness is set to be 20 plies as in Section 4.4.1 (page 99). Finally, a contiguity

constraint is included in the optimisation algorithm to ensure no more than two plies were

allowed to be dropped between adjacent panels to prevent unnecessary sharp changes in

thickness variations.

The current design problem was solved using GA and PSO. For results convergence, 20

populations/particles and a maximum number of generation/iteration of 50 was speci�ed

in the optimisation procedures. Similar convergence criteria as in Section 4.4.1 (page 99)

was de�ned in the optimisation.

Table 4.8 provides a summary of the structural weight and the responses for the optimised

design for di�erent combinations of the weighting factors. The weighting factors are

assigned such that the sum of each factor equals unity. The contribution of the design
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constraints on the optimised solution can be assessed based on the weighting of each

constraint. For example, if wf = 1, the optimised solution is contributed only by the

�utter constraint.

Table 4.8: The deterministic optimised solutions for design problem subjected to
�utter and wing root bending moment constraints. GA and PSO
algorithms are used for optimisation procedures.

Run GA PSO

ID
W

WBenchmark

Vf
Vf,Design

RBM
RBMBenchmark

|Σ− 1| W
WBenchmark

Vf
Vf,Design

RBM
RBMBenchmark

|Σ− 1|

1 0.918 1.033 0.415 0.655 0.588 1.000 0.119 0.468
2 0.918 1.034 0.293 0.396 0.588 1.001 0.071 0.142
3 0.932 1.044 0.257 0.329 0.588 1.000 0.079 0.196
4 0.679 1.026 0.165 0.005 0.588 1.000 0.063 0.087
5 0.679 1.026 0.164 0.003 0.588 1.002 0.053 0.020
6 0.679 1.026 0.164 0.003 0.588 1.000 0.057 0.047
7 0.679 1.026 0.164 0.003 0.588 1.001 0.062 0.081
8 0.679 1.026 0.164 0.003 0.588 1.000 0.052 0.013
9 0.679 1.026 0.164 0.003 0.588 1.000 0.058 0.053
10 0.679 1.026 0.164 0.003 0.588 1.003 0.050 0.000
11 0.679 1.026 0.160 0.006 0.588 1.003 0.054 0.027

Overall, in terms of the structural weight, it can be said that the optimised solutions

obtained from the second design problem are slightly heavier as compared to the de-

terministic �utter solution (Det-Vf) as given in Table 4.8. An increase of 16.81% in

structural weight was measured for GA optimised solution in comparison with determin-

istic �utter solution. It is also noticed that higher increases in the structural weight is

measured when wg ≤ 0.2 for GA solutions. A smaller increase in structural weight was

observed for PSO solution with 7.71%. The increases were expected due to additional

gust constraint in the optimisation. Despite that, the optimised designs provide a weight

saving of 32.1% for GA solution and 41.2% for PSO solution in comparison with the

benchmark model. Furthermore, it is also noticed that the weighting factors provide

no in�uence on the optimised weight in both optimisation approaches (GA and PSO).

These are thought to be due to the limit set on the minimum number of plies allowed on

each panel.

For the GA optimised solution, the lowest Vf/Vf,Design and RBM/RBMBenchmark is 1.026

and 0.160, respectively. For PSO optimised solution, the lowest Vf/Vf,Design of 1.000 is

obtained when wf = {1.0, 0.8, 0.7, 0.5, 0.3, 0.2}. The minimum RBM/RBMBenchmark

value is 0.05; obtained when wg = 0.8. The �utter speed obtained from PSO is closer

to the target design speed with 95% reduction in RBM value. Note that the benchmark
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wing model is an initial model provided by the industrial partner and not optimised.

Hence, a higher percentage of RBM reduction is expected when a comparison is made

with the benchmark model. Also, the results suggest that PSO is more e�cient than GA

due to e�ective communication between the particles and lesser function evaluation in

the algorithm, which results in less computational e�ort to obtain high-quality solutions.

The contribution of each design constraints can be e�ciently quanti�ed in the optimi-

sation using the cost function and weighting factors. Figure 4.4 provides the Pareto

front for the optimised solutions with each design constraints are plotted against the

weighting factors. It can be seen that at higher weighting factor (wf ≈ 1 or wg ≈ 1), the

response constraints determined are converged to the target design value. For example,

from Figure 4.4(a), the Vf/Vf,Design seem to converge to Vf,Design as wf ≈ 1 (GA optimised

designs). While for PSO design, the Vf/Vf,Design seem to be closed to the target design

value (Vf/Vf,Design = 1). Higher weighting factor results in a higher value of cost func-

tion (for a particular design constraint), hence lower objective function value is attained.

Similar observations can be said for the RBM, as the wg increase to unity, the RBM

values are converged to RBMmin for both GA and PSO optimised designs. Furthermore,

it can be seen that lower RBMmin is obtained from PSO in comparison to GA solutions.
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Figure 4.4: Pareto plots for (a) Flutter constraint against weighting, wf and (b)
RBM constraint against weighting, wg for optimised design obtained
from GA and PSO.

The best Pareto point for the current design problem can be determined based on the

averaging principle (Eqn. (4.11)). The best solution is deduced when the expression

|Σ− 1| is at minimum as given in Table 4.8. For GA, the best Pareto point is obtained

when wf = 0.5 and wg = 0.5 with |Σ − 1| = 0.003. For PSO, the best Pareto point is

deduced when wf = 0.1 and wg = 0.9 with |Σ − 1| = 0.000. The thickness variation
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for the optimised panels (skins and spars) are plotted against the benchmark model

and the deterministic �utter solution as shown in Figure 4.5. In general, the top skin

panel's thickness values obtained for GA optimised solution are slightly lower compared

to the deterministic �utter design. However, the top skin panel's thickness values for

PSO solution are slightly higher compared to both GA solution and the deterministic

�utter. Similar observations are remarked for the bottom skin panels. On the other

hand, the spars panel's thickness values for PSO optimised solution are lower compared

to the GA solution which results in a lower structural weight. In comparison with the

benchmark model, the panel's thickness values for the optimised solutions (GA and PSO)

are signi�cantly lower which contributed to at least 32.1% weight saving.
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Figure 4.5: Thickness variation for skins and spars of the benchmark and optimised
designs; (a) Top skin panel's thickness, (b) Bottom skin panel's
thickness and (c) Spar panel's thickness. Thickness variation for
deterministic �utter (Det-Vf) optimised design is plotted together with
current optimised design solution.
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4.5 Aeroelastic tailoring due to structural and aeroelastic

responses

In this section, the benchmark composite wing is optimised for minimum structural

weight subjected to multiple constraints that included structural and aeroelastic response

constraints. The structural constraints are evaluated in terms of the laminate strains

and buckling resistance due to static manoeuvre loads. In addition to this, the wing is

evaluated in terms of the aeroelastic instability behaviours (�utter/divergence) and wing

root bending moment response due to gust load. Two types of design cases were analysed

as follows;

1. Aeroelastic tailoring to minimise the structural weight subject to a static ma-

noeuvre load condition with structural and aeroelastic constraints (Single-point

optimisation).

2. Aeroelastic tailoring to minimise the structural weight subject to multiple static

manoeuvre load condition with structural and aeroelastic constraints (Multi-

point optimisation).

In the �rst design case, the wing structure was optimised due to a static manoeuvre

load. The structural design constraints that included strain and buckling are evaluated

as well as the �utter and RBM response. In second design case, the wing was optimised

for similar objectives and constraints; however, the structural design constraints are

evaluated subjected to multiple static load cases. The static manoeuvre loads are deduced

from various aerodynamic conditions as given in Table 3.4 (page 66).

MSc. Nastran was used for model analysis throughout the optimisation process cou-

pled with MATLAB's global optimisation toolbox for PSO method. Only the PSO

method is employed in this design problem as it has been proven to be more e�cient

than GA method in Section 4.4.2 (page 104).
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4.5.1 Design Optimisation Formulation

For both design cases described above, the optimisation problem is formulated as follows;

minimize
x

f3,obj(W (x), f3,cost(x)),

subject to: Strain Failure Index, F I(x) ≤ 1 (Max. Strain),

Buckling critical load factor, λcrit(x) ≥ 1,

Flutter speed, Vf(x) ≥ 1.15VD (VD = Design dive speed),

Wing Root Bending Moment, max(RBM(x, Lg)) ≤ max(RBMBenchmark(Lg)),

x = [ξA1 , . . . , ξ
A
4 , ξ

D
1 , . . . , ξ

D
4 , tpanel,1, . . . , tpanel,41],

(4.12)

where x and Lg are the vector containing the design variables and gust wavelength,

respectively. A total of eight lamination parameters per panel is assigned as design

variables. Only unbalanced-symmetrical laminate is considered in the optimisation. The

optimisation is performed on the top (11 panels) and bottom skin (11 panels) panels as

well as the spar panels (19 panels) of the composite wing model.

The objective function in Eqn. (4.12) is given as

f3,obj =
W (x)

WBenchmark
+ f3,cost(x), (4.13)

where W is the structural weight of the skin and spar panels; f3,cost is the cost function

introduced to account for multiple design constraints as

f3,cost = wf×
∣∣∣Vf−Vf,DesignVf,Design

∣∣∣+wg×
∣∣∣ RBM
RBMBenchmark

∣∣∣+wEIG×
∣∣∣λcrit−λDesignλDesign

∣∣∣+wFI×
∣∣∣FI−FIDesignFIDesign

∣∣∣ ,
(4.14)

and where

wconstr = {wconstri ∈ [0, 1] :
∑

constri

wconstri = 1, constri ∈ {f, g,EIG,FI}} (4.15)

is the set of weighting coe�cients relative to each of the constraints. The subscripts

`EIG', `FI' and `Design' denote the buckling, strain failure index and allowable design

values. The values of the weighting factors are chosen at random such that the sum

equals one and are given in Table 4.9. averaging principle, the best-optimised solution
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is determined as a Pareto point minimising the expression, |Σ− 1|, where

Σ = b1
W

Wmin
+ b2

Vf
Vf,max

+ b3
RBM

RBMmin
+ b4

λcrit
λcrit,min

+ b5
FI

FImax
, (4.16)

and

• The subscripts `min' and `max' denote the minimum and maximum values obtained

for each constraint for all possible weighting combination.

• b1, b2, b3, b4 and b5 is the constant parameters, each having a value of 0.2.

Equation (4.16) is calculated using the output responses from all ten possible solutions,

where the summation of all constant parameters is equal to 1. The best pareto point is

determined such that |Σ− 1| is at minimum.

Table 4.9: Weighting factors for the single point and multi-point optimisation runs.

Run Weighting factors

ID wf wg wEIG wFI

1 1.000 0.000 0.000 0.000
2 0.000 1.000 0.000 0.000
3 0.000 0.000 1.000 0.000
4 0.000 0.000 0.000 1.000
5 0.250 0.250 0.250 0.250
6 0.500 0.250 0.125 0.125
7 0.250 0.500 0.125 0.125
8 0.250 0.125 0.125 0.500
9 0.125 0.250 0.500 0.125
10 0.100 0.300 0.300 0.300

4.5.1.1 Structural responses

The structural responses of the composite wings are measured in terms of the laminate

strain and buckling resistance. The laminate strain and the critical buckling load factor of

the skins and spars panels are evaluated when subjected to static manoeuvre loads. The

static load distributions are obtained from the static aeroelastic analysis (see Section 3.4.2

(page 66)) and are included in the model as nodal forces. The strength performance of the

composite panels is evaluated in terms of the maximum and minimum strain limit. The

strain failure index is introduced to quantify the strength performance by not exceeding
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a set allowable value and formulated as

FIstrain = max
( εmin
εmin,allowable

,
εmax

εmax,allowable
,

γmin
γmin,allowable

,
γmax

γmax,allowable

)
, (4.17)

where εmin and εmax are the principle strains for laminate under compression and tension,

respectively. The allowable values are set to εmin,allowable = −5900µε and εmax,allowable =

7100µε. The shear strains limit is de�ned in terms of maximum and minimum shear

strains, with allowable values set to γmin,allowable = −4500µε and γmax,allowable = 4500µε.

The upper boundary for FI is set as 1.0.

The buckling performance is evaluated in terms of the critical buckling load factor, λcrit.

The wing composite structure is optimised such that λcrit > 1 to prevent the structure

from buckling. Ten buckling modes are computed to account for mode switching. The

strength and buckling analyses are performed in MSc. Nastran's SOL 105.

4.5.1.2 Aeroelastic behaviour

The aeroelastic stability of the composite wing is evaluated using MSc. Nastran's

SOL 145, which employs the frequency matching, `p-k' matched-method to predict the

�utter/divergence speed. The analysis is performed assuming Mach 0.82 and the �ight

dive velocity, VD at 10000m. The structural frequencies, as well as the modal amplitudes

and damping, are obtained from the analysis as a function of airspeed. The �utter speed

at each mode is determined from the V −g plot at which the damping becomes negative.

A total of 12 modes are considered to ensure adequate representation of the aeroelastic

behaviour. Further details on the �utter analysis can be found in Section 3.4.4 (page

74).

The wing aeroelastic response to the atmospheric turbulence, idealised as discrete `1-

cosines' gust is evaluated in terms of the wing root bending moment (RBM). The gust

wavelength, reference gust velocity and other parameters are previously de�ned in Sec-

tion 4.4 (page 98).
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4.5.1.3 Single-point optimisation

In the single-point optimisation approach, the reference jet aircraft (benchmark model) is

optimised for minimum structural weight subjected to a static manoeuvre load case with

multiple design constraints that included strain, buckling, aeroelastic stability and gust

response. The aim of the study is to solve for a realistic optimised design by considering

a single load case - single-point optimisation approach. The current practice in design

process for aeroelastically-tailored wing structures involves consideration of multiple load

cases which often computationally expensive. In this work, the method is thought to be

su�cient in order to provide a realistic preliminary design for aircraft wing structure.

The load case is chosen from �ve static manoeuvre load condition provided by the in-

dustrial partner. Table 4.10 provides the parameters for the load condition employed in

current analysis. The aerodynamic load distribution is obtained from the static aeroe-

lastic analysis, and it is used as nodal forces for strength and buckling analysis.

Table 4.10: The parameters for the static manoeuvre condition. The load
distributions obtained from the static aeroelastic analysis is used in the
single-point optimisation procedure.

Parameters Values Parameters Values

Mach no. 0.82 Dynamic pressure, PD (Pa) 13038
Altitude, H (m) 10000 Acceleration, nz (g) 2.5
Equivalent airspeed, EAS (ms−1) 146 Mass Fuel

4.5.1.4 Multi-point optimisation

In the multi-point optimisation approach, the benchmark model is optimised for mini-

mum structural weight subjected to multiple static manoeuvre loads with structural and

aeroelastic design constraints. The case study aims to provide an alternative method

and design solution for multi-constraints optimisation approach.

In this study, the design solution is obtained whilst satisfying all the design constraints at

di�erent load cases. Five di�erent load cases are considered with di�erent Mach number,

�ight altitude, fuel mass and acceleration. The load cases details are given in Table

3.4 (page 66). The same design constraints as in single-point optimisation method were

used in this case study in order to obtain a meaningful comparison from the optimised

designs.
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4.5.2 Single-point vs. Multi-point optimisation

In Section 4.4.2 (page 104), it has been established that a signi�cant structural weight

saving is achieved via aeroelastic tailoring with aeroelastic design constraints. In addi-

tion to that, the wing root bending moment due to gust was minimised for the optimised

design solution. Herein, the structural design constraint is added to the previous design

problem. The aim is to obtain an optimised design with both structural and aeroelastic

constraints satis�ed. Two methods are introduced; Single-point and Multi-point optimi-

sation approach. In the Single-point method, the wing is optimised subjected to a static

manoeuvre load case while in latter method, the wing is optimised subject to multiple

static manoeuvre load cases.

Table 4.11 and 4.12 summarised the results obtained from both optimisation procedures.

The structural weight and the response constraint are tabulated together with |Σ − 1|
values. A total of ten optimisation runs are performed for each method with a di�erent

combination of weighting factors, wi which are chosen at random. For the Single-point

method, the lowest structural weight, W/WBenchmark is 0.620, obtained from RUN 7

with wf = 0.25, wg = 0.5, wEIG = 0.125 and wFI = 0.125. In comparison with the best-

optimised design for multiple aerelastic constraints, an increase of 5.44% is observed in

terms of the structural weight due to the additional structural design constraints.

Table 4.11: The deterministic optimised solution obtained with Single-point
method. Particle Swarm Optimisation (PSO) algorithm is used for the
optimisation procedures.

Run Responses

ID W
WBenchmark

Vf
Vf,Design

RBM
RBMBenchmark

FI λcrit |Σ− 1|

1 0.651 1.015 0.250 0.575 1.017 0.312
2 0.733 1.024 0.079 0.817 1.125 0.120
3 0.713 1.001 0.471 0.649 1.002 0.949
4 0.774 1.042 0.107 0.995 1.056 0.038
5 0.679 1.001 0.071 0.919 1.001 0.189
6 0.641 1.021 0.107 0.977 1.023 0.092
7 0.620 1.011 0.082 0.896 1.001 0.176
8 0.725 1.045 0.293 1.000 1.203 0.500
9 0.689 1.009 0.091 0.789 1.079 0.113
10 0.652 1.030 0.196 0.853 1.007 0.161

For the Multi-point method, the lowest structural weight, W/WBenchmark of 0.632 is

obtained from RUN 7 with weighting factors; wf = 0.25, wg = 0.5, wEIG = 0.125 and

wFI = 0.125. It is noticed that there is a slight increase in the lowest structural weight
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Table 4.12: The deterministic optimised solution obtained with Multi-point method.
Particle Swarm Optimisation (PSO) algorithm is used for the
optimisation procedures.

Run Responses

ID W
WBenchmark

Vf
Vf,Design

RBM
RBMBenchmark

FI λcrit |Σ− 1|

1 0.651 1.016 0.247 0.598 1.014 0.459
2 0.733 1.022 0.178 0.821 1.114 0.344
3 0.713 1.001 0.512 0.641 1.005 1.273
4 0.798 1.055 0.068 0.957 1.164 0.080
5 0.671 1.018 0.325 0.990 1.041 0.782
6 0.649 1.023 0.108 0.996 1.053 0.132
7 0.632 1.014 0.091 0.946 1.001 0.054
8 0.672 1.035 0.259 0.914 1.194 0.604
9 0.795 1.014 0.278 0.805 1.005 0.636
10 0.856 1.041 0.067 0.995 1.030 0.074

in comparison to Single-point solution. This is due to the presence of multiple load cases

which leads to a di�erent design solution. Moreover, the results suggest that the design

solution obtained from Single-point method might not be feasible as the analysis only

consider a single manoeuvre load case, whereas, in reality, the aircraft wing is subjected

to multiple load conditions. However, the optimised design obtained from Single-point

method can be used as a preliminary design solution.

The distribution of the structural weight against each design constraints is plotted in

Figure 4.6. For all design constraints, the lowest structural weight is obtained from the

Single-point method. In addition to that, it is observed that a higher �utter speed can be

obtained but with additional weight penalty as to increase the rigidity of the structure

as shown in Figure 4.6(a). The �utter speed for all the optimum designs are less than

1.06Vf,Design. The RBM values obtained from lightest design solutions (Single-point and

Multi-point) are below 0.1, which is 90% reduction from the benchmark model. Similarly,

for buckling constraint, the critical load factor, λcrit > 1 is obtained for both solutions.

Conversely, the analysis on the resultant FI values for the optimised design suggested

that most of the design points show higher FI value due to the optimum panel thickness

and the ply con�gurations of the optimised solution.

The contribution of each of the design constraints on the optimised solutions is evaluated

with the use of weighting factors, wi in the cost function as in Eqn. (4.14) (page 113). The

e�ectiveness of the approach is evidenced such that the optimum response constraint is

obtained when wi of particular constraints (i = {f,g,EIG,FI}) is dominant. For example,

consider the FI responses of the Single-point's optimised solution given in Table 4.11,
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Figure 4.6: The plots of structural weight, W/WBenchmark against design
constraints; (a)Structural weight, W/WBenchmark vs. Flutter speed,
Vf/Vf,Design, (b)Structural weight, W/WBenchmark vs. Wing root bending
moment, RBM/RBMBenchmark, (c) Structural weight, W/WBenchmark

vs. Strain Failure Index, FI and (d) Structural weight, W/WBenchmark

vs. Buckling Critical Load Factor, λcrit.

from RUN 8, weighting factors of wf = 0.25, wg = 0.125, wEIG = 0.125 and wFI = 0.5

results in optimised design with FI value equalled to FIDesign (FIDesign=1).

The distribution of the constraints responses against the weighting factors is plotted in

the form of Pareto front as depicted in Figure 4.7. A clear convergence pattern can be

seen from the RBM , FI and λcrit plots where the Pareto points seem to converge to the

target design value when wi is increased to one. For the �utter response, the convergence

pattern is not evidence despite the increase in wf value. This �nding is due to the small

di�erence in the �utter speed value obtained from all combination of weighting factors.

The best-optimised design for Single-point and Multi-point methods are selected based

on the averaging principle given in Eqn. (4.16) (page 113). The best design is chosen

with a minimum |Σ − 1| calculated from all possible optimised design solutions. For
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Figure 4.7: The pareto plots for (a) Flutter constraint against weighting factors, wf,
(b) Wing root bending moment, RBM constraint against weighting
factors, wg, (c) Strain constraint against weighting factors, wFI and (d)
Buckling constraint against weighting factors, wEIG.

the Single-point method, the best deterministic optimum is obtained from RUN 4 with

|Σ − 1| = 0.038 and weighting factors of wf = 0.00, wg = 0.00, wEIG = 0.00 and wFI =

1.00. The constraints values obtained are W/WBenchmark = 0.774, Vf/Vf,Design = 1.042,

RBM/RBMBenchmark = 0.107, FI = 0.995 and λcrit = 1.056.

The best optimum design for Multi-point method is obtained from RUN 7 with |Σ−1| =
0.054. The constraints values obtained for the optimum solution are W/WBenchmark =

0.632, Vf/Vf,Design = 1.014, RBM/RBMBenchmark = 0.091, FI = 0.946 and λcrit = 1.001.

It is noticed that there are slight di�erences in the structural weight and the response

constraints values between Single-point and Multiple=point optimum design. Higher

structural weight and RBM values are observed for the best Multiple-point optimum

design. For the structural constraint, higher FI value is obtained for the best Multiple-

point optimum design, hence suggests that the design is subjected to maximum strain

as results from multiple loading conditions.
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Figure 4.8: The lamination parameters (ξA1 , ξ
A
2 and ξA3 ) distribution obtained from

the Single-point and Multi-point optimised design. The feasible regions
for lamination parameters are plotted for comparison.
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Figure 4.9: The lamination parameters (ξD1 , ξ
D
2 and ξD3 ) distribution obtained from

the Single-point and Multi-point optimised design. The feasible regions
for lamination parameters are plotted for comparison.

Figures 4.8 and 4.9 provide the distributions of the lamination parameters obtained

from the Single-point and Multi-point best optimum design. In general, the resulting

lamination parameters are within the feasible regions speci�ed in the optimisation pro-

cedures. There is a small di�erence in the lamination parameters when a comparison is

made between the single and multi-point design. In the Multi-point method, the algo-

rithm seeks for alternative solutions for the design but within the set feasible regions.

Further calculation on the coupling parameters; A16, A26, D16 and D26 show that the

bend-twist coupling parameters increased going from Single-point to Multi-point design.

The increase results in higher structural bending sti�ness to resist bending and twisting
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deformation, which evidenced in the higher �utter speed value for Multi-point design.

However, it is noticed form the lamination parameter distribution that there is a sig-

ni�cant gap between the possible solution (feasible region) and the optimised solution.

This is thought due to continuous nature of the design variables, where the optimisation

algorithm seeks for any combination of lamination parameters. The design solutions

can be improved using a prede�ned stacking sequence governed by discrete lamination

parameters which are not considered in the present work.

The strain distribution for both best optimum designs are shown in Figure 4.10 and

4.11. For the Single-point optimised design, high strain distribution was observed at

the bottom skin with the maximum value obtained at the kink section of the wing (at

the trailing edge close to engine-pylon attachment). A similar observation is noted for

the Multiple-point optimised design. High strain distribution was observed at the kink

section due to high load concentration from the engine and the pylon components.

Top skin

Spar

Bottom skin

Figure 4.10: The von Mises strain (normalised scale) distribution at the skin and
spar panels of the best-optimised design obtained from Single-point
method.

Overall, both of the optimised designs (Single and multi-point method) provide a signif-

icant structural weight saving via aeroelastic tailoring. The Multi-point design solution

provides a realistic design solution due to multiple load case has been considered in the

optimisation method. Moreover, multi-point method requires longer time to solve as op-

posed to Single-point method. Nevertheless, single-point method is preferable, provided

that a pre-established critical load case is available.
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Top skin

Spar

Bottom skin

Figure 4.11: The von Mises strain (normalised scale) distribution at the skin and
spar panels of the best-optimised design obtained from Multi-point
method.

The contribution of each design constraint are e�ectively evaluated using the weighted

cost function in the objective function, hence provide an optimum design solution which

satis�ed the structural and aeroelastic performances as well as minimum structural

weight requirement.

4.6 Summary

The following conclusions can be drawn:

1. The proposed aeroelastic tailoring procedure on a composite wing of a reference

jet aircraft provides a signi�cant structural weight saving without compromising

the structural and aeroelastic design constraints. The composite wing is subjected

to multiple static manoeuvre load cases with strength and buckling constraints as

well as �utter/divergence and wing root bending moment due to gust load.

2. In the aeroelastic tailoring study with �utter/divergence constraint, the total per-

centage weight saving (from benchmark model) of 42.5% and 48.9% are obtained

from GA and PSO's optimised design. The highest weight saving was obtained

from Spar 3 panel in both cases.
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3. PSO is more e�cient than the GA for design optimisation problem subjected to

�utter/divergence constraint. The PSO's optimised solution is obtained with less

number of iteration runs of 460 as compared to GA, which requires 780 runs. Note

that �utter is the critical mode of failure whereas divergence was observed at higher

airspeeds. Hence, the results suggest that PSO is more e�cient in solving a design

problem with large design spaces.

4. In the aeroelastic tailoring with both �utter and gust constraints, an increase of

7.71% in the structural weight is obtained from the PSO's optimised solution in

comparison with deterministic �utter solution. An increase in weight is necessary

to compensate the gust constraint in the design problem. PSO's optimised design

is 41.2% lighter than the benchmark model while GA's solution produces a weight

saving of 32.1%.

5. The contributions of multiple design constraints on the outcome of the optimisation

procedure are e�ectively measured using a weighted cost function introduced in the

objective function. The more considerable value of weighting factor for a particular

design constraint promotes the solution response towards target design value.

6. The inclusion of additional structural design constraints in the optimisation process

results in higher structural weight in comparison with optimised design with only

aeroelastic design constraints. However, a signi�cant weight saving is accounted in

comparison with the benchmark model.

7. The Single-point and Multi-point optimisation methods provide an alternative pro-

cedure to obtain an optimised design while satisfying the set design constraints.

The optimised designs obtained from both of the methods show variation in terms

of the structural weight and constraints responses. These are due to additional

static load cases in the Multi-point method. The optimised solution obtained from

Multi-point method is more realistic as it included more critical load cases in the

optimisation procedures. The Single-point method is preferable if pre-established

critical load cases are available.

8. The best-optimised design obtained from Single-point method provides a percent-

age weight saving of 38.0% in comparison with the benchmark model. The best

Multi-point's optimised design is 36.8% lighter than the benchmark model.
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9. The use of weighted cost function in the objective function enables the quanti�-

cation of all the design constraints contribution towards the optimised solution in

e�ective manner.

Finally, an aeroelastically-tailored composite wing can be obtained from the proposed

method with improved structural weight while satisfying all design constraints that in-

cluded structural and aeroelastic responses.
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Chapter 5

Uncertainty Quanti�cation on Composite

Wings

5.1 Introduction

In composite materials, uncertainty may exist through material properties, geometry and

manufacturing processes which can cause variations in the structural response. In conven-

tional deterministic aeroelastic design approaches, these uncertainties are not implicitly

accounted for and often treated in a qualitative sense by using safety margin to de�ne

the worst-case scenario. Therefore, the deterministic design approach can often lead to

conservative, overcompensating or unknowingly dangerous designs due to the inherent

uncertainty in composite materials [19]. Moreover, the method may limit the potential

gains from a novel design approach such as aeroelastic tailoring. The shortcoming of the

deterministic design approach can be addressed by directly incorporating the uncertainty

into the design process through the use of either probabilistic or non-probabilistic design

methods.

The probabilistic design approach requires uncertainty to be modelled as distribution

functions with their e�ects on the system characterised from the probabilistic distribution

of output responses. Therefore, an e�cient tool is required to quantify the uncertainty

accurately and can be used e�ciently for the probabilistic design approach. A variety of

methods, as presented in Section 2.5 (page 35), can be employed to quantify uncertainties

in composite structures. Monte Carlo Simulation (MCS) is the most common tool for

uncertainty quanti�cation but is too expensive for a probabilistic design application.

Herein, the work aims to e�ciently determine the wing's structural and aeroelastic re-

sponse variation due to uncertainties in the model parameters at minimum computational

costs. Two methods namely (1) Polynomial Chaos Expansion (PCE) method and (2)

High Dimensional Model Representation - Random Sampling (RS-HDMR) method are
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presented herein, and their e�ciency in predicting the wing's response due to uncertainty

is evaluated.

These approaches are applied on the detailed �nite element model of the EBW to pre-

dict the variation in structural and aeroelastic behaviour due to the uncertain in material

properties, ply angle and thickness. Results obtained from these approaches are com-

pared with MCS for validation. The e�ciency of the approaches for low and high dimen-

sional orders of random input parameters are explored which then used for probabilistic

design optimisation approaches.

5.2 Model Description and Analysis Methods

The work presented in this chapter employs a detailed FE composite wing model, as de-

scribed in Section 3.2.1 (page 56). The deterministic design con�guration of the model

which is obtained in Section 4.5 (Single-point method) (page 111) with equal weight-

ing coe�cient the �utter, wing root bending moment (RBM) due to gust and strength

constraints are used for the analysis.

The buckling, �utter and RBM responses are evaluated as results from material prop-

erties and composite ply thickness variations. The e�ect of individual uncertain param-

eters and their combination on the wing responses are analysed using both PCE and

RS-HDMR methods. To demonstrate the e�ectiveness of both methods, the parameter

variations are introduced via use of the coe�cient of variance (CV) [28], which is the

measure of the dispersion of the parameter. The CV is de�ned as the ratio of stan-

dard deviation to the mean of the random variable. Due to lack of published data, the

parameter variables are de�ned in terms of Gaussian distribution using di�erent CV

values.

For the work presented in this thesis, the selected random variables are the laminate ma-

terial properties that included the longitudinal Young Modulus, E11, transverse Young

Modulus, E22, shear modulus, G12 and the ply thickness, tply. These parameters are se-

lected for uncertainty quanti�cation study due to their direct contribution on the struc-

tural sti�ness via A, B and D matrices. Hence, by varying these parameters, the global

wing's responses variation can be evaluated using the purpose method. In addition to
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that, the ply thickness is included in the study, but the variation in the parameter is

treated globally.

The localised parameter variation, such as ply angle requires each of the ply angles in

the laminated wing panels to be quanti�ed individually. The proposed method, such as

PCE and RS-HDMR require a su�cient number of sampling data in order to quantify

the e�ect of uncertainty accurately. The quanti�cation of ply angle variation leads to a

more signi�cant number of random variables and hence require a more extensive number

of sampling data. Manan & Cooper [28] have done a study on the e�ect of ply angle

variation on �utter speed using a simple composite plate. Their work suggests that the

variation in individual ply angle results in signi�cant variation in the �utter speed. How-

ever, their study was performed on a simple rectangular plate consists of six composite

plies. In the current work, the e�ect of uncertainty is quanti�ed on a large scale wing

model consists of multiple panels, each with di�erent laminate con�guration. Thus, the

study on individual ply angle variation is not covered in this thesis and subject to future

work.

Other localised parameter variation such as individual ply thickness may result in lo-

calised e�ects such as local buckling in addition to the global e�ect of wing's �utter or

gust responses. In order to quantify the e�ect of localised parameter variation such as

ply angles or the individual ply thickness, a localised model is required to represent the

local area of interest and treated as a sub-model to the full model of aircraft wing. By

using a sub-model, the localised parameter variation can be modelled, and the e�ects

can be evaluated in e�cient manners. In this work, ply angle variation is included in

the uncertainty quanti�cation analysis but it has been modelled in global sense rather

than individual ply thickness variation. The study on the e�ects of localised parameter

variation is not covered in the current work.

In this work, the random variables are summarised in Table 5.1 with the coe�cient of

variations (CV) in material properties are assumed as 0.1 and 0.01 for ply thickness.

The CV values are chosen to represent the worst-case condition in properties variation.

For example, the CV value of 0.1 for the longitudinal Young Modulus, E11 represent

±30% of the properties variation. The e�ect of di�erent level of uncertain parameters

dispersion (di�erent CV value) on the wing response is assessed. The results obtained

from the proposed methods are compared with MCS for validation.
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Table 5.1: The mean and standard deviation of E11, E22, G12 and tply used in the
uncertainty quanti�cation analyses.

E11 (GPa) E22 (GPa) G12 (GPa) tply (m)

Mean, µ 148.0 10.3 5.90 1.83× 10−4

Std Dev., σ 14.8 1.03 0.59 1.83× 10−6

The �utter behaviour due to uncertain variables are assessed using MSc. Nastran's

SOL 145, which relies on the frequency matching `p-k' method to predict the �utter

speed, Vf . In Nastran, a matched �utter analysis is speci�ed (PKNL in FLUTTER input

command) with constant Mach number 0.82 at varying altitude. A total of 12 modes are

considered in the �utter analysis to account for the mode switching. The �utter speed

for each set of uncertainty parameters is determined from the damping-airspeed (V − g)
and frequency-airspeed (V − f) plots using the modal amplitude frequencies and the

damping output at di�erent airspeeds. Details on the �utter analysis using SOL 145 are

given in Section 3.4.4 (page 74).

The wing responses to discrete `1-cosine' gusts are evaluated in terms of the RBM at the

wing's root section. In the current work, the reference gust velocity, Uref of 17.07 ms−1

with the �ight speed of 253 ms−1 are speci�ed. Only one critical gust length, Lg = 216 m

is considered in the analysis. MSc. Nastran's SOL 146 is used to evaluate the wing

box dynamic aeroelastic response to discrete gust and the details on the gust analysis

are explained as per Section 3.4.5 (page 78).

The critical buckling load factors, λcrit subjected to a static manoeuvre load case and

uncertain parameter are evaluated with MSc. Nastran's SOL 105. The �rst ten buck-

ling modes are computed for each set of random parameters. Details on the buckling

analysis in SOL 105 are given in Section 3.5.2 (page 86).

5.3 Polynomial Chaos Expansion (PCE) Method

Polynomial Chaos Expansion (PCE) method uses a polynomial based stochastic space to

represent the random parameters in the system and their propagation. Norbert Weiner

[139] originally introduced the concept of Polynomial Chaos as part of homogeneous

chaos formulations. The concept was extended by Ghanem & Spanos [140] and they

proposed a simple de�nition of PCE which account for interaction of individual random
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variables and its polynomials as a convergent series in following form

u(θ) = a0Γ0 +
∞∑
1

ai1Γ1(ζi1(θ)) +
∞∑
i1=1

i1∑
i2=1

ai1i2Γ2[ζi1(θ), ζi2(θ)]+

∞∑
i1=1

i1∑
i2=1

i2∑
i3=1

ai1i2i3Γ3[ζi1(θ), ζi2(θ), ζi3(θ)] + ...

(5.1)

where {ζi1(θ)}∞1 denotes a set of independent random variables (standard Gaussian),

Γp[ζi1(θ), ..., ζip(θ)] is a set of multi-dimensional orthogonal (Hermite) polynomials of

order p, ai1, ..., aip are the deterministic expansion coe�cients and θ is the random char-

acters of the quantities involved.

Equation (5.1) is often written as

u(θ) =
∞∑
i=0

βiψi(ζ(θ)), (5.2)

where there is a one-to-one correlation between Γp[ζi1(θ), ..., ζip(θ)] and ψi(ζ(θ)) also

between βi and ai1, ..., aip where i = 1, 2, 3, ...,∞. Hence, the PCE expression with a

variable parameter can also be written as

u = β0 + β1ζ + β2(ζ2 − 1) + β3(ζ3 − 3ζ) + β4(ζ4 − 6ζ2 + 3) + ... (5.3)

The formulation of PCE depends on the type of probability distribution function (PDF)

of the uncertain variables. The above expression is formulated based on the assumption

that the random variables are Gaussian, hence Hermite Polynomials can be used to rep-

resent these variables. For standard Gaussian random variables, the output distribution

of the system is assumed to be Gaussian provided that only lower terms (β0 and β1)

are included in the PCE. If higher terms are included in the formulation, the output

responses may not be in the form of a Gaussian distribution.

The PCE formulation provides a complete polynomial basis which is orthogonal to the

PDF of the random variables and hence guarantees exponential with increasing expansion

order for Gaussian random variables [143]. For other types of random input distributions,

other orthogonal polynomials may be used such as Laguerre and Jacobi's polynomials

given in Ref. [141]. The orthogonality is de�ned such that
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ψi(ζ)ψj(ζ) =

∫
S
ψi(ζ)ψj(ζ)W (ζ)dζ = ψ2

i δij , (5.4)

where

δij =


0 if i 6= j,

1 if i 6= j.

(5.5)

W (ζ) is the weighting for the polynomials and S is the support range given in Ta-

ble 5.2 [141].

Table 5.2: Type of continuous random variables and their corresponding Askey
polynomials (Xiu & Karniadakis, 2002).

Random variables Polynomial Support Weighting

Gaussian Hermite (−∞, ∞) e−x
2

Gamma Laguerre [0, ∞] 1
Beta Jacobi [a, b] e−xxα

Uniform Legendre [a, b] (1− x)α(1 + x)β

5.3.1 n-Dimension Polynomial Chaos Expansion

The formulation for PCE models for any output responses can be de�ned for any di-

mension and polynomial order. The dimensional order of the PCE model is related to

the number of random variables. For n number of random variables, the PCE model is

derived from n-dimensional polynomial chaos. Herein, Gaussian input random variables

are assumed, and hence Hermite polynomials are used for the PCE formulation. The

n-dimensional Hermite polynomials, Γp can be expressed as [141]

Γp[ζi1(θ), ..., ζin(θ)] = (−1)pe
1
2
ζT ζ ∂p

∂ζi1(θ), ..., ∂ζin(θ)

[
e−

1
2
ζT ζ
]
, (5.6)

where {ζ} contains a vector of n-variables, i.e. {ζk}nk=1; (k = 1, 2, 3, ... , n) and p is the

order of the polynomial. For example, consider the 1-Dimensional Polynomial Chaos

model with second-order polynomial (p = 0, 1, 2), the polynomials can be determined as
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Γ0 = 1,

Γ1 = (−1)1e
1
2
ζT1 ζ1

∂

∂ζ1
e−

1
2
ζT1 ζ1 = (−1)1e

1
2
ζ21

∂

∂ζ1
e−

1
2
ζ21 = (−1)1e

1
2
ζ21 (−ζ1)(e−

1
2
ζ21 ) = ζ1,

Γ2 = (−1)2e
1
2
ζT1 ζ1

∂2

∂2ζ1
e−

1
2
ζT1 ζ1 = −e 1

2
ζ21

( ∂

∂ζ1
ζ1e
− 1

2
ζ21

)
= −e 1

2
ζ21

[
ζ1

∂

∂ζ1
e−

1
2
ζ21 + e−

1
2
ζ21

∂

∂ζ1
ζ1

]
= −e 1

2
ζ21

[
− ζ2

1e
− 1

2
ζ21 + e−

1
2
ζ21

]
= ζ2

1 − 1. (5.7)

Similarly, the calculated higher order polynomial terms are Γ3 = ζ3
1 − 3ζ1, Γ4 = ζ4

1 −
6ζ2

1 + 3, Γ5 = ζ5
1 − 10ζ3

1 + 15ζ1, and Γ6 = ζ6
1 − 15ζ4

1 + 45ζ2
1 − 15.

In a 1-D polynomial chaos model, there are no interaction terms since only one random

variable considered. For the case where there are two random variables (ζ1 and ζ2), there

will be interaction terms to capture the combined e�ects of both random variables (for

2-D polynomial chaos) on the output response of the systems. The contributions of the

interaction terms towards the overall response are likely to be minimal. Similarly, the

polynomial chaos terms up to second order (p = 0, 1, 2, 3) can be determined using Eqn.
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(5.6) where

Γ0 = 1,

Γ1(ζ1) = (−1)1e
1
2

(ζ21+ζ22 ) ∂

∂ζ1
e−

1
2

(ζ21+ζ22 ) = −e 1
2

(ζ21+ζ22 )(−ζ1)e−
1
2

(ζ21+ζ22 ) = ζ1,

Γ1(ζ2) = (−1)1e
1
2

(ζ21+ζ22 ) ∂

∂ζ2
e−

1
2

(ζ21+ζ22 ) = −e 1
2

(ζ21+ζ22 )(−ζ2)e−
1
2

(ζ21+ζ22 ) = ζ2,

Γ2(ζ1) = (−1)2e
1
2

(ζ21+ζ22 ) ∂2

∂2ζ1
e−

1
2

(ζ21+ζ22 ) = −e 1
2

(ζ21+ζ22 ) ∂

∂ζ1
ζ1e
− 1

2
(ζ21+ζ22 )

= −e 1
2

(ζ21+ζ22 )
[
ζ1

∂

∂ζ1
e−

1
2

(ζ21+ζ22 ) + e−
1
2

(ζ21+ζ22 ) ∂

∂ζ1
ζ1

]
= −e 1

2
(ζ21+ζ22 )e−

1
2

(ζ21+ζ22 )
(
− ζ2

1 + 1
)

= ζ2
1 − 1,

Γ2(ζ1, ζ2) = (−1)2e
1
2

(ζ21+ζ22 ) ∂2

∂ζ1∂ζ2
e−

1
2

(ζ21+ζ22 ) = −e 1
2

(ζ21+ζ22 ) ∂

∂ζ1
ζ2e
− 1

2
(ζ21+ζ22 )

= −e 1
2

(ζ21+ζ22 )
[
ζ2

∂

∂ζ1
e−

1
2

(ζ21+ζ22 ) + e−
1
2

(ζ21+ζ22 ) ∂

∂ζ1
ζ2

]
= −e 1

2
(ζ21+ζ22 )

[
ζ2(−ζ1)e−

1
2

(ζ21+ζ22 )
]

= ζ1ζ2,

Γ2(ζ2) = (−1)2e
1
2

(ζ21+ζ22 ) ∂2

∂2ζ2
e−

1
2

(ζ21+ζ22 ) = −e 1
2

(ζ21+ζ22 ) ∂

∂ζ2
ζ2e
− 1

2
(ζ21+ζ22 )

= −e 1
2

(ζ21+ζ22 )
[
ζ2

∂

∂ζ2
e−

1
2

(ζ21+ζ22 ) + e−
1
2

(ζ21+ζ22 ) ∂

∂ζ2
ζ2

]
= −e 1

2
(ζ21+ζ22 )

[
e−

1
2

(ζ21+ζ22 )(−ζ2
2 ) + e−

1
2

(ζ21+ζ22 )
]

= ζ2
2 − 1,

Γ3(ζ1) = ζ3
1 − 3ζ1,

Γ3(ζ1, ζ2) = ζ2(ζ2
1 − 1),

Γ3(ζ1, ζ2) = ζ1(ζ2
2 − 1),

Γ3(ζ2) = ζ3
2 − 3ζ2, (5.8)

where Γ2(ζ1, ζ2) and Γ3(ζ1, ζ2) are the interaction terms (ζ1 aand ζ2) for the polynomial

chaos. Note that there are two terms for Γ3(ζ1, ζ2) due to the di�erential order (i.e.

∂3

∂2ζ1∂ζ2
and ∂3

∂2ζ2∂ζ1
). Using the calculated polynomials, the 2-D PCE model of two

standard Gaussian inputs ζ = {ζ1, ζ2} can be formulated by multiplying each polynomial

by the unknown expansion coe�cients, βi as follows
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u1st = β0 + β1ζ1 + β2ζ2

u2nd = β0 + β1ζ1 + β2ζ2 + β3(ζ2
1 − 1) + β4ζ1ζ2 + β5(ζ2

2 − 1)

u3rd = β0 + β1ζ1 + β2ζ2 + β3(ζ2
1 − 1) + β4ζ1ζ2 + β5(ζ2

2 − 1) + β6(ζ3
1 − 3ζ1)+

β7(ζ2
1ζ2 − ζ2) + β8(ζ2

2ζ1 − ζ1) + β9(ζ3
2 − 3ζ2). (5.9)

5.3.2 Latin Hypercube Samping (LHS) Technique

The determination of unknown expansion coe�cient, βi requires a large number of data

samples to achieve global accuracy in the approximation, and this could be a major

drawback if higher dimensions of random variables are involved. Latin Hypercube Sam-

pling (LHS) is employed to provide an e�cient approach for sampling. The LHS method

ensures all samples of input random variables cover the ranges represented while being

capable of achieving small response variances with a relatively few numbers of samples

[188]. A detailed explanation of the LHS method can be found in Ref. [189].

The use of LHS method within the PCE model allows for better sampling selection

(for PCE model) as it acquires the sample points from a distribution based on equal

probability rather than random selection. Figure 5.1 shows the sampled distribution and

the corresponding PDF plot of the longitudinal Young`s Modulus, E11 of 8552/IM7 with

the coe�cient of variance (CV) of 0.1 obtained from LHS method. From Figure 5.1(a)

consider �ve points in a distribution, LHS ensures that all these points are sampled with

equal probability (0.2) on the PDF [189], so that the responses are captured on all PDF's

points, hence minimising the response variances.

5.3.3 Determination of Unknown Expansion Coe�cients, βi

The unknown expansion coe�cients βi can be obtained by �tting a linear regression

model on a series of computed test data. The purpose of the linear regression analysis

is to provide functional relationships between two or more input random variables [188].

The �tted linear regression model for stochastic process, u(θ) (from Eqn. (5.2)), denoted

by Y is expressed as

Y = β0 + β1ψ1(ζζζ) + ...+ βkψk(ζζζ) + ε, (5.10)

135



Chapter 5. Uncertainty Quanti�cation on Composite Wings

E
11 ×1011

0.8 1 1.2 1.4 1.6 1.8 2

PD
F

×10-11

0

0.5

1

1.5

2

2.5

3

Samples
0 20 40 60 80 100

E
11

×1011

1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

0.2 0.2 0.2 0.2 0.2

(a) (b)

Figure 5.1: Data samples for longitudinal Young`s Modulus (E11 obtained from LHS
method (a) The corresponding probability density function (PDF) (b)
Samples data distribution.

where βi, i = 0, 1, 2, ... k, are the regression/expansion coe�cients and ε is the error

in the regression model. The error is assumed to be normally distributed with zero

mean and variance σ2
e . The linear regression model requires a set of N input samples,

[ζ(1), ζ(2), ... ζ(N)] generated using LHS method and the corresponding basis function,

ψ for each sample. These set of data is used as training samples for the PCE model.

Equation (5.10) can be rewritten to obtain N simultaneous linear equations as


Y (ζ(1))

...

Y (ζ(N))

 =


ψ0(ζ(1)) . . . ψk(ζ

(1))
...

. . .
...

ψ0(ζ(N)) . . . ψk(ζ
(N))



β0

...

βk

+


ε(1)

...

ε(N)

 , (5.11)

alternatively, in the simpli�ed matrix form

{
Y
}

=
[
ψ
]{

β
}

+
{
ε
}
. (5.12)

For example, consider a 2-D second-order PCE, Eqn. (5.12) can be expressed as


Y (1)

...

Y (N)

 =


1 ζ

(1)
1 ζ

(1)
2 (ζ2

1 − 1)(1) (ζ1ζ2)(1) (ζ2
2 − 1)(1)

...
...

...
...

...
...

1 ζ
(N)
1 ζ

(N)
2 (ζ2

1 − 1)(N) (ζ1ζ2)(N) (ζ2
2 − 1)(N)





β0

β1

β2

β3

β4

β5


+


ε(1)

...

ε(N)

 .

(5.13)
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The unknown vector of expansion coe�cient, βi can be solved using the method of least

square such that

{β} = (ψTψ)−1ψT {Y }, (5.14)

where ψT is the transpose of the matrix ψ. The �tted model and the error of the

approximation are given by

Ŷ = ψβ and ε = Y − Ŷ . (5.15)

The simultaneous linear equation for unknown expansion coe�cients, βi can be solved

e�ciently using a backslash operator in MATLAB. The backslash operator uses QR

decomposition with pivoting to ensure (ψTψ)−1 give acceptable rounding errors [143].

The total-order expansion, A in an expansion of order p involving d-dimensional order

of random variables can be determined by [143]

A =

d+ p

p

 =
(d+ p)!

d!p!
. (5.16)

Note that A increases exponentially with d and p. Thus, the number of expansion

terms increase dramatically when d is large, say d > 10, which is referred as `curse of

dimensionality' [190]. If 4th order PCE is employed, when d = 4, A is

8

4

 = 70 and

for d = 10, A is

14

4

 = 1001.

5.3.4 Sensitivity Analysis using Polynomial Chaos Expansion

Sensitivity analysis (SA) is one of the main components in the probabilistic study of

a model. SA aims at quantifying the relative importance of the input parameters on

the model responses. Global SA is often employed in many studies in order to quantify

the output response due to single or multi-variable uncertainty in the model parameters

[191]. There are two main groups for global SA method, namely: Regression-based

methods and variance-based methods. In the latter method, the variance of the output

responses is decomposed as a total contribution of each input random variable or the

combination of them. Sobol' indices are typically used in the variance-based method as it
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uses direct interpolation of the sampling data. Sobol' indices are computed using Monte

Carlo Simulations (MCS) which is a computationally expensive method, particularly

when involving detailed �nite element models.

Herein, the application of PC-based Sobol' Indices on the sensitivity analysis of a com-

posite wing model due to uncertainty in model parameters is presented. The aim is

to provide an alternative approach in order to obtain sampling data e�ciently and less

computationally expensive in comparison to conventional MCS method.

5.3.4.1 Statistics of PCE

The �tted PC expansion, Ŷ = fPCE(ζ) =
∑

α∈A βαψα(ζ), provides all the statistical

properties of the random output, Y = f(ζ), where α is the expansion terms order.

Due to the orthogonality of the polynomial basis (Eqn. (5.4)), the mean and standard

deviation of Ŷ can be computed directly from the expansion coe�cient β. Therefore,

the mean value of Ŷ is given as the �rst term of the PC expansion such that

E
[
Ŷ
]

= E

[∑
α∈A

βαψα(ζ)

]
= β0. (5.17)

Similarly, the variance of Ŷ is given as

σ2
Ŷ

= Var
[
Ŷ
]

= E

[(
Ŷ − β0

)2
]

=
∑

α∈A,α 6=0

β2
α. (5.18)

In other words, the statistical properties of the random response can be obtained directly

using the computed PC expansion coe�cients.

5.3.4.2 PC-based Sobol' Indices

The global sensitivity analysis of a random response can be evaluated based on Sobol'

decomposition of the computational model, G such that [190]

G(ζ) = G0 +
d∑
i=1

Gi(ζi) +
∑

1≤i<j≤d
Gij(ζi, ζj) + · · ·+G12...d(ζ), (5.19)
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where G0 is a constant, Gi(ζi); 1 ≤ i ≤ d are the univariate functions, Gij(ζi, ζj); 1 ≤ i <
j ≤ d are the bivariate functions and G12...d(ζ) are the multivariate functions.

By comparing Eqns. (5.10) and (5.19), both PCE and Sobol's decomposition are for-

mulated as sums of the orthogonal functions. Hence, it is possible to derive a analytical

expression for Sobol' indices using PCE as proposed by Sudret [191]. Consider a set of

multivariate polynomial basis, ψα which depends only on a subset of random parameter

A = {i1, . . . , is} ⊂ {1, . . . , d} such that

AA = {α ∈ A : αk 6= 0 if and only if k ∈ A}. (5.20)

where the sums of all these set is equal to A. Thus, the terms in the PCE's formulation

can be reordered to exhibit the Sobol' decomposition such that

fPC(ζ) = β0 +
∑

A∈{1,...,d},A 6=0

fPCA (ζA) where fPCA (ζA) =
∑
α∈AA

βαψα(ζ) (5.21)

Accordingly, due to the orthogonality of the basis function, the partial variance, VA is

given as

VA = Var[fPCA (ζA)] =
∑
α∈AA

β2
α. (5.22)

In other words, the Sobol' indices at any order for a given PCE can be obtained by

evaluating the square-summed of the expansion coe�cients. Therefore, the PC-based

Sobol' sensitivity indices are formulated as

SUi =

∑
α∈Ai β

2
α∑

α∈A,α 6=0 β
2
α

where Ai = {α ∈ A : αi > 0, αi 6=i = 0}, (5.23)

Similarly, the total PC-based sensitivity indices, SUTi is given as the summation of the

PCE-based Sobol indices of each random parameter

SUTi =

∑
α∈ATi β

2
α∑

α∈A,α 6=0 β
2
α

where ATi = {α ∈ A : αi > o}. (5.24)
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5.4 Polynomial Chaos Expansion Case Study

The e�ciency of the PCE method to evaluate the e�ect of parameter variations on

the detailed FE composite wing responses are studied. The results from MCSs are

used to validate the results obtained with the PCE model. The wing responses due to

uncertain material properties (E11, E22 and G12) and ply thickness, tply are evaluated

using di�erent orders of the PCE formulation. The accuracy of the PCE results is

calculated in terms of its relative error, RE with respect to the results obtained from

MCSs. The relative error is formulated as;

RE(%) =
|F − F ′PCE|

F
× 100, (5.25)

where F is the actual response (MCS) and F ′PCE is the approximate response obtained

from PCE. The convergence study for MCSs are performed, and the results are shown

in Figure 5.2. The Root-Mean Square Error (RMSE) of the responses are calculated

using the sampled data and the actual response values to obtain the minimum number

of samples required for convergence. The RMSE is formulated as

RMSE =
√
MSE and MSE =

1

N

N∑
i=1

(Yi − Yactual)2, (5.26)

where MSE is the mean square error, N and Y are the number of sample and responses

of interest (i.e. �utter speed), respectively. The results show in Figure 5.2 indicated the

convergence could be obtained with at least 500 samples data for most cases, although

it appears that the RMSE plot for 3-Dimensional order of random variables shows slight

�uctuations between 750 to 1000 data samples. In this work, 1200 data samples are

generated for MCSs to predict the response variation due to uncertainty.

A case study is presented here to evaluate the accuracy and the e�ciency of the PCE

method over the conventional MCSs method for uncertainty quanti�cation of the com-

posite wing model. The e�ects of random input parameters on �utter, gust and buckling

responses are assessed. The mean and standard deviation of the random parameters are

given in Table 5.1 with coe�cient of variance (CV) of 0.1 for sti�ness properties and 0.01

for ply thickness.
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Figure 5.2: The Root-Mean Square Error (RMSE) obtained from MCS. The data is
generated using di�erent dimensional order of random variables.

5.4.1 Polynomial Chaos Expansion for Flutter Response

The �utter speed variation due to uncertainty in the composite material properties (lon-

gitudinal sti�ness, E11, transverse sti�ness, E22 and shear modulus, G12) and the ply

thickness, tply are evaluated using a PCE model. The e�ect of these parameter variations

are assessed individually, and their collective contribution on the wing response is then

studied.

The �utter responses of the composite wing are evaluated using 1-Dimensional, 2-Dimensional,

3-Dimensional and 4-Dimensional PCE models. For the 1-D model, the e�ects of lon-

gitudinal sti�ness, E11 on �utter speed are evaluated. For 2-D model, the longitudinal

sti�ness, E11 and the transverse sti�ness, E22 are treated as the random variables. In 3-D

PCE analysis, the shear modulus, G12 is added as the random parameters together with

E11 and E22 and in 4-D PCE analysis, the ply thickness variation, tply is also considered.

As the polynomial order of the PCE model and the dimensional order of the random

parameters increases, the number expansion coe�cient, βi increases and can be deter-

mined using Eqn. (5.16). For example, consider a 1st order 4-D PCE model, the number

of expansion coe�cients, A is �ve and increase to 70 for 4th order 4-D PCE. Generally,

the number of LHS samples required for PCE is 3×A to obtain accurate approximation

[168], which means for 1st order 4-D PCE model, 15 LHS data are needed and for 4th
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order 4-D PCE, 210 LHS data are required. However, the convergence study on the

number of LHS requires for di�erent polynomial order PCE for �utter responses showed

convergence with samples less than 3A as shown in Figure 5.3. The log (RMSE) plot

for 4th order 4D-PCE (Figure 5.3 (d)) shows that the convergence is obtained at 80

LHS. In order to include uncertainty quanti�cation in the optimisation procedure (i.e.

probabilistic optimisation), it is important to keep the number of samples as small as

possible with reasonable accuracy. Hence, the convergence study is required to establish

the minimum number of sample for PCE model. Based on the convergence study, the

number of LHS data (3×A) used in this case study is su�cient to provide an accurate

estimation of the �utter response due to random parameters.
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(a) 1st order 4-D PCE model (b) 2nd order 4-D PCE model

(c) 3rd order 4-D PCE model (d) 4th order 4-D PCE model

Figure 5.3: The convergence study of PCE model for wing �utter response with
uncertain material properties (E11, E22, G12) and ply thickness (tply)
(a) 1st order PCE (b) 2nd order PCE (c) 3rd order PCE and (d) 4th

order PCE.

Table 5.3 to 5.6 provides the mean and standard deviation of the �utter speed obtained

using 1-D, 2-D, 3-D and 4-D PCE model and MCS with 2500 simulation runs. The �utter

response due to uncertainty in longitudinal sti�ness, E11 is plotted in Figure 5.4(a) and
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the statistic are summarised in Table 5.3. The analysis are performed with 1st, 2nd, 3rd

and 4th order PCE model.

Table 5.3: The mean,
µVf

Vf,design
and standard deviation,σ of �utter speed

approximated with PCE and MCS for 1-dimension order of random
parameters.

MCS (2500)
Order of PCE

p = 1 p = 2 p = 3 p = 4

Mean,
µVf

Vf,design
0.9986 0.9996 0.9947 0.9964 0.9959

Std. dev, σ 4.0338 4.6194 4.7002 4.2018 4.4634
RE (%) (µ) - 0.1001 0.3905 0.2203 0.2704
A - 2 3 4 5
NLHS - 6 9 12 15

Table 5.4: The mean,
µVf

Vf,design
and standard deviation,σ of �utter speed

approximated with PCE and MCS for 2-dimension order of random
parameters.

MCS (2500)
Order of PCE

p = 1 p = 2 p = 3 p = 4

Mean,
µVf

Vf,design
0.9963 1.0018 0.9956 0.9977 0.9832

Std. dev, σ 4.3013 4.6568 4.5454 4.1921 6.7438
RE (%) (µ) - 0.5520 0.0703 0.1405 1.3149
A - 3 6 10 15
NLHS - 9 18 30 45

Table 5.5: The mean,
µVf

Vf,design
and standard deviation,σ of �utter speed

approximated with PCE and MCS for 3-dimension order of random
parameters.

MCS (2500)
Order of PCE

p = 1 p = 2 p = 3 p = 4

Mean,
µVf

Vf,design
0.9994 1.0023 0.9959 0.9964 0.9965

Std. dev, σ 4.2011 5.2343 5.0925 4.6985 5.3902
RE (%) (µ) - 0.2902 0.3502 0.3002 0.2902
A - 5 15 20 35
NLHS - 15 45 60 105

The probability density function (PDF) plots of the �utter speed show a very good

correlation with the MCS data with little discrepancy observed for 2nd, 3rd and 4th

polynomial order. The relative error, RE of the mean �utter speed with respect of the

MCS results are less than 0.4%, with the lowest RE obtained from 1st order PCE.

Similar observations can be made for the 2-D PCE model with uncertainty in E11 and

E22 as shown in Figure 5.4(b). An excellent agreement between PCE and MCS results

are obtained with lowest RE (mean value) of 0.07% for 2nd order PCE as given in Table
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Table 5.6: The mean,
µVf

Vf,design
and standard deviation,σ of �utter speed

approximated with PCE and MCS for 4-dimension order of random
parameters.

MCS (2500)
Order of PCE

p = 1 p = 2 p = 3 p = 4

Mean,
µVf

Vf,design
0.9981 1.0120 0.9935 0.9954 0.9965

Std. dev, σ 4.3186 4.8933 5.1753 5.0923 5.2424
RE (%) (µ) - 0.3052 0.4607 0.2736 0.1592
A - 5 15 35 70
NLHS - 15 45 105 210

5.4. Higher RE of 1.32% of the mean value is observed for PCE with 4th polynomial

order in comparison with the MCS.
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Figure 5.4: The �utter speed variation obtained with PCE model using di�erent
polynomial order in comparison with MCSs results (a) 1-D PCE model
(b) 2-D PCE model (c) 3-D PCE model (d) 4-D PCE model.

For a 3-D PCE model with uncertainty in E11, E22 and G12, a small di�erence in the

mean value is obtained compared to MCS for di�erent orders of PCE with the highest

RE of 0.35% obtained for second-order PCE. A higher number of LHS data (105 sample

data) is required for 4th order 3-D PCE to obtain a reasonably accurate �utter speed

approximation.
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Similarly, for a 4-D PCE model with uncertainty in E11, E22, G12 and tply, an excellent

agreement with MCSs data was observed as shown in Figure 5.4(d) with the highest

RE of 0.46% obtained for 2nd order PCE. The lowest RE of 0.16% is obtained with 4th

order PCE. However, at least 210 training data points are required for 4th order PCE,

which is very expensive when involving a computationally demanding model. For �utter

responses with higher dimensional order of random variables, 2nd or 3rd PCE model is

su�cient to provide an accurate prediction with less computational expense.

Again, looking at Figure 5.4, all the PCE model except for the 1st order PCE show

similar distribution at the lower end tail and matched well with the MCS which suggests

that the PCE model can capture the response variations accurately. In terms of design

sensitivity to random parameters, the inclusion of multiple random parameters in the

model results in di�erent distribution properties which are evidenced from the skewness

and the variance of the distribution. For example in Figure 5.4(b), when both E11 and

E22 variations are quanti�ed, the �utter speed distribution exhibits skewness with longer

left-hand tail, which suggests that there is a possibility that the model will encounter

lower �utter speed as results from these parameters variation. The design sensitivity of

each random parameters can be quanti�ed using the sensitivity index analysis.

It is observed that the �utter speed varies due to uncertain in material properties and

ply thickness. Based on the PDF plots in Figure 5.4, there is a high probability that

the deterministic wing design will experience �utter due to the uncertain parameter in

the model. The probability of failure (POF) can be estimated from the PDF plots as

the cumulative probability below the design �utter speed (Vf/Vfdesign = 1) or the area

under the PDF plots. For example, consider the �utter response with uncertain in E11,

E22, G12 and tply (using 4th order 4-D PCE), the POF value at design �utter speed

is 0.47. The results suggested that the deterministic optimal design is not su�ciently

reliable for �utter instability with a 47% chance of failure. The use of probabilistic design

optimisation approach in wing design for �utter can provide a better and more reliable

design by optimising the design for lower POF, which will be introduced later in Chapter

6.

The sensitivity of the random parameters on the wing �utter response are evaluated

using the PC-based Sobol indices de�ned in Section 5.3.4 (page 134). The sensitivity

index (SUi) for each random parameter and their interaction are given in Table 5.7. The
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random parameters, E11, E22, G12 and tply are denoted as 1,2,3 and 4, respectively. The

complete set of sensitivity index can be obtained using the 4th order 4-D PCE model in

which the sensitivity for the interaction of all random parameters can be found. For 4th

order 4-D PCE, the total expansion terms including β0 is A =

8

4

 = 70.

Table 5.7: The sensitivity index, SU for �utter speed determined using PC-based
Sobol indices.

Sensitivity
Index

Order of PCE

p = 1 p = 2 p = 3 p = 4

SU1 0.8296 0.8146 0.8134 0.9801
SU2 0.0029 0.0015 0.0018 0.0018
SU3 0.1524 0.0048 0.0007 0.0001
SU4 0.0151 0.0007 0.0096 0.0001
SU1,2 0.1597 0.0002 0.0086
SU1,3 0.0003 0.0002 0.0022
SU1,4 0.0000 0.0004 0.0008
SU2,3 0.0184 0.1564 0.0010
SU2,4 0.0000 0.0007 0.0004
SU3,4 0.0000 0.0002 0.0018
SU1,2,3 0.0159 0.0005
SU1,3,4 0.0001 0.0005
SU1,2,4 0.0003 0.0012
SU2,3,4 0.0001 0.0009
SU1,2,3,4 0.0001

SUT
1 0.8296 0.9746 0.8306 0.9939

SUT
2 0.0029 0.1797 0.1754 0.0145

SUT
3 0.1524 0.0235 0.1736 0.0071

SUT
4 0.0151 0.0007 0.0114 0.0057

In the �utter analysis, the �utter speed was largely in�uenced by E11 with SU1 = 0.9801.

The coe�cients βα that contribute to SU1 correspond to the basis polynomials of the form

ζq1 (q = 1, . . . , 4). The corresponding contribution are {0.8047, 0.0070, 0.1586, 0.0098}
respectively (which sums up to 0.9801). For 2nd order sensitivity index, the interaction

between E11 and E22 (SU12 = 0.086) provide a secondary in�uence on the wing �utter

response which is evidenced from Figure 5.4(b) with longer end tail is observed. The

corresponding contribution are {0.0000, 0.0000, 0.0009, 0.0009, 0.0037, 0.0030} which are

related to basis polynomial of the form ζr1ζ
s
2 (r, s = 1, . . . , 3). The 3rd and 4th order

sensitivity index, the in�uence of the interaction terms on the wing �utter response are

minimal with SUi...d < 0.012. The overall in�uence of each of the random parameter is

obtained from SUTi . For 4th order 4-D PCE, E11 provides major in�uence on the �utter

speed with SUT1 = 0.9939 followed by E22 with SUT2 = 0.0145.
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5.4.2 Polynomial Chaos Expansion for Buckling Response

The buckling response due to the uncertainty in the composite material properties (lon-

gitudinal sti�ness, E11, transverse sti�ness, E22 and shear modulus, G12) and the ply

thickness, tply are evaluated using the PCE model and validated with the MCSs. The

buckling response was quanti�ed in terms of the buckling critical load factor, λcrit when

subjected to a static manoeuvre load case. The buckling critical load factor variation

due to random variables with properties de�ned in Table 5.1 (page 131) are evaluated

using 4-D PCE model, and the results were given in Table 5.8. The analysis requires

numbers of LHS samples given by NLHS = 3×A.

Table 5.8: The mean,
µVf

Vf,Design
and standard deviation, σ of critical buckling load

factor, λcrit approximated with PCE and MCS for 4-dimension order of
random parameters and MCSs.

MCS (2500)
Order of PCE

p = 1 p = 2 p = 3 p = 4

Mean,
µVf

Vf,Design
0.9873 1.0137 0.9886 1.0081 1.0103

Std. dev, σ 0.2307 0.2629 0.2806 0.2491 0.2553
RE (%) (µ) - 2.6740 0.1317 2.1068 2.3296
A - 5 15 35 70
NLHS - 15 45 105 210

The PCE's results show an excellent agreement with the MCS data and only require a

small number of data samples in comparison with MCSs (2500 runs). The lowest RE

(mean value) of 0.13% was obtained from 2nd order PCE and the highest RE of 2.67%

was calculated for 1st order PCE. Figure 5.5 shows the PDF plots for critical load factor

obtained with PCE and MCSs. An excellent agreement with the MCS results can be

seen from the plots with a small discrepancy shown when di�erent order PCEs were used.

The PDF's plot for 2nd order PCE exhibits longer tail sections in comparison with 1st,

3rd and 4th order PCE as results from a larger response variance.

The sensitivity of the random parameters on the buckling response is evaluated using

the PC-based Sobol' Indices. The sensitivity indices, SUi for buckling response were

tabulated in Table 5.9. Using 4th order 4-D PCE model, the complete set of sensitivity

indices can be obtained from the expansion terms (A = 70). Based on the �rst order

sensitivity index, the buckling response are mainly in�uence by the random parameter,

E11 denoted by SU1 (SU1st
1 = 0.8994, SU2nd

1 = 0.8960, SU3rd
1 = 0.8967 and SU4th

1 =

0.9986).
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Figure 5.5: The PDFs for buckling critical load factor obtained with 1st, 2nd, 3rd,
4th order 4D-PCE model and MCSs.

Table 5.9: The sensitivity index, SU determined for the buckling critical load factor
using PC-based Sobol' indices method.

Sensitivity
Index

Order of PCE

p = 1 p = 2 p = 3 p = 4

SU1 0.8994 0.8960 0.8967 0.9986
SU2 0.0090 0.0002 0.0002 0.0001
SU3 0.0036 0.0099 0.0000 0.0000
SU4 0.0880 0.0000 0.0091 0.0000
SU1,2 0.0043 0.0000 0.0010
SU1,3 0.0000 0.0000 0.0001
SU1,4 0.0000 0.0000 0.0000
SU2,3 0.0888 0.0050 0.0000
SU2,4 0.0006 0.0001 0.0000
SU3,4 0.0000 0.0000 0.0000
SU1,2,3 0.0883 0.0001
SU1,3,4 0.0000 0.0000
SU1,2,4 0.0005 0.0000
SU2,3,4 0.0000 0.0000
SU1,2,3,4 0.0000

SUT1 0.8994 0.9004 0.9856 0.9998
SUT2 0.0090 0.0940 0.0941 0.0013
SUT3 0.0036 0.0988 0.0935 0.0003
SUT4 0.0880 0.0007 0.0097 0.0002

5.4.3 Polynomial Chaos Expansion for Gust Response

The variation of gust response due to uncertainty in the composite material properties

(E11, E22 and G12) and ply thickness, tply are evaluated using 4-D PCE model, and the

results are validated with the MCSs. The gust responses are evaluated in terms of wing

RBM value due to discrete gust load at Lg = 216 m. The RBM variation due to random
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variables is obtained using 1st, 2nd, 3rd and 4th order polynomial basis. The minimum

number of LHS samples are used for the analysis given by NLHS = 3×A.

The mean, standard deviation and relative error (from MCSs data) for the RBM response

are given in Table 5.10. The RBM responses obtained at di�erent orders of PCE model

are plotted with the MCS data as depicted in Figure 5.6. The number of training data

used for the MCS model is 2500. Based on the results obtained (up to 4th polynomial

order), the lowest relative error for the mean value is 20.2% (1st order PCE) with standard

deviation value of 0.2611. As the order of polynomial increases, the resulting relative

errors increase, with the highest value of 48.6% obtained from 2nd order PCE. The results

are inconsistent with the previous �nding. This is thought due to more considerable

di�erence (in order of 101 magnitude) in RBM values and insu�cient number of LHS

samples. Figure 5.6 provides a PDF plot of RBM at di�erent polynomial order of 4-D

PCE. There is a large discrepancy between the MCS and the PDF's plot obtained from

PCE model (2nd to 4th order) at the peak value. However, a small discrepancy is noticed

at the left-tail of the PDF's plot suggesting that the results are su�cient to provide

information on the probability of failure at speci�c target design value.

Table 5.10: The mean, µRBM

RBMdet
and standard deviation, σRBM of Root Bending

Moment, RBM approximated with PCE and MCS for 4-dimension
order of random parameters.

MCS (2500)
Order of PCE

p = 1 p = 2 p = 3 p = 4

Mean, µRBM
RBMdet

1.4662 1.1705 2.1787 1.9366 0.9442

Std. dev, σRBM
RBMdet

0.3211 0.2611 0.7857 0.7677 1.1879

RE (%) (µ) - 20.1678 48.5950 32.0829 35.6022
A - 5 15 35 70
NLHS - 15 45 105 210

The sensitivity analysis was performed on the RBM responses to evaluate the uncertainty

e�ects of the random parameters. The sensitivity indices, SUi for RBM response are

tabulated in Table 5.11. Based on the �rst-order sensitivity index,the RBM response

are mainly in�uence by random parameter, E11 denoted by SU1 except for 3rd order

polynomial where E22 is the major contributor to variation in RBM value. It is noticed

from the higher-order sensitivity index; the combined contribution of several parameters

also in�uences the RBM response. For example, based on the 1st order polynomial

(p = 1) data, the combined e�ect of all parameters is the second major in�uence on the

RBM response with SUT4 = 0.2560.
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Wing Root Bending Moment, RBM (Nm)
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Figure 5.6: The PDFs for wing root bending moment (RBM) due to gust load
obtained with 1st, 2nd, 3rd, 4th order 4D-PCE model. Results are
compared with MCSs run using 2500 sample data.

Overall, the PCE model is capable of producing a reliable and accurate prediction of

the wing responses due to the random parameters. An excellent agreement is obtained

between the PCE data and MCSs in �utter and buckling analysis. However, a signi�cant

discrepancy is noticed for the RBM responses due to more considerable di�erence (in

order of 101 magnitude) in RBM values and insu�cient number of LHS samples.

5.5 Random Sampling High Dimensional Model

Representation (RS-HDMR) Method

The High Dimensional Model Representation (HDMR) is another technique for uncer-

tainty quanti�cation introduced by Rabitz [152], which can be used to capture the input-

output relationships for high dimensional random input variables. As mentioned in Sec-

tion 5.3 (page 128), the e�ciency of PCE for uncertainty quanti�cation reduces as the

dimensional order of the random variables increase. This disadvantage is often referred

to as the `curse of dimensionality' of PCE [21]. The HDMR method employs low order

correlations of the random variables to represent a response function, f(x) with excellent

accuracy. Hence, the method is capable of including higher dimensional order of random

variables with acceptable computational expense. The HDMR method has been used
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Table 5.11: The sensitivity index, SU for wing root bending moment (RBM) due to
gust load using PC-based Sobol' indices.

Sensitivity
Index

Order of PCE

p = 1 p = 2 p = 3 p = 4

SU1 0.5084 0.2382 0.3541 0.4274
SU2 0.0146 0.2943 0.1961 0.2178
SU3 0.2210 0.0165 0.0040 0.0008
SU4 0.2560 0.0158 0.0037 0.0022
SU1,2 0.0956 0.0207 0.2780
SU1,3 0.3030 0.0039 0.0036
SU1,4 0.0007 0.0115 0.0148
SU2,3 0.0143 0.1300 0.0057
SU2,4 0.0202 0.2201 0.0151
SU3,4 0.0015 0.0114 0.0015
SU1,2,3 0.0134 0.0023
SU1,3,4 0.0003 0.0008
SU1,2,4 0.0292 0.0177
SU2,3,4 0.0016 0.0123
SU1,2,3,4 0.0001

SUT1 0.5084 0.6375 0.4331 0.7447
SUT2 0.0146 0.4244 0.6111 0.5490
SUT3 0.2210 0.3352 0.1646 0.0270
SUT4 0.2560 0.0381 0.2779 0.0643

in previous studies [155�157] to quantify the e�ect of random variables in composite

materials.

There are three common types of HDMR expansion, namely, ANOVA-HDMR, cut-

HDMR and random sampling HDMR (RS-HDMR) [153]. The RS-HDMR method is

presented herein, and comparison is made with the PCE method. In the RS-HDMR

method, the lower-order component functions are determined from the average value of

the response function over the whole domain [27, 153] while the higher-order components

are obtained from a Monte Carlo random sampling. Hence, the method is straightforward

and applicable to many engineering problems.

The governing equation for the HDMR method is given by [152];

f(X) = f0 +

n∑
i=1

fi(xi) +
∑

1≤i≤j≤n
fij(xi, xj) + ...+ f1,2,...,n(x1, x2, ..., xn), (5.27)

where f0, fi(xi), fij(xi, xj) and f1,2,...,n(x1, x2, ..., xn) are the zeroth, �rst, second and nth

order components. The input random parameters are rescaled such that 0 ≤ xi ≤ 1 for all

i. The output function is de�ned in a unit hypercube, such that KN = {(x1, ..., xn), i =

1, ..., n}.
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The components of RS-HDMR function in Eqn. (5.27) can be evaluated using the sum

of the integral function as [192]

f0 =

∫
Kn

n∏
i=1

wi(xi)f(x)dx, (5.28)

fi(xi) =

∫
Kn−1

n∏
k=1
k 6=i

wk(xk)f(x)dxi − f0, (5.29)

fij(xi, xj) =

∫
Kn−2

n∏
k=1
k 6=ij

wk(xk)f(x)dxij − fi(xi)− fj(xj)− f0,

...,

(5.30)

where dxi and dxij are the product of dx1, dx2, ..., dxn without dxi and dxidxj , respec-

tively.

The zeroth order term, f0 are estimated from the average value of response function,

f(x) for all x(s) = (x
(s)
1 , x

(s)
2 , ..., x

(s)
n ); s = 1, 2, ..., N :

f0 =

∫
Kn

n∏
i=1

wi(xi)f(x)dx ≈ 1

N

N∑
s=1

f(x(s)), (5.31)

where N is the number of sampling data.

The higher-order terms of HDMR component functions can be determined via two meth-

ods - direct determination and approximation using analytical basis function (i.e. Or-

thonormal polynomials). In the direct determination method, di�erent set of the random

samples of f(xi, x
i) are required to determine each of the component functions. If the

input parameter, xi is �xed at m distance values, mN numbers of the random samples

are required and are computationally expensive. In the approximation method, only one

set of random samples, N is necessary in order to determine all the component functions

for RS-HDMR which inevitability reduces the sampling e�ort for computation. Herein,

the approximation method is employed to determine the higher-order terms.

5.5.1 Approximation of Higher-Order Component Functions

For approximation of the higher order terms in HDMR function (fi(xi), fij(xi, xj), ...

,f1,2,...,n(x1, x2, ..., xn)), orthonormal polynomial basis functions are used to represent the
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terms. The �rst and second order components can be formulated as

fi(xi) ≈
k∑
r=1

αirϕr(xi), (5.32)

fij(xi, xj) ≈
l∑

p=1

l′∑
q=1

βijpqϕp(xi)ϕq(xj),

....

(5.33)

where

• k, l, l′ de�ne the order of polynomial expansion.

• The order of polynomial basis function is given by r, p, q.

• αir and βijpq are the constant expansion coe�cients that need to be determined.

• ϕr(xi), ϕp(xi) and ϕq(xj) are the orthonormal basis functions.

The expansion coe�cients are determined by a minimisation process and Monte Carlo

Integration [153] which leads to

αir =

∫
Kn

n∏
k=1

wk(xk)f(x)ϕir(x
(s)
i )dx

≈ 1

N

N∑
s=1

f(xs)ϕr(x
(s)
i ),

(5.34)

βijpq =

∫
Kn

n∏
k=1

wk(xk)f(x)ϕip(x
(s)
i )ϕjq(xj)dx

≈ 1

N

N∑
s=1

f(x(s))ϕp(x
(s)
i )ϕq(x

(s)
j )

....

(5.35)

In most applications, lower-order polynomial approximation (up to third-order poly-

nomial) is found to be su�cient although higher-order polynomials may be required

for highly non-linear problems. However, using higher-order polynomial may results in

sparse approximation due to more terms involved in the governing equation, and each

has their own Monte Carlo integration errors. The errors are due to large variances in

the integrands in Eqns. (5.34) to (5.35) and increase if a large number of basis functions
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are involved (higher orders of polynomials are used). Hence, the Monte Carlo integration

errors can be reduced by increasing the sample size N and by reducing the variance of

integrands (Correlation method and Ratio control variate method).

5.5.2 Ratio Control Variate method

The Monte Carlo Integration errors related to approximation of higher-order terms in

HDMR can signi�cantly reduced by using Ratio Control Variate method [193]. In this

method, consider Eqn. (5.34), the variance of the integrand f(x)ϕir(xi) in Kn can be

reduced by seeking a control variate function h(x) which satisfy two conditions:

• The response function f(x) and h(x) over the entire domain of x are very similar.

• The integrand
∫
Kn

∏n
k=1wk(xk)h(x)ϕir(x

(s)
i )dx can be deduced analytically.

The analytical function is de�ned as

h(x) = f0 +

n∑
i=1

k∑
r=1

ᾱirϕ
i
r(xi) +

∑
1≤i<j≤n

l∑
p=1

l′∑
q=1

¯
βijpqϕ

i
p(xi)ϕ

j
q(xj), (5.36)

where ᾱir and
¯
βijpq are the initial values obtained from direct Monte Carlo Integration.

Hence, the expansion coe�cient, α and β can be determined by an iteration process

involving f(x) and h(x) as

αir ≈ ᾱir
∑N

s=1 f(x(s))ϕir(x
(s)
i )∑N

s=1 h(x(s))ϕir(x
(s)
i )

(5.37)

and

βijpq ≈
¯
βijpq

∑N
s=1 f(x(s))ϕip(x

(s)
i )ϕjq(x

(s)
j )∑N

s=1 h(x(s))ϕip(x
(s)
i )ϕjq(x

(s)
j )

. (5.38)

The improved expansion coe�cients are obtained when h(x) is equal to f(x) which give

the ratio of summation terms in Eqns. (5.37) and (5.38) equals to one. The iteration

process is stopped when the di�erence of two adjacent iterative values is below that of

the speci�ed tolerance value.
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5.5.3 Optimisation for polynomial order

In many cases, the contribution of speci�c components of HDMR functions to f(x) are

relatively small and can be neglected. Ziehn & Tomling [27] proposed an optimisation

approach based on the least-squares method to determine the optimal order of each

component of RS-HDMR function. So that, any inactive components can be eliminated

and further simplify the governing HDMR equation.

The optimum polynomial order can be determined from the smallest sum of square error

of all component functions. The optimum order of �rst-order component function is

determined such that

min
ki∈{0,1,2,3}

N∑
s=1

[f(x(s))− (f0 + fi(x
(s)
i ))]2 (5.39)

and where

fi(xi) =


∑ki

r=1 α
i
rϕr(xi) : ki ∈ {1, 2, 3},

0 : ki = 0.

(5.40)

Similarly, the optimum polynomial order of second-order component function can be

obtained using the optimal order for �rst-order component functions as follows

min
li=l′j∈{0,1,2,3}

N∑
s=1

[f(x(s))− (f̂(x(s)) + fij(x
(s)
i , x

(s)
j ))]2 (5.41)

where

f̂(x(s)) = f0 +

n∑
i=1

ki∑
r=1

αirϕr(x
(s)
i ), (5.42)

and

fij(xi, xj) =


∑li

p=1

∑l′j
q=1 β

ij
pqϕp(xi)ϕq(xj) : li, lj ∈ {1, 2, 3}

0 : li, lj = 0.

(5.43)

By using the optimal polynomial order and the expansion coe�cients, the response of

the model for any value in the domain x can be approximated using the metamodel

RS-HDMR equation (up to second-order components) given by

f(x) = f0 +

n∑
i=1

k∑
r=1

αirϕ
i
r(xi) +

∑
1≤i<j≤n

l∑
p=1

l′∑
q=1

βijpqϕ
i
p(xi)ϕ

j
q(xj). (5.44)
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5.5.4 Global Sensitivity Analysis in RS-HDMR

The global sensitivity of the random parameters on the model response can be estimated

by calculating the total and partial variances of the response [27]. The total variance, D

can be calculated by

D =

∫
Kn

f2(x)dx− f2
0 (5.45)

and the partial variance, Di1,...,is is given by

Di =

∫ 1

0
f2
i (xi)dxi, (5.46)

Dij =

∫ 1

0

∫ 1

0
f2
ij(xi, xj)dxidxj ,

....

(5.47)

In RS-HDMR, the partial variance can be obtained from the sum of expansion coe�cients

as follows [194];

Di =

ki∑
r=1

(αir)
2 (5.48)

and

Dij =

li∑
p=1

l′j∑
q=1

(βijpq)
2. (5.49)

Once all the partial variance are obtained, the sensitivity index can be estimated by

Si1,...,is =
Di1,...,is

D
; 1 ≤ i1 < ... < is ≤ n, (5.50)

where
n∑
i=1

Si +
∑

1≤i<j≤n
Sij + ...+ S1,2,...,n = 1. (5.51)

The main e�ect of the each random variable (x1, ..., xn) on the model response is given

by the �rst-order sensitivity index, Si, while the interaction e�ect of the two random

variables is evaluated from the second order sensitivity index, Sij and so on.
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5.6 Random Sampling - High Dimensional Model

Representation (RS-HDMR) Case Study

In this case study, the e�ciency of RS-HDMR method to quantify the e�ects of random

input variables on the structural and aeroelastic responses of the FE composite wing are

evaluated. The buckling and �utter responses due to variation in material properties

(E11, E22 and G12) and composite ply thickness, tply are estimated using second-order

RS-HDMR formulation given in Eqns. (5.32) and (5.33). The e�ectiveness of the method

is determined in terms of its relative error, RE concerning MCSs. In this case, the RE

is given by;

RE(%) =
|F − F ′RS-HDMR|

F
× 100, (5.52)

where F is the response quantity obtained from MCSs and F ′RS-HDMR is the approximate

response obtained from the RS-HDMR method.

The mean and standard deviation of the random input variables are given in Table 5.1

(page 127) with the coe�cient of variance (CV) of 0.1 for sti�ness properties and 0.01

for the ply thickness. All other model parameters for buckling and �utter analysis have

been de�ned in Section 5.2 (page 126).

5.6.1 Flutter Response

The �utter speed variations due to uncertainty in the composite material properties (E11,

E22 and G12) and the composite ply thickness, tply are evaluated using the RS-HDMR

model. The random sampling method is chosen due to its e�ciency in determining the

HDMR component function at less number of samples. The e�ect of these parameter

variations are assessed individually, and their collective contribution on the �utter speed

are studied. The outcomes from the case study are directly compared with MCSs and

4th order PCE's results.

The wing's �utter response variation due to random input variables is predicted using

the second-order RS-HDMR method formulated in Eqn. (5.44). The ratio control variate

method is employed to determine the expansion coe�cients with a maximum of ten itera-

tions steps. The optimum polynomial order is obtained by an iteration process using the

improved expansion coe�cients to eliminate inactive terms in RS-HDMR formulation.
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Table 5.12 provides the optimum polynomial order for the orthonormal basis function.

The �rst-order, f1 and second-order component, f12 of the RS-HDMR components are

formulated using the �rst-order polynomial.

Table 5.12: The optimum polynomial's order for �rst and second-order RS-HDMR
component functions in �utter analysis.

RS-HDMR component f1 f2 f3 f4 f12 f13 f23 f14 f24 f34
Polynomial order 1 0 0 0 1 0 0 0 0 0

The outcomes from the RS-HDMR analysis are summarised in Table 5.13 together with

the MCSs and PCE's results. In comparison with MCSs, the responses obtained show

a small discrepancy in the maximum, minimum and mean �utter speed value which

evidenced from the RE value. The RE obtained for these parameters are 0.491%, 0.307%

and 0.401%, respectively. For standard deviation, σVf , a RE value of 12.049% is obtained

for the �utter speed. However, these values are smaller in comparison with the PCE's

data (RE value of 21.935%). The number of samples required for RS-HDMR is 332

samples which are 58% more than the minimum number of samples for PCE method.

Nevertheless, the results obtained show better accuracy in comparison with PCE. More-

over, the number of samples required in the RS-HDMR is not dependent on the dimen-

sional order of the random variables as in PCE. Hence, the method is thought to be more

e�cient when dealing with higher dimensional order of random parameters. The only

disadvantage is that the optimum number of samples need to be determined for better

accuracy.

Table 5.13: The statistical data of the �utter responses obtained from RS-HDMR
method. The results obtained from MCSs and PCE are included for
comparison.

MCS RS-HDMR PCE RE (%)

Max, Vf
Vf,Design

1.019 1.024 1.028 0.491

Min, Vf
Vf,Design

0.977 0.980 0.966 0.307

Mean,
µVf

Vf,Design
0.998 1.002 0.997 0.401

Std., σVf 4.299 4.817 5.242 12.049
Nsample 2500 332 210 -

The scatter plot of the �utter speed variation obtained from RS-HDMR, and original

MCSs model is depicted in Figure 5.7. It can be seen that the response data obtained

from the RS-HDMR is well-matched with the MCSs with only a small discrepancy being

noticed. A direct correlation exists between both sets of data.
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Figure 5.7: The scatter plot of the �utter speed obtained from RS-HDMR and
original MCSs data.

The probability density function (PDF) of �utter response is plotted and depicted in

Figure 5.8 together with the MCSs and PCE results. As expected, the PDF's curve for

RS-HDMR is comparable with the bar plot of the MCSs. Small di�erences (a second

peak) is noticed at the right tail of the RS-HDMR curve due to the inclusion of higher-

order terms in the governing equation. In comparison with the PCE, the peak section of

the RS-HDMR's curve is better suited with the MCS results whereas the PCE's curve is

slightly o�set to the right.
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Figure 5.8: The plots of probability density function (PDF) against the �utter speed
deduced from uncertainty quanti�cation analysis using the RS-HDMR
method, PCE method and MCSs.
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The global sensitivity analysis is performed by calculating the partial variance as for-

mulated in Eqn. (5.5.4). The �rst and second-order sensitivity indices (Si and Sij) are

given in Table 5.14. The subscripts {1,2,3,4} are referred to E11, E22, G12 and tply,

respectively. Based on the sensitivity index values, the main e�ects are contributed by

E11 with S1 = 0.9804. The interaction e�ects on the �utter response is contributed by

E11 and E22 with S12 = 0.0196. The results are very similar to the sensitivity index, SU

obtained from PC-based Sobol' Indices in which the main e�ects are contributed by E11

with SU1 = 0.9801. The second-order PC-based Sobol' Indices is also contributed by E11

and E22 with S12 = 0.0086. These observations suggest that both methods are capable

of producing accurate prediction with less computational expenses compared to convec-

tional sensitivity analysis methods such as MCS-based Sobol' Indices which requires a

more signi�cant number of data samples.

Table 5.14: The �rst and second-order sensitivity indices calculated for �utter speed
responses due to random input variables. The indices are obtained using
the RS-HDMR method.

First Order Component Second Order Component

Sensitivity Index Value Sensitivity Index Value

S1 0.9804 S12 0.0196
S2 0.0000 S13 0.0000
S3 0.0000 S14 0.0000
S4 0.0000 S23 0.0000

S24 0.0000
S34 0.0000

The variation of �rst-order RS-HDMR components due to uncertain in E11 is plotted in

Figure 5.9. It can be seen that the component values increase proportionally as E11 is

increased to 1. Notice that a unit scaled value of E11 is used in the plot. The f0 +f1(E1)

values are normalised with Vf,Design. The results suggest that the �utter speed variation

is mainly in�uence by E11 as the f0 +f1(E11) value is approximately equals to Vf,Design.

The interaction e�ect of E11 and E22 on the second-order components of RS-HDMR

function is visualised in a surface plot as shown in Figure 5.10. The f12(E11, E22) are

plotted using the actual value. From the plot, the highest e�ect is observed when E11

is at maximum/minimum value, and E22 is at minimum/maximum value. The second-

order component equals zero when E11 or E22 is 0.5. However, the interaction e�ect of

E11 and E22 on the �utter speed variation is minimal (only 2% of the total sensitivity
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Figure 5.9: The scatter plot of �rst-order RS-HDMR components (�utter response)
due to uncertain in E11.

index). The response variation is mainly in�uenced by the uncertainty in the random

parameter E11.
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Figure 5.10: The surface plot of second-order RS-HDMR component due to
interaction e�ect from input parameters E11 and E22.

5.6.2 Buckling Response

The buckling response variation due to uncertainty in the composite material properties

(E11, E2 and G12) and composite ply thickness (tply) are evaluated using the RS-HDMR

model and validated with the MCSs results. The buckling response is quanti�ed in terms

of the buckling critical load factor, λcrit when subjected to a static manoeuvre load. The
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properties of the random input variables are given in Table 5.1 (page 127). The e�ect

of random input variables on the buckling response is quanti�ed individually, and their

interaction contribution on the responses are studied. A comparative study is performed

to evaluate the e�ectiveness of the RS-HDMR method over the PCE method. The results

obtained from 4th order PCE method is used for comparison.

The output response due to random input variables is estimated using a second-order

RS-HDMR formulation as in Eqn. (5.44). The ratio control variate method is used

to determine the expansion coe�cient with ten iteration steps. An iteration process

determines the optimum polynomial order for the orthonormal basis functions to improve

the estimation. The optimum polynomials order are given in Table 5.15. The �rst-order;

f1 and second-order RS-HDMR components; f14 and f23 are formulated using a �rst-

order polynomial.

Table 5.15: The optimum polynomials order for the �rst and second-order
RS-HDMR component functions in the buckling analysis.

RS-HDMR component f1 f2 f3 f4 f12 f13 f23 f14 f24 f34
Polynomial order 1 0 0 0 0 0 1 1 0 0

The mean and standard deviation of the output response obtained from RS-HDMR

model are summarised in Table 5.16. In general, the RS-HDMR method able to produce

reliable data which well-matched with the MCSs data. The lowest relative error, RE

of 0.151% is obtained for the maximum critical load factor, λcrit. Similarly, a small

RE of 1.766% is obtained for the mean value concerning MCSs. Higher RE values

are recorded for the minimum λcrit and the standard deviation value, σλcrit of 14.946%

and 7.907%, respectively. In comparison with the PCE model, the RS-HDMR's output

response produces lower RE for maximum λcrit and standard deviation value. Both RS-

HDMR and PCE methods produce an acceptable level of accuracy in comparison with

the MCSs at smaller sampling sizes. The number of samples used for both method is

210 as opposed to MCSs which requires 2500 samples.

The scatter plot of the buckling critical load factor obtained from RS-HDMR metamodel

and original MCSs model are depictured in Figure 5.11. An excellent correlation is

observed for the estimated response as compared to the MCSs data. The PDF plot of

RS-HDMR's output response is presented in Figure 5.12 together with MCSs and PCE

plots. A good correlation is observed for the RS-HDMR's curve in comparison with the
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Table 5.16: The statistical data of the buckling responses obtained from RS-HDMR
method. The results obtained from MCSs and PCE are included for
direct comparison.

MCS RS-HDMR PCE RE (%)

Max λcrit 1.325 1.327 1.446 0.151
Min λcrit 0.649 0.746 0.575 14.946
Mean, µλcrit 1.019 1.037 1.010 1.766
Std., σλcrit 0.215 0.232 0.255 7.907
Nsample 2500 210 210 -

MCSs. A small discrepancy is noticed between the RS-HDMR and PCE's curve. A

second peak is noticed at the right tail section of the curve which is thought to be a

contribution from the second-order components in RS-HDMR function.
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Figure 5.11: The scatter plot of the buckling critical load factors obtained from
RS-HDMR and original MCSs data.

The �rst and second-order sensitivity indices (Si and Sij) are given in Table 5.17. Based

on the sensitivity index values, the main e�ects are contributed by E11 with S1 = 0.9899.

Two second order sensitivity indices; SU14 and SU23 are obtained from the analysis which

account for interaction e�ects of {E11,tply} and {E22,G12}. The corresponding values are

S14 = 0.0060 and S23 = 0.0041, respectively. The results are slightly di�erent from the

PC-based Sobol' Indices. The second-order sensitivity indices, SUPCE
ij are contributed by

{E11, E22} and {E11, G12}. A similar observation is obtained for �rst-order sensitivity

indices where E11 is the main contributor to the buckling response variation. The PC-

based Sobol's Indices for �rst order is SU1 = 0.9986 and for second-order indices, the

corresponding values are SU1,2 = 0.0010 and SU13 = 0.0001, respectively.
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Figure 5.12: The PDF's plot of the buckling critical load factor, λcrit obtained from
RS-HDMR method, PCE method and MCSs.

Table 5.17: The RS-HDMR's �rst and second-order sensitivity indices obtained from
the buckling analysis.

First Order Component Second Order Component

Sensitivity Index Value Sensitivity Index Value

S1 0.9899 S12 0.0000
S2 0.0000 S13 0.0000
S3 0.0000 S14 0.0060
S4 0.0000 S23 0.0041

S24 0.0000
S34 0.0000

The variation of �rst-order RS-HDMR components (λcrit) due to uncertain in E11 is plot-

ted in Figure 5.13. From the plot, the f0 +f1(E11) values seem to increase proportionally

at higher E11 value.

The interaction e�ects on the second-order RS-HDMR components are visualised in a

surface plot, as showed in Figure 5.14. Based on the plot, the highest interaction e�ect for

f14(E11, tply) is noticed when E11 = tply = 0 and E11 = tply = 1. Conversely. the highest

interaction e�ect for f23(E2, G12) is obtained when E22 is at maximum/minimum value

and G12 is at minimum/maximum value as shown in Figure 5.14(b) . The contribution

of the second-order RS-HDMR components on the output response are relatively small

which is one hundredth of the total response.

Overall, the RS-HDMR method is capable of producing an acceptable level of accuracy in

predicting the output response due to random input variables. The results obtained from

both case studies (�utter and buckling analysis) show an excellent correlation between

RS-HDMR and MCSs output response at lower computational expenses.
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Figure 5.13: The scatter plot of �rst-order RS-HDMR components (buckling
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Figure 5.14: The surface plot of second-order RS-HDMR component(buckling
response) due to interaction e�ect from input parameters; (a) E11 and
tply (b) E22 and G12.

5.7 Summary

The following conclusions can be drawn from the work in this chapter

1. The composite wing's structural and aeroelastic response variations due to un-

certainty in model parameters are successfully evaluated using Polynomial Chaos

Expansion (PCE) and Random Sampling High Dimensional Model Representation

(RS-HDMR) methods. Both PCE and RS-HDMR capable of producing an ac-

curate estimation that correlates well with conventional Monte Carlo Simulation

method.
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2. In reality, uncertainty exists and can be in the forms of parameter and geometry

variations. The uncertainties in composite material properties and the ply thickness

results in signi�cant output response variation that may lead to catastrophic design

failure. The uncertainty analysis performed in this chapter provides an essential

insight into how composite wings response to the uncertainties structurally and

aeroelastically.

3. PCE method is a surrogate model that employs polynomial basis function to rep-

resent the random input variables which result in better e�ciency compared to

other conventional methods. Di�erent type of polynomial can be used to represent

di�erent types of random variables. In this work, Hermite polynomials were used

to represent the Gaussian random variables.

4. In the PCE method, Latin Hypercube Sampling (LHS) is employed to determine

the unknown expansion coe�cient, βi. LHS provides an e�cient approach for

sampling to ensure the output response is captured on all PDF's points and hence

minimise the response variance.

5. The PC-based Sobol' indices method enables the determination of sensitivity index

due to random input parameters at low computational cost. The sensitivity indices

are obtained by evaluating the squared-sums of the PCE's expansion coe�cients.

6. In �utter analysis using PCE, the output response variations due to uncertainty in

E11, E22, G12 and tply are obtained in terms of probability density function. The

output PDFs show an excellent correlation with the MCSs results. A small relative

error, RE of 2.3% is obtained for the mean �utter speed using 4th order 4D-PCE

model. The �utter response is mainly e�ects by E11 with SU1 = 0.9801.

7. In buckling analysis using PCE, the PDF's plot shows an excellent agreement with

MCSs results. Di�erent order polynomials used in the PCE model result in small

di�erences which evidenced in the plots. Based on the �rst-order sensitivity index,

the buckling responses are mainly in�uenced by the random variable, E11 with

SU1 = 0.9986.

8. In �utter and buckling analysis using PCE, the minimum number of samples re-

quired is 210 for 4th order 4D-PCE model. The number of training data for MCSs

is 2500.
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9. In �utter analysis using RS-HDMR method, 332 samples are required in order to

obtain an excellent agreement with MCSs results. The accuracy of the output

response is improved in comparison with the PCE method. The method can be

used e�ciently for higher-dimensional order of random variables as the number of

samples required is not dependent on the dimensional order. The sensitivity anal-

ysis in RS-HDMR reveals similar outcome with PCE-based Sobol' Indices method

where the �utter response is mainly e�ected by E11.

10. In buckling analysis using RS-HDMR, 210 samples are required to obtain an ac-

ceptable prediction of the output response concerning MCS. The output variation

is primarily in�uenced by E11, denoted by the �rst-order sensitivity index, S1. The

interaction e�ects are contributed by {E11, tply} and {E22, G12}.

11. Both PCE and RS-HDMR can be e�ciently used to determine the wing's responses

variation due to random input variables at lower computational expenses. The

RS-HDMR method can be used for higher-dimensional order random input pa-

rameters using smaller number of training samples as opposed to PCE method.

The number of samples required for PCE increases dramatically as the dimen-

sional order increased which limits their application for uncertainty quanti�cation

of high-dimensional order input parameters.
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Chapter 6

Reliability-based Design Optimisation for

a Composite Aircraft Wing

6.1 Introduction

The current approaches for aeroelastic tailoring of aircraft structures employed deter-

ministic optimisation methods to obtain the best design with minimum structural weight

and optimum aeroelastic performance. In composite materials, aeroelastically-tailored

designs can be achieved by altering the sti�ness properties of the structure via the bend-

ing and the torsional coupling terms in the composite sti�ness matrix. Recent work on

aeroelastic tailoring is concerned with the optimisation of the wing structure for min-

imum structural weight subjected to multiple constraints that included structural and

aeroelastic performance.

The deterministic approach, as presented in Chapter 4 for aeroelastic tailoring does not

included uncertainty considerations within the optimisation process. Although in many

cases, a safety factor is included in the design constraints to account for uncertainty in the

model. In reality, uncertainty comes from various sources such as material properties,

geometry and manufacturing defects. Aleatory uncertainty is the most common type

of uncertainty encountered in many design problems and has been reported by various

researchers. Aleatory uncertainty is classi�ed as an irreducible uncertainty which is

inherent in the system or model. The randomness in the model's parameter is a typical

example of aleatory uncertainty. In Chapter 5, the e�ects of variability in composite

material properties and ply thickness on the wing's structural and aeroelastic responses

have been studied. The presence of parametric uncertainty in the model results in output

response variation. These e�ects are needed to be appropriately quanti�ed in the design

to prevent catastrophic failure due parameter variation.
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The e�ect of aleatory uncertainty on the model's response can be minimised by using

improved modelling techniques, acquiring additional data or better parameter estima-

tion. In this chapter, a reliability-based method [21, 172] is introduced to account for

parametric uncertainty e�ects in aeroelastic tailoring procedures. The method requires

a very e�cient method for uncertainty quanti�cation to rapidly evaluate the wing's re-

sponse variation due to random input variables. Monte Carlo Simulation (MCS) [23, 24]

is the conventional method used for uncertainty quanti�cation, but it requires a large

number of training data. Surrogate models, such as Polynomial Chaos Expansion (PCE)

method [139, 140] presented in Chapter 5, can be used for this purpose as it employs a

meta-modelling technique to evaluate the output response at low computational cost.

This chapter aims to introduce a reliability-based design optimisation (RBDO) method

for the aeroelastic tailoring of a composite wing. The method is applied on a reference

composite wing (benchmark wing) to obtain a reliable wing design that is insensitive to

small changes in design parameters such as material properties and ply orientation.

6.2 Model Description

A detailed Finite Element (FE) wing box model of a regional jet airliner, as intro-

duced in Chapter 3, was used for the analysis to demonstrate the e�ectiveness of the

RBDO method. The aspect ratio of the wing model is 10. The wing geometry and

the load-carrying wing box within the planform are depicted in Figure 3.4 (page 57).

The structural entities including the spars, ribs and stringers sections are de�ned in the

model. Three main spars and the ribs, including those at the root and tip are modelled

and positioned equidistant in the spanwise direction aligned with the global x-axis. The

stringers are included in the model as bar elements. The skin, ribs and spars are de�ned

using composite material properties as in Table 3.3 (page 65) while others using massless

aluminium properties. Further details on the wing model are given in Section 3.2 (page

54).
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6.3 Reliability-based Design Optimisation (RBDO) method

The deterministic approach presented in Chapter 4 did not consider the e�ects of pa-

rameter variation in the optimisation process. The performance of the deterministic

design can be overestimated or underestimated due to the presence of uncertainty. The

probabilistic approach, such as Reliability-based design optimisation, can be used to en-

sure design reliability is satis�ed. The probabilistic approach uses probability theory

to include the e�ects of random parameters in the optimisation. The proposed RBDO

method utilises the concept of maximising the reliability of the structures/model to im-

prove the design's probability of survival at speci�c target values. In the context of

aeroelastic tailoring, the RBDO method can be used to obtain a reliable design solution

when uncertainty exists while satisfying the requirements for structural and aeroelastic

performance. The uncertainty in the model can be in the form of parametric variations

in the material properties and model geometry.

6.3.1 Probabilistic optimisation

The general concept of the probabilistic optimisation within the RBDO method is for-

mulated as

minimize
x

fobj,RBDO(Pf(x,p)),

subject to: xL ≤ x ≤ xU,

(6.1)

where fobj,RBDO is the objective function; p is a vector of constant parameters in the

optimisation; and x is the design variables that are bound between lower and upper

limits, xL and xU. The objective function is de�ned as the probability of failure, Pf for

the response of interest at a speci�c target design value.

fobj,RBDO =
Pf

Pallow
, (6.2)

where Pallow is the allowable probability of failure. The Pf value is obtained from the

probability density function (PDF) plot of the output response as the cumulative area

under the plot up to target design value as shown in Figure 6.1. The objective of RBDO

is to minimise the Pf so that the probability of the design to fail (any output response)

before the target design value is reduced. This aim is illustrated in Figure 6.1 such that
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the RBDO curve is shifted to the right of the deterministic curve to obtain lower Pf

at a speci�c target of design response. The RBDO seeks for a reliable design that is

insensitive to random variables in the model (minimum Pf values).
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Figure 6.1: Reliability-based design optimisation approach.

The main challenge for the RBDO method is to perform a rapid evaluation of the wing's

response due to random input variables. The RBDO method requires the determination

of the output response at every iteration step, hence a surrogate model such as PCE is

employed to obtain the wing response at a minimum number of samples data. As shown

in previous chapter, PCE method is capable of producing results at reasonable accuracy

compared to the conventional MCS method at lower computational cost.

6.3.2 Stochastic Modelling

The stochastic modelling using PCE is presented herein for reliability-based optimisation

of the composite wing. The longitudinal Young's modulus, E11, transverse in-plane

Young's modulus, E22 and composite ply thickness, tply are chosen as the random input

variables. The coe�cient of variance (CV) for E11 and E22 is 0.1 and for tply, CV is 0.01.

The mean and standard deviation for the random input variables are given in Table 6.1.

Norbert Weiner [139] originally introduced the concept of Polynomial Chaos as part of

homogeneous chaos formulations. The PCE formulation has been presented in Chapter
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5. To recall, the general formulation is given by

u(θ) =

∞∑
i=0

βiψi(ζ(θ)), (5.2)

where βi is the expansion coe�cient that needs to be determined from the sample data

and ψi is the polynomial basis function. The type of polynomial basis used in the

formulation depends on the type of distribution of the random input variables. If the

input variables are Gaussian, Hermite polynomials are used to represent these variables.

For other types of random input distributions, other orthogonal polynomials may be used

such as Laguerre and Jacobi's polynomials given in Ref. [141]. For standard Gaussian

random variables, the output of the system can be assumed to be Gaussian if only lower

terms of the expansion coe�cients are included. The output response obtained using

higher terms may not be in the form of Gaussian distribution.

Table 6.1: The mean and standard deviation values for the random input variables
used in the uncertainty analysis.

E11 (GPa) E22 (GPa) Ply thickness, tply (m)

Mean, µ 148.0 10.3 1.83×10−4

Std Dev.,σ 14.8 1.03 1.83×10−6

The current work employed 1st to 4th polynomial orders in the PCE formulation. Higher

polynomial order is not considered as it requires large sample size to determine the

expansion coe�cient as total-order expansion, A (Eqn. 5.16). The accuracy of the output

responses obtained from this work is compared with the MCSs. To demonstrate, provided

that the input random variables are continuous Gaussian consist of E11, E22 and tply, the

�utter response due to these variables can be estimated using 3rd order PCE formulation

with A =

6

3

 = 20 as follows

V 3rd

f = β0 + β1E1 + β2E2 + β3tply + β4(E2
1 − 1) + β5(E2

2 − 1) + β6(t2ply − 1) + β7E1E2+

β8E1tply + β9E2tply + β10(E3
1 − 3E1) + β11(E3

2 − 3E2) + β12(t3ply − 3tply)+

β13E1(E2
2 − 1) + β14E2(E2

1 − 1) + β15E2(t2ply − 1) + β16E1(t2ply − 1)+

β17tply(E
2
2 − 1) + β18tply(E

2
1 − 1) + β19E1E2tply,

where βi, ..., βn; i, ..., n = 0, ..., 19 are determined from computed test data.
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Figure 6.2 shows an overview of the PCE process to determine the PDF of the wing's

response with Gaussian continuous random variables. The Latin Hypercube Sampling

(LHS) technique [188] is used for data sampling to ensure that all test cases of the

random variables are selected with equal probability. The random variables and �xed

design variables are input in the FE model to obtain the sample response. The Hermite

polynomial basis is constructed, and the expansion coe�cients are obtained using a

least-squares linear regression model, as presented in Chapter 5. The output response is

emulated based on the combination of random parameters and the calculated expansion

coe�cients. Consequently, the statistical properties such as mean, standard deviation

and probability of occurrence are obtained from the PDF of the emulated response.

Model De�nition

Design variables
(Ply angles)

FE model

Sample Aeroe-
lastic Response
(Vf,1, ..., Vf,n)

(RBMmin,1, ..., RBMmin,n)

Gaussian Variable
(Φi(0, 1))

LHS

Gaussian Samples
(zi, ..., zn)

Construct Hermite

basis Polynomial

Polynomial Ba-
sis at each sample
(Ψ(z1), ...,Ψ(zn))

Linear Regression model

Expansion Coe�cients
(β0, ..., βP )

Calculate emulated

output response

Output PDF

Figure 6.2: The PCE modelling process and FE modelling approach to obtain
aeroelastic response distribution.

The convergence study is performed in order to obtain the minimum number of samples

required for PCE. As the RBDO method requires the output response for each set of

random variables to be determined in every iteration step, it is essential to establish

the minimum number of data samples for PCE so that the computational cost can be
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kept at a minimum. Figure 6.3 provides the PDF plots for PCE and MCS. MCS run is

performed with 5000 training data. Note that the �utter speed is normalised concerning

the maximum �utter speed. The output responses for �utter speed are determined using

di�erent polynomial order and di�erent number of samples for 3rd order PCE. The PDF

plots of PCE at di�erent polynomial as shown in Figure 6.3 (a) reveals an excellent

agreement with the MCS results for 1st, 2nd and 3rd order PCE. A small discrepancy

is obtained from 4th order PCE in comparison with the MCS. Based on the PCE run

using a di�erent number of sampled data, the PDF plot matched well with MCS as the

number of samples increased to 30.

Further insight can be seen from Figure 6.4 where the Root Mean Square Error (RMSE)

of the �utter speed relative to MCS is plotted against the number of LHS samples. It can

be seen that the convergence occurs when number of samples ≤ 25. Hence, 30 samples

are su�cient to obtain accurate approximation of the output response.
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Figure 6.3: PDF plots for �utter response using; (a) Di�erent order of PCE model
and (b) Di�erent number of samples data for 3rd order PCE. The results
are compared with output response from MCS.

6.4 Deterministic model

In the proposed RBDO procedure, the optimised deterministic model is used as the

initial design for the probabilistic optimisation. In the deterministic optimisation, the

composite wing structure is optimised for minimum structural weight with structural and

aeroelastic responses as the design constraints. The strength and buckling responses are

quanti�ed for structural constraints. The aeroelastic instability behaviour of the wing is
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Figure 6.4: The root means square error (RMSE) of the �utter response against the
number of LHS samples.

measured in terms of the �utter speed. The wing's response to gust loads is quanti�ed

in terms of the bending moment at the root (RBM). An idealised `1-cosines' discrete

gust representation is assumed for the gust analysis. Only the top skin, bottom skin and

the spar panels are optimised because of their active in�uence on the wing's structural

strength and sti�ness. In total, 41 panels are optimised for the deterministic model.

The deterministic design problem can be described as

minimize
x

fobj,det(W (x), fcost,det(x)),

subject to: Strain Failure Index, F I(x) ≤ 1 (Max. Strain),

Buckling critical load factor, λcrit(x) ≥ 1,

Flutter speed, Vf(x) ≥ 1.15VD (VD = Design dive speed),

Wing Root Bending Moment, max(RBM(x, Lg)) ≤ max(RBMBenchmark(Lg)),

x = [ξA1 , . . . , ξ
A
4 , ξ

D
1 , . . . , ξ

D
4 , tpanel,1, . . . , tpanel,41],

(6.5)

where x and Lg are the vector containing the design variables and gust wavelength,

respectively. The strength performance of the composite panels is evaluated in terms

of the maximum and minimum strain limit. The strain failure index is introduced to
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quantify the strength performance by not exceeding a set allowable value and formulated

as

FIstrain = max
( εmin
εmin,allowable

,
εmax

εmax,allowable
,

γmin
γmin,allowable

,
γmax

γmax,allowable

)
, (6.6)

where εmin and εmax are the principle strains for laminate under compression and tension,

respectively. The allowable values are set to εmin,allowable = −5900µε and εmax,allowable =

7100µε. The shear strains limit is de�ned in terms of maximum and minimum shear

strains, with allowable values set to γmin,allowable = −4500µε and γmax,allowable = 4500µε.

A static manoeuvre load case is considered for the analysis with Mach number, cruise

altitude and acceleration of 0.82, 10 000 m and 2.5g, respectively. The upper boundary

for FI is set as 1.0. The �rst ten buckling modes are computed from the buckling

analysis to account for critical mode changes. The �utter speed, Vf is calculated from

conventional V − g plot, assuming Mach 0.82 and �ight dive velocity, VD at 10000m. Vf

is assumed to be the lowest of 12 values (from 12 modes) at which the damping factor

equals zero.

The objective function is de�ned as an aggregate of structural weight and a weighted cost

function. The weighted cost penalty function is introduced to account for the in�uence

of �utter and RBM responses on the optimised solution. The strength and buckling

constraints are not included in the cost function but used to validate the design for

structural performance. The objective function and the weighted cost penalty function

are formulated as

fobj,det =
W (x)

WBenchmark
+ fcost,det(x), (6.7)

where W is the wing structural weight (skins and spars only) and

fcost,det = wf ×
∣∣∣Vf − Vf,Design

Vf,Design

∣∣∣+ wg ×
∣∣∣ RBM

RBMBenchmark

∣∣∣, (6.8)

and where

wconstr = {wconstri ∈ [0, 1] :
∑

constri

= 1, constri ∈ {f, g}}. (6.9)

For each set of weighting factors, the wing's responses are evaluated, and a Pareto front

plot is constructed to determine the best design solution. The best solution is chosen
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from the Pareto points based on the averaging principle to minimise |∑−2| where

∑
=

Vf
1.15VD

+
RBM

RBMmin
(6.10)

and where the subscript `min' is referred to the minimum value of RBM deduced from

each combination of weighting factors.

In the deterministic optimisation, the lamination parameters and the laminate thickness

are chosen as the design variables and input in the FE model as the sti�ness compo-

nent. The lamination parameters are derived from Classical Laminate Theory (CLT)

as presented in Section 3.3.1 (page 59). The symmetric and unbalanced laminates are

considered in the optimisation to avoid warping (upon cool down from the curing temper-

ature) and to promote anisotropy (governed by the bending-torsion coupling parameter

D16 and D26) to the structures. This results in nine design variables (eight lamination

parameters; [ξA1 , . . . , ξ
A
4 , ξ

D
1 , . . . , ξ

D
4 , tpanel] and a thickness parameter) for each compos-

ite panel. Additionally, the lamination parameters are governed by the feasible region

relationships derived from Fukunaga & Sekine [72] and are given in Eqn. (4.3). The

deterministic optimisation is performed using the PSO algorithm with the maximum

number of iteration is set to 50 with 20 particles in each iteration.

The �utter analysis is performed usingMSc. Nastran's SOL 145: Flutter analysis.

The frequency-matching `p-k' method is used to predict the �utter occurrence. Details

on the �utter analysis is given in Section 3.4.4 (page 74).

The gust response constraint is determined in terms of minimum strain energy which

is governed by the wing root bending moment (RBM) against discrete gust load. The

aeroelastic dynamic response (SOL 146) inMSc. Nastran is used to evaluate the wing's

gust response. Only the critical gust length is considered in the analysis which is de�ned

as the maximum absolute value of RBM response. The gust length parameters, Lg are

chosen in the range of 18 m to 216 m as to represent the critical gust length speci�ed in

CS-25 [181]. The design gust velocity, wg0 and the �ight speed, V are 20 ms−1 and 253

ms−1, respectively.
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6.5 Reliability-based Design Optimisation for Flutter and

Gust Response

The PCE based RBDO method is used to determine a reliable composite wing design

for �utter and wing RBM due to gust with uncertainty in the material properties and

ply thickness. A strategy is adopted whereby the probability of aeroelastic instability

(�utter/divergence) occurrence at target design �utter speed is minimised, and the RBM

response optimised below the speci�ed target value. Here, the concept of maximising

the reliability of the structure is used in terms of the probability of survival. For �utter

response, the probability of survival is maximised such that the instability does not occur

before a target design instability speed. For the RBM response, the optimisation aims

to maximise the probability of occurrence at target RBM value so that the RBM value

is minimised with the presence of uncertainty.

The RBDO method is visualised in Figure 6.5. The reliable design for �utter response

is obtained by minimising the probability of failure for �utter occurrence at Vf,Design

or minimising the area under the deterministic's PDF curve. For the RBM response,

the reliable design is obtained by maximising the probability of failure at RBMDesign so

that the RBM response for the optimised design is below RBMDesign with uncertainty

included in the model.
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Figure 6.5: Overview of RBDO method for �utter response and RBM; (a) PDFs
plot for �utter and (b) PDFs plot for wing's RBM.
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The optimisation function in RBDO for the current work is given by;

fobj,RBDO =
Pf

Pf,allow
+
Pg,allow
Pg

, (6.11)

where Pf and Pg are the probability of failure for �utter and gust response. Pallow is the

allowable probability of failure. In our case, probability of exceeding the target design

response.

In the RBDO procedures, the design variable is the ply angle of the composite laminate

in contrast with the deterministic optimisation where lamination parameters are used as

the design variables. In the RBDO procedures, the variability in ply angles is treated

as the random parameters as well as the material properties and the ply thickness. The

improved design from the deterministic optimisation is used as the initial design con�g-

uration. The stacking sequence of the initial design (deterministic design) is determined

from the lamination parameters and the laminate thickness of the deterministic solution.

Here, three layup strategies are used. The �rst layup strategy involved only 0◦, ±45◦

and 90◦ plies. The 0◦, ±45◦ and 90◦ plies are often used to fabricate laminate in the

industry as to carry the wing's structural axial, shear and transverse loads. Additional

±30◦ and ±60◦ plies are introduced in second layup strategy, and ±15◦ and ±75◦ plies in

third layup strategy. The inclusion of additional ply angles in the layup strategies is to

provide additional design spaces for the robust optimisation procedures and to evaluate

their contribution on the wing's �utter behaviour.

To ensure a feasible stacking sequence, a ply contiguity constraint is enforced where

no more than four plies of same orientation are used in the stacking. The ply angles

are used as the discrete design variables in order to account for the stacking sequence

variability. The particle swarm optimisation (PSO) algorithm is used for the optimisation

with maximum of 50 iteration and 20 particles. The PSO is available from Matlab

optimisation toolbox.

6.5.1 Deterministic design

The structural weight, �utter speed and wing root bending moment for the optimised de-

terministic design are given in Table 6.2. The deterministic optimisations are performed

using di�erent combination of weighting factors, wf and wg which are chosen at random.
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The weighting factors are assigned to �utter and RBM responses in order to evaluate

the contribution of both response on the optimised design. It is observed that at the

higher weighting factor, an optimal �utter speed is obtained (Vf ≈ 1.15VD). Similarly,

for RBM , minimum RBM value is obtained when wg ≈ 1.0.

The Pareto front plots of the deterministic optimum are depicted in Figure 6.6. The

wing's responses (�utter speed and RBM) for all weighting combination are plotted

against the weighting factor. It can be seen from Figure 6.6(a), the wing's �utter speed

(Vf/1.15VD) is converged towards the target value (Vf/1.15VD ≈ 1) as the weighting

factor, wf increases to unity. Similarly, the RBM responses converged towards minimum

value as wg increases to one as shown in Figure 6.6(b). It is also noticed from Figure

6.6(c) that the lowest RBM response can be obtained but with higher Vf/1.15VD.

The best solution for the deterministic design is selected based on the averaging prin-

ciple such that |∑−2| closed to 2. The values for |∑−2| are provided in Table 6.2.

The corresponding �utter speed (Vf/1.15VD) and RBM (RBM/RBMbenchmark) for the

best deterministic design are 1.1564 and 1.3741, respectively. The structural weight

(W/WBenchmark) of the best deterministic design is 0.8866 which is 11.3% less than the

benchmark wing. The maximum FI value of 0.76 is obtained at top skin panels at the

proximity of engine pylon. The strain distribution of the best design is shown in Figure

6.7. The critical buckling load factor, λcrit for the best deterministic design is 1.0473.

The strain and buckling responses for all other deterministic design solutions satis�ed

the design requirement/constraints for the optimisation.

Table 6.2: The structural weight, �utter speed and wing root bending moment
(RBM) obtained from the deterministic optimisation.

Run wf wg
W

WBenchmark

Vf
1.15VD

RBM
RBMBenchmark

|
∑
−2|

1 1.00 0.00 0.8619 1.1527 0.8249 9.4202
2 0.90 0.10 0.8769 1.1510 0.6389 7.5544
3 0.80 0.20 0.8592 1.1510 0.3378 4.5365
4 0.70 0.30 0.8384 1.2024 0.3385 4.5951
5 0.60 0.40 0.8922 1.1557 0.2046 3.2062
6 0.50 0.50 0.8799 1.1616 0.2184 3.3508
7 0.40 0.60 0.9029 1.1771 0.2451 3.6339
8 0.30 0.70 0.8854 1.1526 0.1673 2.8292
9 0.20 0.80 0.8866 1.1564 0.1371 2.5305
10 0.10 0.90 0.9390 1.5703 0.0998 2.5703
11 0.00 1.00 0.9519 1.9073 0.1171 3.0807
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Figure 6.6: Pareto front plots deterministic optimum; (a) Weighting, wf vs. Flutter
speed, Vf, (b) Weighting, wg vs. RBM and (c) Flutter speed, Vf vs.
RBM .

6.5.2 Reliable design

The deterministic and RBDO designs based on three layup strategies are obtained at the

design �utter speed, Vf,Design = 1.5 and design root bending moment, RBMDesign = 0.15.

The mean value, standard deviation and probability of failure, Pf at design values are

given in Table 6.3. Note that the deterministic design's responses given in the table

di�er from the responses provided in Section 6.5.1. This change is due to di�erent design

variables used in the analysis. Here, ply angles are used instead of lamination parameters.

Hence, there is a slight di�erence in the response values. Moreover, the e�ect of random

parameters (E11, E22 and tply) are included in the deterministic design to obtain the

mean, standard deviation and probability of failure at target design value. Figures 6.8

to 6.10 provide the PDF plots for the �utter speed and RBM of the deterministic design

as well as the RBDO design evaluated at target design values.

For the deterministic design, the probability of �utter occurrence increases as additional

ply angles is introduced in the laminate. The non-conventional ply angles impart more
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Figure 6.7: The longitudinal strain distribution (normalised) obtained from the
deterministic optimised design.

Table 6.3: The �utter speed and wing root bending moment of the RBDO optimised
designs.

Layup

strategy
Design

Flutter speed, Vf
1.15VD

Wing root bending moment, RBM
RBMBenchmark

(Vf,Design = 1.5000) (RBMDesign = 0.1500)

Mean Std. Dev. Pf Mean Std. Dev. Pf

1 Deterministic 1.4203 0.3776 0.0089 5.2490 0.8163 0.0023
RBDO 1.6383 0.2362 0.0060 4.8930 0.8664 0.0135

2 Deterministic 1.6360 0.1748 0.0096 4.3350 0.8460 0.4641
RBDO 1.6333 0.1991 0.0005 2.5360 0.7365 1.0000

3 Deterministic 1.5762 0.4207 0.0319 3.6420 0.8239 0.9851
RBDO 1.6544 0.1729 0.0177 2.6520 0.9512 1.0000

bending sti�ness in the structure to resist the bending and twist deformation which re-

sults in higher �utter speed and the mean responses. A similar observation can be said

for RBM response, as additional ply angles are included, lower RBM value is obtained

from the deterministic design. The proposed RBDO method results in reliability im-

provement to the design as a lower probability of failure is obtained in comparison with

the deterministic design.

From Table 6.3, a 32.6% reduction in terms of the probability of failure is evaluated from

the RBDO design with only 0◦, ±45◦ and 90◦ plies. A higher percentage of reductions is

achieved with the inclusion of additional plies; 94.6% and 44.8% reliability improvement

are obtained for the second and third layup strategy.

Similarly, for the gust responses, the mean values for root bending moment are reduced
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Figure 6.8: The PDF plots for deterministic and RBDO optimised design for �rst
layup strategy (0◦, ±45◦ and 90◦ plies); (a) Flutter response (b) RBM
response.
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Figure 6.9: The PDF plots for deterministic and RBDO optimised design for second
layup strategy (0◦, ±30◦, ±45◦, ±60◦ and 90◦ plies); (a) Flutter
response (b) RBM response.

for all layup strategies with the highest reduction of 41.5% are obtained from the second

layup strategy as given in Table 6.3. More evidence can be found from Figure 6.9(b)

and 6.10(b) where the PDF curves of RBM responses are shifted to the left. The results

indicated that lower RBM responses could be obtained when additional ply angles are

introduced.

It is also noted from Figure 6.10 that the RBDO's �utter response obtained from the

third layup strategy is shifted to the left and has a higher peak value compared to

the deterministic design. However, it is noticed that the skewness of the PDF curve is

reduced, thereby lowering the probability of failure.
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Figure 6.10: The PDF plots for deterministic and RBDO optimised design for third
layup strategy (0◦, ±15◦, ±30◦, ±45◦, ±60◦, ±75◦ and 90◦ plies); (a)
Flutter response (b) RBM response.

The layup strategy with 0◦, ±30◦, ±45◦, ±60◦ and 90◦ plies provides the optimal RBDO

solution for both �utter and root bending moment responses. Figure 6.11 shows the

ply con�guration for the optimal RBDO design obtained from the second layup strategy.

Note that, layup obtained is symmetric and only half of the layup is depictured in Figure

6.11.

In comparison with the deterministic model, a small reliability improvement is achieved

from the �rst layup strategy, which is evidenced in Table 6.3. There is minimal dis-

crepancy observed in terms of the stacking sequences of the optimised and deterministic

model. The results are expected as the layup strategy limited to 0◦, ±45◦ and 90◦ plies.

The layup consists of 0◦, ±45◦ and 90◦ plies able to resist bending and twisting motion

of the structure and hence results in larger mean �utter speed. The additional ±30◦ and

±60◦ plies in the second layup strategy promote higher mean �utter speed as opposed

to �rst layup strategy. This is thought due to greater design space in �nding the opti-

mal ply sequences, which also promotes additional sti�nesses to the structure for better

bending and twisting resistance. The best reliable design is obtained from the second

layup strategy with ±30◦ and ±60◦ plies in the stacking sequence.

The optimised stacking sequence obtained from the RBDO method is obtained with the

inclusion of several manufacturing constraints as follows;

• The ply contiguity constraint is enforced such that there is no more than four plies

with the same orientation are used in the stacking sequences.
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Figure 6.11: The stacking sequence for RBDO design obtained from second layup
strategy with 0◦, ±30◦, ±45◦, ±60◦, and 90◦ plies.

• A 45 deg, 90 deg and −45 deg sequence is speci�ed at the outer surface of the lam-

inate to provide damage resistant and helps prevent delamination under loading.

However, the ply drop constraint is not considered in the layup con�guration. In reality,

the ply drop constraint allows for continuity and to avoid high-stress concentration area

on the laminate due to sharp change in the thickness of the adjacent laminate. From

the results presented in this chapter, it can be remarked that the design reliability of the

laminate panel is driven by the inclusion of additional ply angle in the layup strategy

which imparts higher bending sti�ness on the wing structures.

6.6 Summary

The following conclusions can be drawn from the work in this chapter.

1. A computationally e�cient approach has been presented for improved design re-

liability of composite wings subjected to multiple constraints with uncertain in

material properties and ply thickness. The Polynomial Chaos Expansion method
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provides an e�cient tool to estimate the wing's responses due to the random pa-

rameters at a lower computational cost.

2. Polynomial Chaos Expansion method provides su�cient accuracy for uncertainty

quanti�cation with fewer model runs compared to Monte Carlo Simulation.

3. The reliability-based design optimisation (RBDO) method is capable of producing

a reliable design based on the minimum probability of failure for �utter and root

bending moment responses. Di�erent level of design reliability can be achieved

with three layup strategies suggested. The �rst layup strategy consists of 0◦, ±45◦

and 90◦ plies. Additional ply angles of ±30◦, ±60◦, ±15◦ and ±75◦ are included

in the second and third layup strategies.

4. The deterministic design provides a structural weight reduction of 11.3% in com-

parison with the benchmark wing. The structural weight saving is not considered

in the RBDO as only ply angles are used as the design variables.

5. The composite manufacturing constraints such as composite ply drops are not

considered in the analysis, which may provide more feasible stacking sequence for

RBDO design.

6. An improvement of 32.6% in terms of structure reliability for �utter response is

obtained from RBDO design with 0◦, ±45◦ and 90◦ plies. The highest reduction

in the RBM value is obtained from the second layup strategy consists of ±30◦ and

±60◦ plies.

7. The second layup strategy with 0◦, ±30◦, ±45◦, ±60◦ and 90◦ plies produce an

optimal RBDO design for �utter and wing root bending moment responses.
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Chapter 7

Multi-level Robust and Reliability-Based

Aeroelastic Tailoring Framework

7.1 Introduction

Traditionally, aircraft wing structures are designed using deterministic approaches for

minimum structural weight, while satisfying multiple constraints for performance and

certi�cation. Designers, however, are aware that deterministic optimisations, being un-

able to account for probabilistic uncertainties in material and structural parameters,

may lead to unreliable or unrealistic designs. When dealing with composite structures,

stochastic uncertainties arise from geometric and material properties, and from manufac-

turing processes. If one were to design for reliability and robustness, parameter variations

in the model should be quanti�ed accurately. Hence, the growing interest in improving

or replacing deterministic optimisation procedures for robust and reliability-based struc-

tural design methods.

A probabilistic design concept, Reliability-based Design Optimisation (RBDO) has been

introduced in a previous chapter (Chapter 6) which employs the probability of failure to

determine the level of design reliability in the aeroelastic tailoring. The method aims to

optimise a design whilst having a particular risk or target reliability/performance as a

constraint. Another probabilistic design concept known as Robust Design Optimisation

(RDO) method is introduced in this chapter. The method seeks for optimal designs

about a mean response value to maximise the design robustness via minimisation of

the sensitivity to random parameter variations [29]. Later on in this chapter, a mixed

RBDO-RDO approach is introduced which employs features of both RDO and RBDO

in aeroelastic tailoring of composite wings within a multi-level optimisation framework.

The mixed approach is thought to be a more e�ective means to search for robust optimum

that also satisfy reliability constraints.
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There are very few studies [21, 30, 172] that have been done using probabilistic opti-

misation approaches such as RBDO and RDO for the aeroelastic tailoring of composite

structures. Scarth et al. [21] and Manan et al. [172] used simpli�ed analytical mod-

els for aeroelastic stability with uncertainty arising from composite material properties.

These works employed a PCE model for uncertainty evaluation, together with a singly-

constrained RBDO approach, to obtain a reliable design for maximum instability speed.

Paiva et al. [29] used a mixed RDO-RBDO approach for the preliminary design of aircraft

wings. Their multidisciplinary approach employs a Kriging surrogate model to account

for uncertainty in parameters of the �ight condition. To the knowledge of the author,

the current work is the �rst to perform probabilistic optimisation approach using a com-

bination of robust and reliability-based design methods within a multi-level aeroelastic

tailoring framework for structural and aeroelastic response constraints.

The work presented in this chapter introduces a multi-level aeroelastic tailoring optimi-

sation approach to determine minimum structural wing weight, subject to multiple struc-

tural and aeroelastic constraints. The optimisation procedure is divided into two levels:

a deterministic optimisation and a combined implementation of robust and reliability-

based design optimisations (RRBDO). The current work employs a detailed �nite element

wing box model, together with a PCE surrogate model for uncertainty quanti�cation,

to solve for a multi-constrained aeroelastic tailoring optimisation problem. Composite

material properties and ply thickness variations are chosen as the parameters carrying

uncertainty, with di�erent levels of variation. A comparison between the RDO, RBDO

and RRBDO approaches for aeroelastic tailoring is presented.

7.2 Model de�nition and analysis methods

A detailed Finite Element (FE) model for the high aspect ratio wing box of a refer-

ence regional jet airliner as described in Section 3.2.1 (page 56) is used for the analyses

in this work. All parts of the primary structure are modelled with intermediate mod-

ulus carbon/epoxy composite (Hexcel 8552 IM7 [179]), with material properties listed

in Table 3.3 (page 65). For dynamic and aeroelastic analyses, engine and fuel weight

are modelled as concentrated masses, with locations as shown in Figure 3.4 (page 57).

The fuel mass is distributed spanwise along the tank centroid line, with point masses
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positioned between each spar-rib bay. Fuel load is included to provide a realistic repre-

sentation of the wing model. The wing's secondary masses that included pylon, nacelle

and engine part are modelled as point masses. Only the skin and spar sections are in-

cluded in the optimisation procedures, where a total of 41 panels are created, with 11

panels for the top and bottom skins, eight panels for spar 1 and 2, and three panels

for spar 3, as shown in Figure 3.6 (page 63). The wing model is optimised for a min-

imum weight with consideration of robustness and reliability, when subject to multiple

constraints including strain, buckling, aeroelastic stability and extreme gust loads. Lam-

ination parameters and laminate thickness are chosen as design variables and translated

into sti�ness components to be input into the FE model.

The lamination parameters are also governed by the feasible region relationships which

act as an additional set of constraints to reduce the design spaces towards convergence

solution. The feasible regions of the four in-plane and out-of-plane lamination parameters

given by Eqn. (3.10) in Section 3.3.1 (page 59). To recall, the feasible regions are

governed by

− 1 ≤ ξjk ≤ 1,

(ξj1)2 + (ξj3)2 ≤ 1,

2(1 + ξj2)(ξj3)2 − 4ξj1ξ
j
3ξ
j
4 + (ξj4)2 − (ξj2 − 2(ξj1)2 + 1)(1− ξj2) ≤ 0, (3.10)

where ξjk are the lamination parameters with k = 1, 2, 3, 4 and j = A,D.

In this work, symmetric laminates and unbalanced laminates are considered. The un-

symmetrical laminates tend to warp upon cool down from the curing temperature. For

balanced laminates, the extension-shear coupling terms, A16 and A26, are zero. These

will reduce the in�uence of anisotropy (extension-shear coupling) on the response of com-

posite structures [137], thereby reducing the design spaces for aeroelastic tailoring. The

unbalanced, symmetric laminates are considered in this work. This decision results in

nine design variables for each composite panel in the wing box model (eight lamination

parameters plus one laminate thickness), giving a cumulative total of 369 design variables

for each level of optimisation.
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7.2.1 Aeroelastic analysis

The aeroelastic stability of the wing box is assessed using MSc. Nastran's SOL 145,

which relies on the frequency matching `p-k' method to predict the �utter speed, Vf .

In Nastran, a matched �utter analysis is speci�ed (PKNL in FLUTTER input command).

Further details can be found in [182]. Structural frequencies, as well as their modal

amplitudes and damping, are obtained from the analysis as functions of air speed. The

�utter speed at each mode is found as the value at which the damping equal to zero.

A total of 12 modes are considered in the �utter analysis to allow for mode switching

during the optimisation process.

7.2.2 Gust analysis

The wing's responses due to gust load were analysed by considering discrete gusts or

continuous turbulence as speci�ed by aeronautical authorities (CS-25 [181]). Herein, the

wing's response to turbulence is evaluated in terms of root bending moment (RBM) for

discrete `1-cosine' gusts [22, 23]. The governing equations for `1-cosine' gust pro�le are

given by Eqns. (3.30) and (3.31) in Section 3.4.5 (page 78). To recall

wg(t) =
wg0
2

(1− cos
2πV

Lg
t), (3.30)

where

wg0 = Uref Fg

( H
107

) 1
6
. (3.31)

In the current work, the reference gust velocity, Uref is 13.41 ms−1 and the �ight speed

is set to 253 ms−1. The gust length is chosen to vary from 18 m to 216 m. MSc. Nas-

tran's SOL 146 is used to evaluate the wing box dynamic aeroelastic response to discrete

gusts. The details on the analysis are explained as per Section 3.4.5 (page 78). The input

gust velocity as a function of time at reference gust velocity used in the analysis is shown

in Figure 3.17 (page 80).
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7.2.3 Structural analysis

The structural responses of the composite wing are evaluated in terms of strain and buck-

ling responses subjected to static manoeuvre load case at a Mach 0.82, cruise altitude

of 10000 m and acceleration 2.5g. The load distributions on the wing due to the aero-

dynamic loading is initially obtained from a trim analysis performed with MSc. Nas-

tran's SOL 144. The buckling and static analyses were performed with MSc. Nas-

tran's SOL 105. The strength of the laminate panels for top skin, bottom skin and

spars are evaluated in terms of laminate strain. The buckling performances are assessed

by computing the crtitical buckling load factor, λ. The �rst ten buckling modes are

computed to include the possibility of mode changes.

7.3 Multi-level aeroelastic Tailoring

A multi-level optimisation method is proposed for the aeroelastic tailoring of the com-

posite wing box of a reference regional jet airliner. The optimisation methodologies,

algorithms and strategy are detailed in this section.

The optimisation's objective is to minimise the structural weight, subject to multiple

constraints, including strength and aeroelastic stability. Thickness and lamination pa-

rameters of the wing box composite panels are used as design variables. The design's

robustness and reliability, when considering stochastic variations of composite ply mate-

rial properties and thickness, are also assessed.

The optimisation framework comprises two levels, as illustrated in Figure 7.1. Matlab's

implementation of the Particle Swarm Optimisation (PSO) algorithm and MSc. Nas-

tran are used to solve the optimisation problem. PSO is a heuristic search method

based on simple analogues of collaborative behaviour and swarming in biological pop-

ulations [58]. Similar to a Genetic Algorithm (GA), PSOs perform population-based

searches that depend on exchanges of information between individuals for search pro-

gression. PSO is reported to be computationally more e�cient than GAs, because the

algorithm requires fewer function evaluations [52].

The PCE, as presented in Section 5.3, is used as a surrogate models to quantify model

uncertainty for robust and reliability-based design optimisation. In the �rst level opti-
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Figure 7.1: The multi-level optimisation approach.

misation, the wing structure is optimised subjected to a static manoeuvre load and op-

timised for minimum weight with strain, buckling, �utter and gust response constraints.

A weighted cost function is used to account for the in�uence of multiple constraints.

Results from the �rst level are fed to the second level to optimise the design further for

robustness and reliability. The e�ect of uncertainties is considered in terms of probability

density functions (PDF), mean and variance of the �utter responses. To keep computa-

tional time to acceptable levels, the e�ect of uncertainties on other �rst level constraints

is not quanti�ed explicitly. However, for consistency, �rst level responses are imposed as

design constraints in the second level.
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7.3.1 First level: Deterministic optimisation

The �rst level optimisation problem is formulated as follows:

minimize
x

fobj(W (x), f1,cost(x)),

subject to: Strain Failure Index, F I(x) ≤ 1 (Max. Strain),

Buckling critical load factor, λ(x) ≥ 1,

Flutter speed, Vf(x) ≥ 1.15VD (VD = Design dive speed),

Wing Root Bending Moment, max(RBM(x, Lg)) ≤ max(RBMBenchmark(Lg)),

x = [ξA1 , . . . , ξ
A
4 , ξ

D
1 , . . . , ξ

D
4 , tpanel,1, . . . , tpanel,41],

(7.1)

where

• x is vector containing the design variables.

• λ is the lowest buckling load factor (ten modes are computed to account for mode

switching).

• FI is the strain Failure Index de�ned as

FI = max
( εmin
εmin,allowable

,
εmax

εmax,allowable
,

γmin
γmin,allowable

,
γmax

γmax,allowable

)
, (7.2)

where εmin and εmax are the principle strains for laminate under compression and

tension, respectively. The allowable values are set to εmin,allowable = −5900µε and

εmax,allowable = 7100µε. The shear strains limit is de�ned in terms of maximum

and minimum shear strains, with allowable values set to γmin,allowable = −4500µε

and γmax,allowable = 4500µε.

• The �utter speed, Vf, is calculated from a conventional V -g plot as per Section

7.2.1. A matched method is employed with Mach 0.82 at varied altitude. Since

12 modes are considered, Vf is assumed to be the lowest of 12 values at which the

damping factor equals zero.

• For the gust constraint, six di�erent values of Lg are used in order to compute the

maximum RBM . The values are indicated in Section 7.2.2 (page 179).
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Finally, the objective function in Eqn. (7.1) is given as

fobj =
W (x)

WBenchmark
+ f1,cost(x), (7.3)

where W is the wing structural weight (skins and spars only); f1,cost(x) is a cost penalty

function de�ned to account for constraint violations as

f1,cost = wf×
∣∣∣Vf−Vf,DesignVf,Design

∣∣∣+wg×
∣∣∣ RBM
RBMBenchmark

∣∣∣+wEIG×
∣∣∣λ−λDesignλDesign

∣∣∣+wFI×
∣∣∣FI−FIDesignFIDesign

∣∣∣ ,
(7.4)

and where

wconstr = {wconstri ∈ [0, 1] :
∑

constri

wconstri = 1, constri ∈ {f, g,EIG,FI}} (7.5)

is the set of weighting coe�cients relative to each of the constraints, and the subscript

`Design' denotes desired or allowable values.

By variation of the weighting coe�cients, a Pareto front of optimised solutions is ob-

tained. Following the averaging principle de�ned in [187], the overall best deterministic

design is chosen as the Pareto point minimising the expression (|Σ− 1|), where

Σ = c1
W

Wmin
+ c2

Vf
Vf,max

+ c3
RBM

RBMmin
+ c4

λ

λmin
+ c5

FI

FImax
, (7.6)

and

• The subscripts `min' and `max' indicate the minimum and maximum values ob-

tained for each parameter from all possible weighting combinations.

• c1, c2, c3, c4 and c5 are the constant parameters each having a value of 0.2.

7.3.2 Second level: Robust and reliability-based design

approaches

The need for a multi-level optimisation strategy is justi�ed by considerations of computa-

tional feasibility. Evaluating full wing box designs, for multiple performance/constraint

metrics and by means of �nite element models, can be costly and take many minutes

per attempted solution. Aiming to quantify the e�ect of parameter uncertainty on the
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robustness and reliability of optimised designs, one would have to run a statistically rele-

vant number of stochastic variations for every tentative solution trialled by the optimiser.

This requirement makes �all-at-once�, single level approaches computationally impracti-

cal. A potential alternative to alleviate the computational burden is to recur to surrogate

models to approximate system behaviour with functions that are quick to interrogate and

evaluate. However, training the surrogates to capture a variety of responses to multiple

parameters is similarly computationally expensive and impractical.

To overcome these limitations, the approach adopted in this work is to run a deter-

ministic optimisation �rst and then pass the output to a second level, to account for

uncertainty. In the second level, PCE is used to quantify the e�ect of uncertainties on

some responses only, using the optimised values of the remaining ones as design con-

straints. This approach guarantees that the second level output, i.e. the �nal optimised

design, is robust and reliable in terms of chosen responses, whilst still meeting all of the

constraints imposed on and met by the deterministic optimum.

Reliability-based design optimisation and robust design optimisation are the two main

methodologies reported in the literatures for probabilistic design optimisation [25, 29�31,

172]. The work presented herein employed a combination of both methods to quantify the

parameter variations in material properties and composite ply thickness. In particular,

and unless stated otherwise, the longitudinal, E11 and shear modulus, G12 as well as

tply. The coe�cient of variation (CV) of 0.1 is chosen for E11 and G12, while for tply,

the CV is assumed to be 0.01. The mean and standard deviation values for the random

parameters are given in Table 7.1. For completeness, additional numerical analyses have

been performed with di�erent sets of coe�cients of variations. These analyses aimed at

testing the robustness of the proposed computational framework, as well as the generality

of the ensuing results and conclusions.

Table 7.1: Mean and standard deviation for the parameters carrying uncertainties.

E11 (GPa) G12 (GPa) tply (m)

Mean, µ 148.0 5.90 1.83× 10−4

Std Dev., σ 14.8 0.59 1.83× 10−6

The concepts of reliability-based design optimisation, robust design optimisation and

a mixed approach of robust and reliability-based design optimisation are presented in

following sections.
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7.3.2.1 Reliability-Based Design Optimisation (RBDO)

In RBDO, the goal is for a structure to achieve a target performance whilst attaining a

prescribed level of design reliability [29]. Reliability is measured in terms of probability

of failure, Pf, i.e. constraint violation, or occurrence of a particular response. Pf is

calculated as the area between the PDF and the target design constraint.

In the context of aeroelastic tailoring, designers typically aim to minimise aircraft weight

whilst maximising reliability. Reliability is maximised by minimising Pf [25, 172], that

is by shifting the failure PDF to the right and/or shrinking it. The generalised form of

the RBDOs performed in this work is expressed as

minimize
x

frbdo(W (x,p), Pf(x,p)),

subject to: grc(x,p) ≤ 0,

gd(x,p) ≤ 0,

xL ≤ x ≤ xU,

(7.7)

where frbdo is the objective function; grc(x) is the reliability constraint; gd(x) is the

vector set of design constraints for which a reliability target is not established; p is a

vector of constant parameters that do not vary in the optimisation; and x is bound

between lower and upper limits, xL and xU.

The objective function is de�ned as an aggregate of the structural weight and the prob-

ability of failure

frbdo = wW ×
W

Wdet
+ wPf ×

Pf
Pallow

, (7.8)

whereWdet is the structural weight from the deterministic optimisation, and wW and wPf

are weighting coe�cients chosen so that wW + wPf = 1. Here, the reliability constraint

takes the form

grc = Pf − Pallow, (7.9)

where Pallow is the allowable probability of failure. In our case, the probability of ex-

ceeding the design �utter speed.
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7.3.2.2 Robust Design Optimisation (RDO)

The RDO method aims at optimising a structure placing the targeted performance

around a mean value and maximising robustness by minimising sensitivity to random

parameter variations [29]. This aim is achieved by minimising the variance and optimis-

ing the mean of the response in question. The generalised form of the RDOs performed

in this work is

minimize
x

frdo(W (x,p), µf(x,p), σf(x,p)),

subject to: gupper(µf(x,p), σf(x,p)) ≤ USL or glower(µf(x,p), σf(x,p)) ≥ LSL,

gd(x,p) ≤ 0,

xL ≤ x ≤ xU,

(7.10)

where frdo is the objective function de�ned in terms of weight, weighting coe�cients

({wW , wµ, wσ} : wW + wµ + wσ = 1), mean response, µf, and standard deviation, σf,

frdo = wW ×
W

Wdet
+ wµ ×

∣∣∣∣µf − µdetµdet

∣∣∣∣+ wσ ×
σf
σdet

, (7.11)

and where gupper = µf+nσf and glower = µf−nσf are design constraints used to de�ne the
solution's robustness. These constraints are bounded by their upper and lower statistical

limits, USL and LSL, which are given as functions of the mean and standard deviation

of the deterministic optimisation design, µdet and σdet, as

USL = µdet + nσdet and LSL = µdet − nσdet, (7.12)

entailing that feasibility is maintained within n standard deviations of the optimised

mean. In this work, n = 6 in line with a 6σ design philosophy [195].

7.3.2.3 Robust and Reliability-based Design Optimisation (RRBDO)

A combined approach, mixing robust and reliability-based design optimisations (RRBDO),

is thought to be more comprehensive than RBDO and RDO individually. Particularly

when, as in the case of aeroelastic tailoring, design reliability and robustness are sought

together. An RRBDO approach is expected to: (a) improve on the RDO solutions by

bringing additional reliability; and (b) improve on RBDO with increased robustness. In
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aeroelastic terms, RRBDO should ensure minimum mean weight with mean constrained

responses, such as �utter or stresses, all close to the boundary of failure. Mathematically,

this is obtained by combining RDO and RBDO constraints as follows:

minimize
x

frrbdo(W (x,p), µf(x,p), σf(x,p)),

subject to: grc(x,p) ≤ 0,

gupper(µf(x, p), σf(x, p)) ≤ USL or glower(µf(x,p), σf(x,p)) ≥ LSL,

gd(x,p) ≤ 0,

xL ≤ x ≤ xU,

(7.13)

where the objective function, frrbdo, is

frrbdo = wW
W

Wdet
+ f1,cost + f2,cost, (7.14)

and the cost penalty functions, f1,cost and f2,cost are de�ned as

f1,cost = wµ ×
∣∣∣∣µf − µdetµdet

∣∣∣∣+ wσ ×
σf
σdet

and f2,cost = wPf ×
Pf

Pallow
, (7.15)

where wW , wµ,wσ and wPf are weighting factors (wW +wµ+wσ +wPf = 1) and all other

quantities are de�ned previously.

7.4 Stochastic Modelling

For reasons of computational cost, the Polynomial Chaos Expansion (PCE) method is

used to quantify the e�ect of random parameter variations in the optimisation algorithms.

The used of PCE provided a signi�cant reduction in the number of samples required for

accurate estimations of the responses. Moreover, the probabilistic optimisation approach

introduced here requires quanti�cation of uncertainty in each iteration steps. Hence, the

use of an e�cient method such as PCE is crucial to reduce computational costs. The

details of modelling using PCE are presented in Chapter 5.

A general overview of the PCE method is illustrated in Figure 7.2. The Latin Hypercube

Sampling (LHS) technique [188] is used for sampling to ensure all these points are sampled

with equal probability so that the response are captured on all PDF's points, hence, the
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response's variance are kept at minimum. The least-square linear regression model is

�tted to calculate the expansion coe�cients, βi based on sampling data. The resulting

coe�cients are then fed back to the PCE formulation to emulate the system response

for any combination of random variables and to estimate the statistical properties of the

system at a reduced computational cost.

Model definition

Gaussian Variable
(Φi(0, 1))

LHS (sampling)

Gaussian Samples
(zi, ..., zn)

Construct Hermite
Basis Polynomial

Polynomial Basis
(Ψ(z1), ...,Ψ(zn))

Sample Response
(Vf,1, ..., Vf,n)

Linear Regression
Model

Expansion Coefficients
(β0, ..., βP )

Calculate emulated
output response

Output response
(PDF)

Figure 7.2: Overview of the stochastic modelling process using Polynomial Chaos
Expansion.
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2nd order

3rd order

4th order
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50 samples
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Vf Vf

Figure 7.3: Flutter speed responses obtained using MCS and PCE: (a) MCS and
PCE using polynomials of di�erent order; (b) MCS and 3rd order PCE
using di�erent number of sample runs.

To ensure the accuracy of the PCE method, a convergence study is performed using

di�erent order PCE models and di�erent number of samples. In comparison with MCS,

the convergence study proves that 30 sample runs are su�cient which is a 100× less

than MCS. Figure 7.3 shows a comparison of the �utter speed distribution obtained 5000

MCS runs and using PCE models of di�erent order (with random composite material

properties as de�ned in Section 7.3.2). An adequate agreement is obtained using 1st, 2nd
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and 3rd order PCE with 30 samples, with a small discrepancy observed for a 4th order

PCE due to an insu�cient number of sample runs. These results suggest that su�ciently

accurate uncertainty quanti�cations can be obtained using low order PCE models, i.e.

3rd order, and a small number of sample runs, which contains overall computational

cost. In consequence, a 3rd order PCE model with 30 samples is used in the second level

optimisation.

7.5 Case study on multi-level aeroelastic tailoring

framework

Results obtained using the optimisation framework detailed in previous sections are pre-

sented herein, where the benchmark wing model is tailored deterministically as per Sec-

tion 7.3.1 using di�erent combinations of the weighting factors for each of the responses in

the cost function. An ideal deterministic optimum is then selected from the Pareto front

generated. Subsequently, by following the methods detailed in Section 7.3.2, RBDO,

RDO and RRBDO are employed to optimise the design for added reliability and/or ro-

bustness with minimal structural weight penalty. The e�ect of uncertainties is quanti�ed

for �utter speed and weight. All of the other responses of the deterministic design are

kept in the second level optimisation as additional design constraints (gd) to ensure no

deterioration in performance from the �rst level optimisation.

Henceforth, it is assumed that the random parameters are Gaussian continuous variables.

Hermite polynomials are used to construct the polynomial basis in the stochastic model.

7.5.1 First level: Deterministic optimisation

A total of 20 optimisation runs were performed, with the weighting factors for each of

the responses (as de�ned in Eqn. (7.4)) assuming values in [0, 1]. These values are chosen

using LHS to respect Eqn. (7.5) and are shown in Table 7.2.

Table 7.3 presents a summary of the results. The notations DET1, DET2, ..., DET20

refered to individual optimisation run in the precedures. In comparison to the benchmark

wing, the optimisation reduces structural weight by at least 16.4% (DET9) and up to

a maximum of 35.7% (DET8). Interestingly, the lightest solution has a buckling load
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Table 7.2: Weighting coe�cient values used for deterministic optimisation runs.

Run Weighting coefficients

wf wg wEIG wFI

DET1 0.3655 0.3785 0.1164 0.1396
DET2 0.3347 0.2375 0.3102 0.1176
DET3 0.0654 0.3063 0.2832 0.3451
DET4 0.1227 0.2073 0.1127 0.5572
DET5 0.1568 0.7270 0.0804 0.0358
DET6 0.3061 0.4243 0.1713 0.0983
DET7 0.1724 0.1069 0.2595 0.4611
DET8 0.5348 0.0863 0.3324 0.0464
DET9 0.1828 0.1574 0.3638 0.2960
DET10 0.2546 0.4689 0.0721 0.2044
DET11 1.0000 0.0000 0.0000 0.0000
DET12 0.0000 1.0000 0.0000 0.0000
DET13 0.0000 0.0000 1.0000 0.0000
DET14 0.0000 0.0000 0.0000 1.0000
DET15 0.7500 0.1250 0.0625 0.0625
DET16 0.1250 0.7500 0.0625 0.0625
DET17 0.1250 0.1250 0.7500 0.0000
DET18 0.0500 0.3000 0.0500 0.6000
DET19 0.8000 0.1000 0.0500 0.0500
DET20 0.4000 0.4000 0.1000 0.1000

Table 7.3: Deterministic optimisation results at di�erent weighting factors.

Run
W

WBenchmark

Vf
Vf,Design

RBM
RBMBenchmark

λ FI f1,cost |Σ− 1|

DET1 0.669 1.007 0.004 1.006 0.823 0.030 0.027
DET2 0.646 1.001 0.145 1.042 0.601 0.095 9.381
DET3 0.681 1.019 0.032 1.057 0.993 0.030 1.944
DET4 0.676 1.009 0.043 1.022 0.976 0.026 2.663
DET5 0.647 1.007 0.030 1.062 0.859 0.033 1.771
DET6 0.698 1.026 0.026 1.020 0.913 0.031 1.527
DET7 0.683 1.015 0.201 1.029 0.935 0.062 13.193
DET8 0.643 1.001 0.207 1.000 0.589 0.038 13.503
DET9 0.836 1.081 0.180 1.008 0.915 0.071 11.845
DET10 0.654 1.001 0.039 1.029 0.922 0.037 2.379
DET11 0.681 1.000 0.088 1.052 0.725 0.000 5.619
DET12 0.661 1.008 0.003 1.024 0.758 0.003 0.052
DET13 0.709 1.030 0.450 1.001 0.740 0.001 29.759
DET14 0.736 1.048 0.030 1.212 1.000 0.000 1.865
DET15 0.663 1.006 0.321 1.000 0.763 0.060 21.145
DET16 0.772 1.059 0.012 1.095 0.783 0.036 0.612
DET17 0.712 1.036 0.086 1.002 0.860 0.016 5.519
DET18 0.645 1.007 0.037 1.010 1.000 0.012 2.256
DET19 0.646 1.001 0.005 1.408 0.878 0.028 0.177
DET20 0.663 1.006 0.012 1.028 0.952 0.015 0.588
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factor equal to one, suggesting that the buckling resistance is critical for minimum weight

designs.

Intuitively, cost penalties are incurred when the optimiser is tasked with satisfying multi-

ple constraints. Indeed, the cost function reaches its lowest values for singly constrained

optimisations (DET11 to DET14), with the relative reserve factors converging approx-

imatively to the design allowable. A clear example is DET12, for which wg = 1 and

RBM/RBMBenchmark is minimum. Similarly, the lowest �utter speed is obtained when

wf = 1, i.e. for DET11. Although, it is noted that Vf varies marginally across optimisa-

tions, the maximum value deviating only 8.1% from Vf,Design (DET9).

Further insight into the results can be gained from Figure 7.4, where the reserve factors

are plotted against the corresponding weighting factor. In theory, the higher the weight-

ing factor, the closer the response should be to its allowable value. This proves to be the

case here, which gives con�dence into the validity of the underlying calculations.
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Figure 7.4: Pareto plots for (a) Flutter constraint against weighting, wf, (b) RBM
constraint against weighting, wg, (c) Buckling constraint against
weighting, wEIG and (d) Strain constraint against weighting, wFI.
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The overall best design is chosen utilising the averaging principle de�ned in Eqn. (7.6).

The selection is based on the Pareto point which produced a minimum value of expression

(Σ− 1). The value of Σ for each optimisation run are given in Table 7.3. DET1 is found

to be overall best deterministic design to be used as the starting point for the second level

optimisation. The corresponding wing box-sizing parameters are shown in Figure 7.5,

where they are also compared to the benchmark model. Naturally, thickness values are

discontinuous and multiples of tply. For simplicity, blending constraints were not applied

at this stage of the study. Alternatively, in order to ensure panel contiguity, no more

than two plies were allowed to be dropped between adjacent panels.
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Figure 7.5: Thickness variation for skin and spar sections for benchmark and
deterministic optimum design (DET1).

7.5.2 Second level: Reliability-Based Design Optimisation (RBDO)

Following on from the �rst level, the overall best deterministic design (DET1) is further

optimised for reliability, by assuming stochastic variations of material properties (E11

and G12) and composite ply thickness (tply). Here, similar properties of the random

parameters given in Section 7.3.2 (Table 7.1) are used. The 3rd order PCE model is

used for uncertainty quanti�cation, utilising 30 data samples selected using LHS as it is

proven to be su�cient to gain acceptable level of results accuracy in comparison with

the MCSs. Reliability is evaluated in terms of the probability of failure, Pf, of trialled

designs to exceed the minimum �utter speed (Vf/Vf,Design > 1) requirement.

The RBDO objective function is formulated in terms of structural weight and probability

of failure as indicated by Eqn. (7.8). The allowable probability of failure is set to be equal

to the probability of failure of DET1. Hence, Pallow = 8.5× 10−3. Eleven combinations
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of the weighting factors, wW and wPf , are used, as indicated in Table 7.4 to evaluate the

contribution of individual response towards the optimised solution.

A design is deemed to be more reliable than the baseline when the probability of failure,

Pf or the occurrence of �utter at the design speed, is reduced. To ensure overall design

feasibility, the �rst level responses, for which the e�ect of uncertainties is not evaluated

(strain, buckling and gust wing root bending moment), are quanti�ed here as additional

design constraints, gd. The RBDO design solutions are checked for any design constaints

violation as given in Eqn. (7.1).

The responses evaluated from the RBDO solutions are given in Table 7.4. The wing's

structural weight, mean �utter speed, standard deviation and the probability of failure

at target design values are evaluated for each trialled design with di�erent weighting

coe�cient values. For all combinations of weighting coe�cients, the wing design is lighter

than the benchmark with Pf values are lower than Pallow. Except, of course, for RUN

1, for which wPf = 0. The overall best RBDO design is determined by minimising the

expression, |Σ − 1|, where Σ = d1(W/Wmin) + d2(Pf/Pf,min). The constant parameters,

d1 and d2 are added to balanced the contribution of each design constraints and each

parameter is equal to 0.5. In this case, only the contribution of structural weight and

probability of failure are included in determining the ideal design as we seek for the

design with the lowest weight and minimum Pf value. This condition is met by RUN 10

in Table 7.4, which is 31.8% lighter than the benchmark model and only 1.9% heavier

than the best deterministic design. The Pf value evaluated for the best RBDO design is

2.448× 10−7 which is 99.9% improvement in reliability.

Table 7.4: RBDO solutions obtained using di�erent weighting factors for structural
weight and probability of failure.

Run Weightings Responses

ID wW wPf
W

WBenchmark

µf
Vf,Design

σf Pf |Σ− 1|

1 1.00 0.00 0.669 1.010 2.654 8.500×10−3 17346.447
2 0.90 0.10 0.658 1.013 3.176 2.100×10−3 4285.214
3 0.80 0.20 0.678 1.019 3.684 6.623×10−5 134.678
4 0.70 0.30 0.739 1.026 6.244 4.833×10−5 98.194
5 0.60 0.40 0.689 1.034 5.938 5.001×10−6 9.730
6 0.50 0.50 0.679 1.015 3.046 2.645×10−4 539.312
7 0.40 0.60 0.729 1.025 5.706 9.974×10−6 19.909
8 0.30 0.70 0.689 1.021 3.805 8.318×10−6 16.499
9 0.20 0.80 0.682 1.023 4.087 2.922×10−6 5.482
10 0.10 0.90 0.682 1.023 3.974 2.448×10−7 0.018
11 0.00 1.00 0.679 1.017 3.451 2.010×10−4 409.720
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The improved design reliability are further evidenced from Figure 7.6(a) where the �utter

PDFs are shifted to the right of deterministic design which results in reduction of Pf

value. However, lower Pf values are accompanied by increases in the mean �utter speed

and standard deviation values, suggesting that reliability is obtained at the expense of

robustness. Further observations on the structural weight PDFs resulting from RBDO

revealed higher mean value for majority of the trialled designs as shown in Figure 7.6(b).

The observation suggest that a weight penalty is generally necessary for greater reliability.

It is interesting to note that the distribution of the structural weight obtained for RUN

2 has a lower mean value compared to the deterministic design, hence indicating that it

is possible to minimise structural weight whilst improving design reliability.
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Figure 7.6: PDF plots of RBDO solutions for di�erent weighting factors: (a) Flutter
speed and (b) Structural weight.

7.5.3 Second level: Robust Design Optimisation (RDO)

The best deterministic design (DET1) obtained from �rst level is further optimised for

robustness following the procedure described in Section 7.3.2.2. In particular, the opti-

misation seeks for a wing box con�guration of minimal weight and whose �utter speed

distribution, arising from uncertainties in material properties, has mean as close as pos-

sible to the deterministic value and minimum standard deviation.

The responses in terms of the structural weight, mean and standard deviation of the

RDO trialled designs are given in Table 7.5. From the tabulated responses, it is observed

that all design solutions are characterised by weight reductions in comparison to the
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benchmark model and mean �utter speeds above the target design value. Moreover, an

increase in robustness is demonstrated by smaller standard deviations in comparison to

both deterministic design and reliability-based design solutions. The minimum reduction

from σdet = 2.766 occurs for RUN 1 (wσ = 0) and is 2.6%; the maximum one being

24.9% and occurring for RUN 3 (wσ = 1). Similarly, the overall best RDO design is

selected based on an averaging principle by minimising the expression, |Σ − 1|, with
Σ = g1(W/Wmin) + g2(µf/µf,min) + g3(σf/σf,min). g1, g2, g3 are the constant parameters

where the summation of the terms is equal to 1. In this case, the contribution of structural

weight, mean and standard deviation of the �utter speed distribution are included in

determining the best design. Based on the |Σ − 1| values given in Table 7.5, the best

RDO design corresponds to RUN 8 which features lower structural weight and mean

�utter speed, and smaller standard deviation in comparison to the overall best RBDO

solution.

Table 7.5: RDO solutions obtained using di�erent weighting factors for weight,
�utter speed mean and standard deviation.

Run Weightings Responses

ID wW wµ wσ
W

WBenchmark

µf
Vf,Design

σf |Σ− 1|

1 1.000 0.000 0.000 0.669 1.010 2.694 0.116
2 0.000 1.000 0.000 0.669 1.009 2.668 0.111
3 0.000 0.000 1.000 0.782 1.065 2.077 0.094
4 0.750 0.125 0.125 0.666 1.004 2.564 0.091
5 0.125 0.750 0.125 0.669 1.009 2.598 0.100
6 0.125 0.125 0.750 0.802 1.061 2.088 0.105
7 0.500 0.250 0.250 0.739 1.047 2.564 0.143
8 0.250 0.500 0.250 0.639 1.004 2.352 0.043
9 0.250 0.250 0.500 0.800 1.051 2.570 0.178
10 0.340 0.330 0.330 0.669 1.009 2.632 0.105

Having used Vf,Design as an optimisation target, mean �utter speeds cluster uniformly

around it as shown in Figure 7.7. Conversely, all but one RDO solutions have similar

or greater weight in comparison to the best deterministic optimum, thus suggesting

that an increase in design robustness is likely to be achieved at the expense of weight.

Interestingly, some RDO solutions are also su�ciently reliable but these are substantially

heavier than their RBDO counterparts.
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Figure 7.7: PDF plots of RDO solutions: (a) Flutter speed and (b) Structural
weight.

7.5.4 Second level: Robust and Reliability-based Design

Optimisation (RRBDO)

The RBDO and RDO results in Section 7.5.2 and 7.5.3 show the following trends: 1)

As expected, RBDO solutions tend to be more reliable and less robust than RDO ones,

and vice versa; 2) Mean �utter speeds are close to but consistently above the design

allowable. With RBDO, these values are also consistently above the mean �utter speed

of the overall best deterministic design (DET1). While, with RDO, they are uniformly

distributed around it; 3) Reliability or robustness are generally achieved at the expenses

of weight, the latter imposing greater penalties. An RRBDO approach is thought to be

able to provide a better compromise between weight and design robustness and reliability.

The results in terms of structural weight, mean �utter speed, standard deviation and

probability of failure at the target design �utter speed are presented in Table 7.6. No-

tably, most �utter speed PDFs cluster closely, with mean values approximatively 1%

above the allowable. Similarly, all runs result in probabilities of failure below Pallow. The

lowest value is 2.344×10−4 which is a 97.2% improvement in comparison to the determin-

istic design. In terms of robustness, RRBDO results, although generally worse, are com-

parable with RDO solutions (σf,rdo ∈ [2.077, 2.694] vs σf,rrbdo ∈ [2.555, 2.788]). A slight

increase in minimum structural weight is observed for RRBDO designs in comparison
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to both RDO and RBDO ones (Wmin
rbdo/WBenchmark = 0.658, Wmin

rdo /WBenchmark = 0.639,

Wmin
rrbdo/WBenchmark = 0.669).

Table 7.6: RRBDO solutions for di�erent weighting values for weight, �utter speed
mean and standard deviation, and probability of failure.

Run Weighting coefficients Responses

ID wW wµ wσ wPf
W

WBenchmark

µf
Vf,Design

σf Pf |Σ− 1|

1 1.000 0.000 0.000 0.000 0.669 1.011 2.788 8.359×10−3 8.704
2 0.000 1.000 0.000 0.000 0.669 1.010 2.683 7.989×10−3 8.298
3 0.000 0.000 1.000 0.000 0.679 1.015 2.727 2.344×10−4 0.022
4 0.000 0.000 0.000 1.000 0.669 1.010 2.561 8.126×10−3 8.432
5 0.250 0.250 0.250 0.250 0.669 1.010 2.663 8.214×10−3 8.536
6 0.500 0.250 0.125 0.125 0.669 1.010 2.688 8.264×10−3 8.592
7 0.250 0.500 0.125 0.125 0.679 1.014 2.555 2.446×10−4 0.016
8 0.250 0.125 0.125 0.500 0.669 1.010 2.741 8.011×10−3 8.327
9 0.125 0.250 0.500 0.125 0.669 1.010 2.633 7.923×10−3 8.223
10 0.100 0.300 0.300 0.300 0.669 1.009 2.584 7.720×10−3 8.001

The increase in structural weight is thought to be due to the increase in mean �utter

speed and the decrease in its standard deviation. These variations are necessary to shift

�utter PDFs to the right and to shrink them, which enhances design reliability and

robustness as shown in Figure 7.8. RRBDO results further support the �nding that

a weight penalty is necessary to impart some level of robustness and reliability to the

design. The overall best RRBDO solutions is deduced by �nding the minimum value of

expression, |Σ−1|, where Σ = h1(W/Wmin)+h2(µf/µf,min)+h3(σf/σf,min)+h4(Pf/Pf,min).

The constant parameters, h1, h2, h3 and h4 are set to 0.25. The |Σ− 1| values for each
trialled designs are given in Table 7.6. The best RRBDO design corresponds to RUN 7

with W best
rrbdo/WBenchmark = 0.679) and |Σ− 1| = 0.016.
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Figure 7.8: PDF plots of RRBDO solutions.
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Tables 7.7 and 7.8 provide the sti�nesses terms calculated from the lamination properties

of the deterministic, RBDO, RDO and RRBDO best optimised design. Both RBDO

and RDO designs show a reduction in terms of the bending sti�ness values (D16 and

D26) due to smaller thickness value in comparison with the deterministic design. The

observation suggests that by incorporating some level of robustness and reliability in

the design, allow for more substantial bending and torsion motion due to lower bending

sti�ness. The lower bending sti�ness values result in lower mean �utter speed which is

evidenced in Table 7.4 and 7.5. The RRBDO design shows higher bending sti�ness value

closer to the deterministic design, which translates into higher mean �utter speed value

(i.e. more reliable). For the in-plane sti�nesses components (A16 and A26), the sti�ness

values for RBDO, RDO and RRBDO designs show insigni�cant changes compared to

the deterministic design. Overall, the results suggest that the robustness and reliability

of the composite wing design are driven by the bending sti�ness of the laminated panels.

Table 7.7: The extension-shear coupling terms (A16 and A26) and bending-twisting
coupling terms (D16 and D26) of the top skin panels deduced from the
best deterministic and RBDO optimised design.

Deterministic design RBDO design

A16 A26 D16 D26 A16 A26 D16 D26

(107 N/m) (107 N/m) (N.m) (N.m) (107 N/m) (107 N/m) (N.m) (N.m)

Panel 1 -2.54 -6.08 -178.18 -198.12 1.83 0.75 102.09 102.85
Panel 2 -12.10 -3.74 63.01 99.00 1.72 4.31 93.74 82.89
Panel 3 -10.60 -4.39 -165.26 -124.19 -2.41 0.72 -81.26 -45.31
Panel 4 6.21 5.95 -165.68 -51.03 7.25 4.91 -136.98 -49.09
Panel 5 -2.28 -4.59 -71.80 -161.80 -6.40 -4.24 -25.66 -72.99
Panel 6 0.85 2.84 29.38 38.10 3.77 5.96 3.39 29.60
Panel 7 5.52 4.61 -103.77 -37.60 3.21 5.06 -56.78 -32.85
Panel 8 1.77 6.62 55.82 53.29 -2.56 -3.92 34.13 -7.99
Panel 9 1.37 9.69 -67.06 115.00 -6.58 1.41 -79.43 -67.36
Panel 10 -8.78 -3.01 -143.87 -199.99 0.60 2.26 -59.74 -72.84
Panel 11 1.65 1.13 30.72 -29.56 -1.42 -7.45 -7.43 -60.02

7.6 Case study on di�erent coe�cient of variation.

In this section, the RBDO, RDO and RRBDO designs are presented when evaluated

at di�erent coe�cient of variation values for random parameters, E11 and G12. The

robustness and reliability of the designs are measured in terms of �utter speed variation,

while other design constraints (root bending moment, buckling and strain) are quanti�ed

to satisfy the overall design requirements. Three design cases are considered; 1) CV=0.05
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Table 7.8: The extension-shear coupling terms (A16 and A26) and bending-twisting
coupling terms (D16 and D26) of the top skin panels deduced from the
best RDO and RRBDO optimised design.

RDO design RRBDO design

A16 A26 D16 D26 A16 A26 D16 D26

(107 N/m) (107 N/m) (N.m) (N.m) (107 N/m) (107 N/m) (N.m) (N.m)

Panel 1 -2.09 -5.31 -80.28 -134.71 0.23 -3.53 -271.27 -131.62
Panel 2 -9.71 -2.88 54.19 37.90 -13.00 -4.37 180.78 164.00
Panel 3 -9.05 -3.44 37.19 93.73 -8.28 -6.82 -161.42 -136.61
Panel 4 5.06 4.56 -70.71 -13.82 4.56 8.10 -196.54 -66.96
Panel 5 -2.23 -1.71 -9.21 -54.72 -7.64 -8.19 -89.38 -186.73
Panel 6 -2.08 1.25 13.48 20.34 2.59 9.06 -125.87 -35.70
Panel 7 1.97 5.63 -43.81 -15.82 7.82 2.82 -120.23 -43.42
Panel 8 -0.17 3.50 23.01 24.70 -0.37 4.99 40.96 51.76
Panel 9 -3.61 3.22 12.06 112.82 -3.23 5.39 22.38 224.65
Panel 10 -8.76 -3.34 -101.37 -113.05 -7.24 -3.26 -267.60 -163.37
Panel 11 3.05 -0.11 -8.71 -66.63 -5.34 -11.80 81.59 -15.46

for E11 and G12, 2) CV=0.1 for E11 and G12 and 3) CV=0.25 for E11 and G12. Note

that the CV value for tply is kept constant at 0.01.

The wing's responses obtained for each design case are given in Table 7.9. Note that

the probability of failure for �utter responses are evaluated at target design value of

Vf/Vf,Design = 1. For Design Case 1, RRBDO design has a similar structural weight as the

deterministic design ofW/WBenchmark = 0.669. However, the �utter response shows mean

�utter speed closed to the deterministic mean value (µRRBDOf = 1.010 ; µDeterministicf =

1.011) and has lower standard deviation (σRRBDOf = 2.705 ; σDeterministicf = 2.816) which

indicate an improvement in robustness of the design. In terms of design reliability, the

RRBDO design in Case 1 shows slight improvement in reliability in comparison to the

deterministic design (PDeterministic
f = 8.7× 10−3; PRRBDO

f = 8.547× 10−3). Meanwhile,

the RBDO design shows 98.54% reliability improvement in comparison with the deter-

ministic design.

On the other hand, the Pf value of RDO design increases as the �utter response dis-

tributed at lower mean values. The high probability of failure for RDO design suggests

that it is not su�cient to prevent �utter failure although the design produces lower

structural weight and lower response variance. The structural weight for RDO designs is

heavier compared to the RRBDO and deterministic design due to the sti�er structure,

which is evidenced by higher mean �utter speed values.

For Design Cases 2 and 3, the structural weight of all designs is higher in comparison

to the deterministic solution resulting from improved design robustness and reliability.
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Table 7.9: Design optimum with di�erent CV values of random parameters E11 and
G12. For each design case, the optimised designs are obtained using
deterministic, RBDO, RDO and RRBDO approaches.

Design Case 1

CV for E11 = 0.05; CV for G12 = 0.05; CV for tply = 0.01

Deterministic RBDO RDO RRBDO

Weight, W
WBenchmark

0.669 0.739 0.659 0.669

Flutter speed, Vf
Vf,Design

Mean, µf/Vf,Design 1.011 1.027 1.005 1.010
Std. deviation, σf 2.816 7.241 2.501 2.705
Prob. of failure, Pf 8.700× 10−3 1.267× 10−4 1.293× 10−1 8.547× 10−3

Root Bending Moment, RBM
RBMBenchmark

0.004 0.003 0.004 0.014

Critical buckling factor, λ 1.006 1.440 1.054 1.015
Strain Failure Index, FI 0.823 0.974 0.760 0.843

Design Case 2

CV for E11 = 0.1; CV for G12 = 0.1; CV for tply = 0.01

Deterministic RBDO RDO RRBDO

Weight, W
WBenchmark

0.669 0.682 0.739 0.679

Flutter speed, Vf
Vf,Design

Mean, µf/Vf,Design 1.010 1.023 1.047 1.014
Std. deviation, σf 2.766 3.974 2.164 2.255
Prob. of failure, Pf 8.500× 10−3 2.448× 10−7 0.00 2.446× 10−4

Root Bending Moment, RBM
RBMBenchmark

0.004 0.505 0.227 0.077

Critical buckling factor, λ 1.006 1.436 1.109 1.033
Strain Failure Index, FI 0.823 0.683 0.792 0.844

Design Case 3

CV for E11 = 0.25; CV for G12 = 0.25; CV for tply = 0.01

Deterministic RBDO RDO RRBDO

Weight, W
WBenchmark

0.669 0.689 0.732 0.679

Flutter speed, Vf
Vf,Design

Mean, µf/Vf,Design 1.011 1.022 1.056 1.015
Std. deviation, σf 2.771 3.8566 2.0171 2.343
Prob. of failure, Pf 7.400× 10−3 2.636× 10−7 0.00 3.00× 10−4

Root Bending Moment, RBM
RBMBenchmark

0.004 0.1868 0.5174 0.039

Critical buckling factor, λ 1.006 1.163 1.392 1.033
Strain Failure Index, FI 0.823 0.661 0.5615 0.860

A 1.49% increase in structural weight is evidenced from RRBDO design for both design

case. The highest structural weight is evaluated from RDO designs at a higher mean

�utter speed values. The probability of failure of RRBDO designs in both design cases

signi�cantly reduced which suggest improvement in the design reliability. The sensitivity

to random parameters of RRBDO design is also reduced which evidenced from lower re-

sponse variances concerning deterministic design. The sensitivity of random parameters

dispersion on the output responses are minimal which can be seen from small discrepancy

in structural weight and �utter speed properties.
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The improvement in terms of design's reliability and robustness can be clearly seen from

Figure 7.9. From the �gure, the RBDO designs show signi�cant reliability improvement

in comparison with other design solutions as the PDF curves of the �utter response are

shifted to the right of deterministic PDF. The reliability is deduced at target design

value of Vf/Vf,Design = 1. The PDF of RRBDO designs are plotted in between RBDO

and RDO which suggest an improvement in both design robustness and reliability.

In general, although there is an increase in structural weight for RRBDO designs, the

gains in terms of improved design's reliability and robustness are thought to be more

crucial for composite structural design. In reality, uncertainties are exists and the capa-

bility to include uncertainty quanti�cation in design process is thought to be bene�cial

to obtain a more realistic design for composite aircraft wings.
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Figure 7.9: PDF plots of optimised design obtained from deterministic, RBDO,
RDO and RRBDO for (a) Design Case 1 (b) Design Case 2 (c) Design
Case 3.
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7.7 Summary

A multi-level optimisation approach for the robust and/or reliability-based aeroelastic

tailoring of a wing box structure is presented. The optimisation objective is to minimise

weight subject to multiple constraints, including strength, buckling and �utter margin.

The procedure accounts for stochastic variations in input material design parameters.

Based on grounds of computational cost, surrogate modelling with Polynomial Chaos

Expansion (PCE) is preferred to Monte Carlo Simulation (MCS) for the quanti�cation

of the e�ect of uncertainties on structural weight and �utter speed. The results presented

in this chapter support the following conclusions:

1. PCE is capable of quantifying the e�ects of uncertainties with su�cient accuracy

and fewer model runs in comparison to MCS, thus enabling probabilistic design

optimisation of a full Finite Element wing box model.

2. Reliability-based design optimisation (RBDO) shows that reducing the model's

probability of failure entails a weight penalty and a loss of design robustness.

3. Optimising for robustness successfully reduces the design sensitivity to stochastic

variations at the cost of additional weight. Robust designs can also be su�ciently

reliable, but generally at a greater weight penalty in comparison to designs opti-

mised for reliability only.

4. In general, the model can be optimised for minimal weight and a desired level

of reliability or robustness or both. However, enhanced reliability and robustness

result in a weight penalty in comparison to the deterministic optimum design.

5. Simultaneous robust and reliability-based design optimisation successfully provides

the best compromise between weight, reliability and robustness.

6. In comparison to the benchmark wing, the framework produces an overall weight

reduction of 32.1%, with a 1.5% increase from the �rst to the second level optimi-

sation to account for stochastic design variations.

Results follow the same pattern when the framework is trialled on other design problems

with di�erent values of coe�cient of variation.
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Conclusions and future work

Conclusions

The use of composite materials in many aircraft structures are driven by the attractive

strength-to-weight ratio of composite materials and their anisotropic properties. Conse-

quently, an aeroelastically-tailored aircraft structure is made possible that o�er an im-

proved design with minimum structural weight and optimum aeroelastic performances.

This goal can be achieved through material tailoring (altering the composite panel ply

con�guration) to promote bending-torsional couplings in the structures.

For aircraft wing structures, a deterministic approach is used to determine an optimised

design for aeroelastic tailoring. However, the deterministic approach does not account

the probabilistic uncertainties in the design which lead to unreliable or unrealistic de-

signs. An improved aeroelastic tailoring approach is introduced in this thesis in which

uncertainty quanti�cation is included as a measure for design robustness and reliability.

A novel multi-level aeroelastic tailoring framework for a `robust ' and `reliable' design of

the composite aircraft wing is successfully introduced in the current work. The framework

employs two optimisation levels that consist of deterministic and probabilistic design

optimisation approaches. The framework is capable of producing an optimised composite

wing design for minimum structural weight while satisfying multiple design constraints

that included structural, aeroelastic and parametric variation. The optimised model

obtained from the framework shows the best compromise between structural weight,

design robustness and reliability.

The work presented in this thesis employs an idealised `box-like' wing model as a bench-

mark wing (EBW). The model is capable of producing a realistic approximation of the

wing's performance with a reasonable computational cost. The initial analyses suggest
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that there is a potential for design improvement and weight-saving via aeroelastic tailor-

ing due to ample safety margin measured from its performance and design requirement

for certi�cation.

An improved method for aeroelastic tailoring of the composite wings is successfully intro-

duced for design problems with multiple design constraints and di�erent static manoeu-

vre load conditions. The aeroelastic tailoring performed on the EBW model produced a

signi�cant structural weight saving with all the design constraints satis�ed. The EBW

model is optimised subjected to multiple static manoeuvre load cases with multiple con-

straints that included strength and aeroelastic responses. The introduction of a weighted

cost function in the objective function of the optimisation algorithm enables the contri-

bution of each design constraints on the optimised solution to be quanti�ed adequately.

Two optimisation approaches are applied to solve for an aeroelastic tailoring procedure

with multiple design constraints. The Single-point optimisation is used for design prob-

lems subjected to single static manoeuvre load case. Similarly, the Multi-point optimisa-

tion method is applicable for design problems subjected to multiple static manoeuvre load

cases. The optimised solution obtained from the Multi-point method is more realistic as

multiple critical load cases are considered in the optimisation. However, the multi-point

method requires a longer time to solve as opposed to the Single-point method. Hence,

single-point method is preferable, provided that the pre-established critical load case is

available.

The existence of aleatory uncertainty in the model results in signi�cant output response

variation and may lead to catastrophic failure if not quanti�ed directly in the design

process. The deterministic optimised design can be overly estimated or underestimate

due to lack of uncertainty consideration. The PCE and RS-HDMR method introduced

in the current work are capable of quantifying the uncertainty e�ects on the wing's

performances in e�ective manner. The e�ciency of both methods is evidenced by the

case studies performed with uncertain material properties and ply thickness. Both PCE

and RS-HDMR methods are capable of performing rapid quanti�cation of uncertainty

e�ects on the wing's responses compared to conventional MCS method. However, the

capability of the PCE is limited to the dimensional order of random parameters. As the

dimensional order increases, the number of runs requires in PCE increase signi�cantly.

On the other hand, RS-HDMR is not dependent on the dimensional order of random
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parameters, and hence it can be applied to stochastic problems with higher dimensional

order.

Two theoretical probabilistic optimisation approaches namely, Reliability-based Design

optimisation (RBDO) and Robust Design Optimisation (RDO) method are used to ob-

tain an optimised design with improved design reliability/robustness subjected to mul-

tiple constraints with uncertain in material properties and ply thickness. The methods

coupled with the e�ciency of PCE, are capable of producing a reliable/robust design for

�utter and wing root bending moment responses. However, the enhanced reliability and

robustness in the model result in a weight penalty in comparison to the deterministic de-

sign. Robust designs can also be su�ciently reliable, but generally at a more signi�cant

weight penalty in comparison to the designs optimised for reliability only.

A new probabilistic approach; Robust and Reliability-based design optimisation (RRBDO)

is successfully introduced to obtain an optimised design with both improved design reli-

ability and robustness. The design robustness is incorporated in the design by obtaining

the target performance around a mean value and maximising the robustness by minimis-

ing the response variance. The reliability is improved by minimising the probability of

failure at target design value. The improved design robustness and reliability are ob-

tained with the expenses of higher structural weight in comparison with deterministic

designs.

Future work

The scope of work performed in this thesis is limited to aleatory uncertainty and focused

on the e�ect of variation in material properties. The e�ect of uncertain in E11, E22, G12

and tply on the wing's responses are covered in the current work. The e�ect of epistemic

uncertainty or the combination of them on the wing's response needs to be explored

using other quanti�cation methods such as possibility theory or interval analysis.

Uncertainty in the structural geometry (i.e. spars and ribs geometry) may be incorpo-

rated in the analysis to explore their e�ect on the wing's responses. The aerolastically-

tailored structure can also be achieved by structural tailoring which has been studied

by Refs. [15, 115, 116]. The study of uncertainty in structural geometry can be done to

predict the variation in wing performance.
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The use of High Dimensional Model Representation (HDMR) in probabilistic optimi-

sation procedure needs to be explored. It is known that HDMR can be utilised for

uncertainty quanti�cation involving high dimensional order of random parameters ef-

�ciently. In current work, the study only considered up to four random parameters;

hence, PCE is used for the analysis. The use of HDMR may overcome the issues with

PCE related to modelling e�ciency when involving high dimensional order of random

parameters.

In probabilistic optimisation (Multi-level aeroelastic framework), the possibility of using

discrete design variables in terms of ply angle needs to be explored to obtain a feasible

stacking sequence. The method of retrieving the ply con�guration, such as blending

method can be incorporated in the framework, together with the manufacturing feasibil-

ity constraints. These will eliminate the needs for another optimisation step in order to

obtain the ply con�guration as in the current method.

The uncertainty quanti�cation methods presented in this thesis, such as PCE can be

used to predict failure of the aircraft structures due to cyclic loading such as creep or

fatigue in e�cient manners. The defects on the composite panel can be modelled using

the variation in material properties.
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Appendix A

Classical Laminate Theory (CLT)

In CLT [34], it is assumed that if there is no applied force acting on the out-of-plane di-

rection, the stress component in that direction are zero. Hence, the stress-strain relations

for orthotropic lamina can be expressed as


σ1

σ2

τ12

 =


Q11 Q12 0

Q12 Q22 0

0 0 Q66



E1

E2

γ12

 , (A.1)

where Qij are the reduced sti�ness terms which can be obtained using composite material

properties such that

Q11 =
E1

1− V12V21
, Q22 =

E2

1− V12V21
,

Q12 =
V12E2

1− V12V21
=

V21E2

1− V12V21
,

Q66 = G12. (A.2)

The stress-strain relationship from Eqn. (A.1) is given in the local material properties

directions. Since each layer of the lamina are generally rotated with respect to reference

coordinate system (x-y), the stress and strain must be transformed to the reference axes

such that


σ1

σ2

τ12

 = T


σx

σy

τxy

 and


E1

E2

γ12

 = T


Ex
Ey
γxy

 , (A.3)

where the transformation matrix, T is given by
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T =


m2 n2 2mn

n2 m2 −2mn

−mn mn m2 − n2

 , m = cos(θ) and n = sin(θ) (A.4)

In order to obtain the engineering strain from the tensor strain notation, the transfor-

mation matrix, T is pre- and post-multiplied by a matrix R and R−1 such that


E ′x
E ′y
γ′xy

 = R


Ex
Ey
γxy

 , and R =


1 0 0

0 1 0

0 0 2

 . (A.5)

Hence, the transformation matrix for engineering strain is given by

Te =


m2 n2 mn

n2 n2 −mn
−2mn 2mn m2 − n2

 . (A.6)

By using the transformation relations for the stresses and engineering strains Eqn. (A.1)

can be rewritten as


σx

σy

τxy

 = T−1QRTR−1


Ex
Ey
γxy

 . (A.7)

Hence,


σx

σy

τxy

 =


Q̄11 Q̄12 Q̄16

Q̄12 Q̄22 Q̄26

Q̄16 Q̄26 Q̄66



Ex
Ey
γxy

 , (A.8)
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where Q̄ij is are the transformed reduced sti�nesses which are given by

Q̄11 = Q11 cos4 θ + 2(Q12 + 2Q66) sin2 θ cos2 θ +Q22 sin4 θ,

Q̄12 = (Q11 +Q22 − 4Q66) cos2 θ sin2 θ +Q12 (sin4 θ + cos4 θ),

Q̄22 = Q11 sin4 θ + 2(Q12 + 2Q66) sin2 θ cos2 θ +Q22 cos4 θ,

Q̄16 = (Q11 −Q12 − 2Q66) sin θ cos3 θ + (Q12 −Q22 + 2Q66) sin3 θ cos θ,

Q̄26 = (Q11 −Q12 − 2Q66) sin3 θ cos θ + (Q12 −Q22 + 2Q66) sin θ cos3 θ,

Q̄66 = (Q11 +Q22 − 2Q12 − 2Q66) sin2 θ cos2 θ +Q66 (sin4 θ + cos4 θ). (A.9)

The composite laminates are normally made of layers that are bonded together to form a

laminate as shown in Figure A.1. In CLT, it is assumed that the N layers of a laminate

are perfectly bonded together with in�nite thin bond line and the in-plane deformation

across the bond-line are continuous. For symmetric laminate which is normally the case

in most application, the reference plane is chosen as the mid-plane of the laminate as

shown in Figure A.1. By implying these assumption, the strain distribution is therefore

given by

Top

Bottom

z

y

hk

hk−1

1st Ply

2nd Ply

kth Ply

N th Ply

Figure A.1: Symmetric stacking representation of N plies laminate.
Ex
Ey
γxy

 =


Eox
Eoy
γoxy

+ z


κx

κy

κxy

 , (A.10)

where Eox, Eoy and Eoxy are the mid-plane strains and the curvature, κ are constant through

the thickness. Therefore, by substituting Eqn. (A.10) into the stress-strain relationship
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derived in Eqn. (A.8), the stress in the Nth ply can be expressed in terms of reduced

sti�ness as


σx

σy

τxy


(kthply)

=


Q̄11 Q̄12 Q̄16

Q̄12 Q̄22 Q̄26

Q̄16 Q̄26 Q̄66


(kthply)

(
Eox
Eoy
γoxy

+ z


κx

κy

κxy


)
. (A.11)

The in-plane forces and moments acting on small element are obtained through-the-

thickness integration of the stress in each ply such that


Nx

Ny

Nxy

 =

h/2∫
−h/2


σx

σy

τxy


(kthply)

dz =
N∑
k=1

hk∫
hk−1


σx

σy

τxy

 dz (A.12)

and 
Mx

My

Mxy

 =

h/2∫
−h/2


σx

σy

τxy


(kthply)

zdz =
N∑
k=1

hk∫
hk−1


σx

σy

τxy

 zdz, (A.13)

By substituting the stress-strain relations from Eqn. A.11, the constitutive relations for

the laminate are obtained as follow


Nx

Ny

Nxy

 =


A11 A12 A16

A12 A22 A26

A16 A26 A66



Eox
Eoy
γoxy

+


B11 B12 B16

B12 B22 B26

B16 B26 B66



κx

κy

κxy

 (A.14)

and 
Mx

My

Mxy

 =


B11 B12 B16

B12 B22 B26

B16 B26 B66



Eox
Eoy
γoxy

+


D11 D12 D16

D12 D22 D26

D16 D26 D66



κx

κy

κxy

 , (A.15)

where N = {Nx, Ny, Nxy}T and M = {Mx,My,Mxy}T are the resultant forces and

moments per unit length, E = {Ex, Ey,γxy}T and κ = {κx, κy, κxy}T are the in-plane

deformation and twist curvature terms. The sti�ness matrix [A], [B] and [D] are given

as
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Aij =

N∑
k=1

(Q̄ij)(k)(hk − hk−1),

Bij =
1

2

N∑
k=1

(Q̄ij)(k)(h
2
k − h2

k−1),

Dij =
1

3

N∑
k=1

(Q̄ij)(k)(h
3
k − h3

k−1). (A.16)
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Appendix B

Aerodynamic Modelling

B.1 Doublet Lattice Method (DLM)

The Doublet Lattice Method (DLM) theory is �rst presented by Albano & Hodden [196]

and Kalman et al. [197] which has been widely used for interfering lifting surface in

subsonic �ow. The theory is based on a linearised potential �ow theory in which the

undisturbed �ow is uniform and it is assumed that all the lifting surfaces are arranged

in columns parallel to the �ow [196]. The DLM is an extension of vortex-lattice method

DLM for unsteady case and used to calculate the aerodynamic parameters (i.e. Aerody-

namic in�uence coe�cient) in subsonic �ow.

In DLM, the lifting surfaces is divided into small trapezoidal panels or `boxes' in a

manner such that the boxes are arranged in columns (strips) parallel to the �ow as

shown in Figure 3.9. The 1
4 -chord line of each box contains the unknown lifting pressure

distributions. For each box, there is one control point positioned at mid-span and on the

3
4 -chord line of the box such that the normal wash boundary condition is satis�ed [198].

From Refs. [196, 199], the relation between the pressure and the normal velocity at the

lifting surface is given as

w(x, s) =
1

8π

∫∫
K(x, ξ; s, σ) p̄ (ξ, σ) dξ dσ, (B.1)

where

w = normal velocity

(x, s) = orthogonal coordinates on the lifting surface, S as shown in Figure 3.9

p̄ = complex amplitude of lifting pressure coe�cient

K = kernel function which is de�ned in Ref. [196]
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The basic relationships between the lifting pressure and downwash (normal wash) is

written as

{wi} =
1

q
[Aij ] {Pj}, (B.2)

where

wi = downwash (normalwash)

Pj = pressure on lifting element j

Aij = aerodynamic in�uence coe�cient matrix which is a function of Mach number

and reduced frequency

q = �ight dynamic pressure

The aerodynamic in�uence coe�cient matrix, Aij is the normal velocity magnitude at

control point, i, with jth singularity of unit strength and can be determined from the

following equation [199]

Aij =
∆Cj
8π

∫ d

−d
K dη, (B.3)

where

∆Cj = centerline chord of the jth panel

d = jth panel semiwidth

K = kernel function at the 1
4 -chord load line

In the MSc. Nastran static aeroelasticity analysis, the calculated aerodynamic in-

�uence matrix from DLM is used to determine the pressures, forces and moments at

subsonic speed.

B.2 Geometry Interpolation using Surface Spline

In MSc. Nastran, the aerodynamic is de�ned as two set degree of freedoms. The �rst

set is the `j' -set, which is a set of degree of freedom for aerodynamics. There are two
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variables in this set which are wj and faj . The downwash velocity, angle of attack, or

camber can be included in the variable wj . The variable faj can be the pressure, moment

and the generalised forces. From the aerodynamic theory, the j-set of degree of freedom

can be written as

wj =
1

q
Ajj f

a
j . (B.4)

The second set of aerodynamic degree of freedom is the `k' -set which act as interface

between the j-set and the structural degree of freedom. The variables for k-set degree

of freedom are the displacement, uk and the forces, F ak . The transformation of k-set to

j-set can be performed using

wj = Djkuk (B.5)

and

F ak = Skjf
a
j , (B.6)

where

Djk = substantial derivative matrix

uk, F
a
k = displacement and the forces at the aerodynamic grid points

Skj = integration matrix

faj = pressure on the lifting element

Two displacement values are chosen as uk degree of freedom for each of aerodynamic

element which located at the centre of pressure (1
4 -chord) and the downwash centre (3

4 -

chord). Thus, the k-set is the normal displacement at the centre of pressure and at the

downwash centre. The j-set is the downwash at 3
4 chord and pressure at the centre of

pressure. Hence, the integration matrix, Skj is given by

F ak1

F ak2

 =

S
0

{faj } , (B.7)
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where F ak1 and F ak2 are the forces at the centre of pressure and at downwash centre,

respectively and S is the aerodynamic element area. The substantial derivative matrix

is given by

[Djk] =
[

1
∆x −

(
1

∆x + ikb

)]
, (B.8)

where ∆x is the distance between the centre of pressure and the downwash center, b is

the reference length and k is the reduced frequency (k = bω
V ). Hence, Eqn. (B.5) becomes

{wj} =
[

1
∆x −

(
1

∆x + ikb

)]uk1

uk2

 . (B.9)

where uk1 and uk2 are the normal displacement at centre of pressure and at the downwash

centre, respectively.

In the MSc. Nastran static aeroelasticity, the displacement sets are the dependent

aerodynamic-displacement set, uk and independent structural-displacement set, ug. The

dependent displacements, uk are obtained from interpolation using the structural dis-

placement, ug such that

{uk} = [Gkg] {ug}, (B.10)

where the interpolation matrix [Gkg] is obtained using splining methods that included

linear splines, surface splines and explicit user-de�ned interpolation. For current work,

a surface spline is used for the interpolation. A surface spline method is used to �nd a

surface function u(x, y) for all points (x, y) when u is known for a discrete set of points

(i.e ui = u(xi, yi)). The surface spline is considered as an in�nite plate that solves for

its deformation due to a set of point loads. The formulation in surface spline method

and derivation for the interpolation matrix determination are given in Ref. [199].

The aerodynamic forces at aerodynamic control points can be determined by combining

Eqns. (B.4) to (B.6) which lead to

{F ak } = q[Skj ][Ajj ]
−1[Djk]{uk}. (B.11)

The total work for two displacement set (g-set or k-set) should be the same and satis�ed

the following equation
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{uk}T {F ak } = {ug}T {F ag }. (B.12)

From Eqn. (B.10)

{uk}T = [Gkg]
T {ug}T . (B.13)

The relationship between the aerodynamic force at aerodynamic control points and the

aerodynamic forces at the structural grid points is derived from Eqns. (B.12) and (B.13)

such that

{F ag } = [Gkg]
T {F ak }. (B.14)

Hence, by rewriting Eqn.(B.14) with Eqn. (B.11), the aerodynamic forces at the struc-

tural grid points are given by

{F ag } = q [Gkg]
T [Skj ] [Ajj ]

−1 [Djk] [Gkg] {ug}. (B.15)
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