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ABSTRACT

The range of conformational states that determine the function of a protein is often un-
known. This is the case for most proteins. In particular, for membrane proteins, this is
more challenging, as their structures are often difficult to resolve. At present, the compu-

tational prediction of membrane protein structures has become a powerful means to overcome
this limitation. However, determination of the meaningful conformations that we can relate to
observable function is unclear overall. This research aims to provide a modelling framework to
determine those conformational states that are relevant to ion conduction for peptide-assembled
ion channels. We focus on the particular case of cWza Cysteine-mutant ion channels. These are
synthetic ion channels made from the parallel symmetric assembly of eight α-helical peptides with
identical amino-acid sequences. Their peptide sequences (cWza Cysteine-mutant) are redesigned
versions of the outer-membrane sequence of the Wza complex; the polysaccharide exporter in E.
coli. Experiments measuring their conductive activity showed that these channels can either show
a voltage-independent single-conductance or a voltage-dependent dual-conductance depending
on their peptide sequence. A hypothesis is that a transition between two conformation states
takes place for those channels with dual-conductance. While for those channels showing a single
conductance, a single conformational state should only exist. However, three-dimensional crystal
structures of these channels are unavailable.

Based on a combination of techniques, we employed symmetric peptide-peptide docking, for
prediction of atomic three-dimensional structures of all cWza Cysteine-mutant ion channels; a
proposed method for conformational classification of structures, via a description of their most
probable inner Van der Waals pore dimensions; and molecular dynamics simulations, to test the
robustness of conformational classifications. Overall, we found that two groups of conformations
were found for those modelled channels showing dual-conductance in experiments, while for
the single-conductance channels, a single conformational group was found. Thus, our results
show that observed changes in conductance of synthetic ion channels can indeed be explained by
changes in conformation. While when a single conductance is observed, a single conformation
exists. We also found that inter-chain atomic interactions such as Hydrogen-bonds and Knobs-
Into-Holes played a role in the specificity of conformations and the evolution of their simulated
dynamics. Further research needs to verify the validity of our procedure to other synthetic
peptide-assembled ion channels that could be a target for de novo design or redesign.

Additionally, we developed a molecular dynamics procedure to study with atomic-resolution
the ion permeation process across peptide-assembled ion channels; embedded in a lipid-bilayer
model and under applied voltage conditions. Details of the ion permeation mechanisms for
individual channels are often difficult to resolve via experiments and computation. Application of
our procedure to three different types of peptide-assembled ion channels revealed details of their
very different ion permeation mechanisms, previously unknown. More time-intense simulations
are needed to test the persistence of the identified permeation mechanisms.
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1
WHAT IS IT ABOUT?

Alternate conformations are a key structural feature for the function of all proteins as

a result of their flexibility. In transmembrane ion channels, conformational changes

modulate their transport properties affecting the passage and/or blockage of solutes

across the cell membrane. cWza Cys-mutant ion channels are a family of synthetic α-

helical peptide barrels proven to assemble and span lipid bilayer. These display electric

activity with transitions between low and high conductance, as a result of suspected

conformational changes. But, when Tyrosines (Tyr) in all peptide are swapped with

Cysteines (Cys), a single stable structure seems to take place, as a single conductance

is observed. Prediction of conformations of cWza Cys-mutant ion channels before

peptide assembly is challenging, given the absence of structural information; often

difficult to resolve for transmembrane proteins. Next, will introduce further the context

of this problem and also how modelling, which is the main essence of our work, can

provide an alternative to deal with the lack of structural information for prediction of

conformations.

1.1 Introduction

1.1.1 Transmembrane Ion Channels And Multiple Conductance

Proteins are organic molecules made of the assembly of single chains (units) of variable length

made from the combination of 20 different types of essential amino acids. These specific amino-

acids sequences will determine whether a protein can assemble either in an aqueous environment

or a hydrophobic one; like the cell membrane. As a result, proteins will perform various tasks

in living organisms, such as providing flexibility to tissues, catalysing chemical reactions, and
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CHAPTER 1. WHAT IS IT ABOUT?

Figure 1.1: Recorded electric activity from electrophysiology experiments for mechanosensitive channel
(Msc); left, and pore-forming activity of alamethicin peptides; right. These channels are representative ex-
amples that illustrate gating and oligomerisation as conductance changing mechanisms in transmembrane
ion channels; for the first, a channel opens progressively in response to applied membrane tension, whereas
for the second, peptides associate/dissociate dynamically to form channel pores of variable dimensions.

as transporters of substances for the self-maintenance of the cell. In particular, transmembrane

proteins embedded in the cell membrane are responsible for the permeation of ions and charged

biomolecules via diverse transport mechanisms [14].

Ion channels are a special class of transmembrane proteins that form single open pores

spanning the membrane with dimensions ranging from 0.1 to 10 nm of diameter. Transport

across ion channels generally occurs at no extra energy input as they form single pores in the

membrane (passive transport), and thus their conductance will be a direct consequence of the

pore dimensions and geometry, limiting the internal volume available for permeation. However,

as revealed by electrophysiology measurements, for some ion channels their electric current

activity may show a step-like dynamic variation - as shown in Fig., 1.1, characterised by sudden,

random switching events between fixed, multiple conductance values, with durations ranging

from seconds to minutes [41, 64].

To explain the appearance of multiple conductances for ion channels, gating and oligomerisa-

tion are commonly invoked mechanisms consistent with the premise that the conductance of a

channel is the direct consequence of its structure. Thus, gating explains changes in conductance

by changes in the conformation or geometry of the channel triggered by some external stimulus,

such as pressure or electric potential; examples of this are the mechanosensitive channel (Msc) -

responsible for pressure sensing in E. coli bacteria [80]; Fig., 1.1, and the potassium channel -

responsible for transmitting electric impulses across neurons [127]. By contrast, oligomerisation

explains conductance changes on the basis of changes in the number of chains or units that

assemble forming a channel, leading to an expansion or reduction of its internal diameter; a
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well-known example is the class of alamethicin channels - antibiotics produced by Trichoderma

viride fungus [40]; Fig., 1.1.

1.1.2 Redesigning Transmembrane Proteins: The cWza Cys-Mutant Ion
Channels

Recently, Synthetic Biology has become a growing branch of Biology with the general aim

of improving or innovating functionalities of natural biological systems. Not surprisingly, ion

channels have become a target for design and/or redesign for novel applications such as biosensing,

filtering, and other potential ones. Some progress has been made in this direction inspired by

mutation experiments of ion channels, where one or various individual amino acids in the protein

original sequences are replaced with others to induce modifications to their original transport

functionality, whilst preserving their pore formation ability in a membrane environment[53, 64,

72].

The cWza Cys-mutant sequences (Figure 1.2), is a set of engineered sequences obtained

from punctual Cysteine-mutations of a base sequence called cWza; derived from mutation of

the sequence of the outer-membrane domain of Wza (PDB id: 2J58), the natural sugar export

machinery in E. coli [30]. When synthesised, these sequences lead to short α-helical peptides able

to assemble in parallel to form ion channels in a lipid-bilayer, under the presence of an applied

voltage difference (∆V =+100mV) between opposite sides of the bilayer. After being assembled,

these channels are capable of transporting ions across the bilayer under different applied voltage

conditions, as indicated by recordings of their conductive activity [64].

Recorded electric currents reveals that different peptide sequences will form pores showing

three different types of conductive behaviour, hence, three sequence types can be categorically

distinguished; type 0, 1, and 2. The zeroth type will correspond to those sequences for which

one single negatively charged amino-acid in the cWza-base sequence (either Glutamate (E) or

Aspartate (D)) has been mutated with a Cysteine (C), such as cWza-E369C and cWza-D366C;

whose corresponding assembled pores will only display a noisy electric activity (∆V =+100mV).

Next, the first type will correspond to the only sequence for which Tyrosine (Y, residue 373) has

been mutated with a Cysteine (C), called cWza-Y373C, whose synthesised peptides will form pores

showing a single steady conductance value regardless of the applied voltage (|∆V | ≤ 200mV); i.e.,

ohmic conductance. Finally, by contrast, the second type will include sequences where Tyrosine

has not been mutated while preserving negatively charged amino-acids, that is cWza, cWza-

K375C, and cWza-S355C; whose corresponding pores will consistently display dual conductance

at high applied voltage (∆V =+200mV), with the lifetime of each conductive state varying from

seconds to minutes; which is consistent with a multiple conductive behaviour [64]. See summary

in Fig., 1.2.
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Figure 1.2: Top: Set of engineered cWza-based sequences [64]. cWza serves as a base sequence to carry
out mutations of specific amino-acids with Cysteines (C, blue). cWza is obtained from mutations (red)
of the natural peptide sequence of E-coli Wza-D4, whose peptides can naturally assemble in a parallel,
regular arrangement with 8 units (octamer). Bottom: Classification of electric conductance activity for ion
channels with cWza-based sequences.

1.1.3 Explaining the Conductance of cWza Cys-Mutant Ion Channels via
Computation

As discussed above, it is clear that the location of single Cysteine mutations along the cWza-base

sequence will have diverse effects on the electric activity of assembled channels; either displaying

a noisy conductive activity (sequence type 0), ohmic conductance (sequence type 1) or a voltage-

dependent dual conductance (sequence type 2). Thus, under the assumption that conductance

will be the direct consequence of a channel’s structure, we can infer that for sequence types 1

and 2, respectively, different conductive activities will be a consequence of having either a single

steady conformation or two alternate steady conformations. As for sequence-type-3 channels,

we do not have a clear interpretation; noisy electric activity has been suggested previously as

indicative of an unstably assembled channel though [64]. Thus, we will focus on sequence-type-1

and -2 channels only and we will aim to explain the conductive behaviour their corresponding ion

channels.

In particular, the appearance of dual conductance suggests that the type of pore assembly

process and its dynamics may be driven either by conformational changes, consistent with a

gating conductive mechanism. Experiments suggest that the number of assembling peptides is

eight, for all cWza Cys-mutant ion channels; see blocking experimental assays in Reference [64].

Consequently, to change their conductance channels either may expand/contract in response
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to the applied voltage. However, the formation process of these assemblies and their atomic

structures cannot be revealed by the current experimental data from electrophysiology alone.

Also, due to the need of a suitable hydrophobic environment for these peptides to assemble -

as often expected for transmembrane proteins, it seems challenging to determine their precise

atomic structure or their dynamic behaviour via standard experimental techniques such as

X-ray crystallography or NMR (Nuclear Magnetic Resonance), respectively; which often require

stringent experimental conditions too [68].

As an alternative to experimental means, modelling techniques such as docking and molec-

ular dynamics aim to overcome their limitations in a complementary fashion [63]. Docking is

recurrently used as an alternative to experiments like X-ray crystallography to model protein

atomic structures with variable strength of association (binding affinity) between their consti-

tutive units (amino-acid chains)[29, 124]. Although one of the main caveats of docking is its

inability to study protein dynamics, Molecular dynamics (MD) is recurrently used to simulate

the structure evolution of proteins via solving Newton’s equations of motion, provided an initial

protein structure, for time-scales not easily achievable in experiments like NMR [2, 100].

The main aim of our research is to reveal via computation whether alternate conformations

are the mechanism explaining observed changes in conductance for some of the cWza Cys-mutant

channels. While for cWza-Y373C channels, whether a single conformation can only exist. Thus,

before introducing our main findings presented in this work, I will first introduce an overview of

the general methods and concepts (Chapter 2) that make the essence of Docking, for structure

prediction of membrane proteins; and Molecular Dynamics, to perform dynamic simulations

with atomic detail. Next, in Chapter 3, I will present the results from the application of docking

for modelling of candidate three-dimensional structures for all cWza Cys-mutant channels

(Figure 1.2) and their classification according to their internal pore dimensions, from which

groups of structures with similar conformations are identified from docking, and after Molecular

Dynamics simulations of these predicted structures. In Chapter 4, we will introduce a Molecular

Dynamics procedure that can allow us to study ion permeation in atomic-resolution, which aims

to complement the study of peptide-assembled ion channels by providing insight into their ion

permeation mechanisms. The main Conclusions and Outlook of our work constitute part of

Chapter 5. A series of Appendices providing in-depth detail from various results of our work is

featured at the end.
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THEORY AND METHODS

For conformation prediction, we first require a mean for modelling of plausible struc-

tures of the cWza Cys-mutant ion channels per peptide sequence. Membrane-Protein

Symmetric Docking will be the core technique allowing us to identify preferential cyclic

peptide arrangements according to their estimated assembly energies; used later on as

candidate structures for conformation identification analysis (Chapter 3). Here, we

will briefly describe the general concepts and methods used for the implementation of

docking. Additionally, we will give an overview of the concepts and methods employed

for the setup of Atomistic Molecular Dynamics simulations; that we will employ later

to test resulting docked models in terms of their stability under equilibrium conditions

and for channel conductance calculation assays under the influence of an applied

electric field; as a potential way to study conductance across docked models in a

dynamic scenario (Chapter 4).

2.1 Symmetric Docking of Membrane Proteins

2.1.1 Structure Prediction of Peptide-Assembles via Docking

As discussed in Subsection 1.1, trans-membrane proteins are crucial actors in a wide range

of biological processes. However, understanding of their functioning is limited due to the lack

of detailed structural information. Thus, computational techniques have become a powerful

approach to structure prediction, which deals with the task of modelling the three-dimensional

structures of a protein provided its amino acid sequence ( a.k.a, primary structure ).

At present, a variety of techniques and tools have become available to deal with the intricate

task of predicting the structure of proteins according to their different levels of organisation,
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ranging from the structure of local folds or segments (secondary structure) and their combination

(tertiary structure) in a single protein chain to the resulting complexes or three-dimensional

arrangements of several assembling units (quaternary structure) like peptide and/or polypeptide

chains [14].

Consequently, different techniques for structure prediction have been developed and that

are recurrently employed in combination for the resolution of transmembrane protein struc-

tures, which include (1) ab initio or de novo modelling, via physical principles for prediction of

new folds from energy global optimisation of a suitable energy function in combination with

Monte Carlo methods [74–78, 118]; homology or template-based modelling, where single or fold

combinations are built according to sequence similarity with respect to segments from another

structure, which has been experimentally determined [5, 20, 23, 50, 57, 70, 89, 103, 104]; and

docking modelling, used for prediction of protein complexes via conformational search and energy

scoring for identification of preferential protein-protein associations with units assumed either

rigid or flexible [3, 5, 8, 22, 29, 35, 37, 69, 124]. However, application of these may be limited

due to structure availability - usually the case for many membrane proteins (homology), high

computational demand due to conformational sampling, and the unsuitability of scoring functions

(ab initio and docking).

Ion channels often assemble forming symmetric complexes. Known structures include potas-

sium channels (KcsA and Kv), mechanosensitive channels (MscL and MscS), α-hemolysing,

outer-membrane porins (OmpF and OmpC), amongst others; see Figure 4 in Reference [63].

Particularly, the Wza complex also exhibits a cyclic symmetry for the outer-membrane D4 domain

in its crystal structure [30, 64, 72]. Thus, we will focus on the modeling of complexes with cWza

Cys-mutant sequences (Subsection 1.1), under the assumption of cyclic symmetry.

2.1.2 Protein Complexes and Symmetry

Symmetry is a recurrent pattern of assembly in both soluble and membrane proteins in nature,

with complexes made of repeated and regularly arranged single units [34]. It has been argued that

symmetry plays a key role in promoting stability and conformational changes, often associated

with function [29, 92, 123].

Overall, relevant types of symmetry for a wide range of protein structures and crystallography

include i) point symmetry, ii) helical symmetry, and iii) crystal symmetry. In particular, point

symmetries encompass five essential sub-types: i) cyclic (C); e.g., transmembrane pores and

chambers; ii) dihedral (D); e.g., clathrin cage (PDB id: 1xi4); and high-order symmetries iii)

tetrahedral (T), octahedral (O), and icosahedral (I); e.g., soluble nano-cages like ferretin (PDB id:

1lb3) and viruses (PDB id: 1stm). Figure 2.1 illustrates these symmetries.

A more thorough discussion on the definitions and natural observations of the above symmetry

types and sub-types can be found in References [8, 29, 34]. However, here we focus on the use

of cyclic symmetry applied to docking. As this will be the only symmetry type relevant to the

8
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Figure 2.1: Examples of natural protein complexes illustrating the different types of point
symmetries. Figures are taken from Reference [34].

9
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peptide-assembled channels studied here; the cWza Cys-mutant ion channels.

Symmetry, in general, is an important and useful constraint for structure prediction. In

particular, peptide-peptide docking takes advantage of this. Symmetry allows simplifying energy

estimation (scoring) of a structure since interactions between assembling units will be redundant

[29]. Also, the time-intensive task of conformational search, for backbone units and side-chain

conformations, gets reduced, as atomic-coordinates of all assembling units can be obtained under

symmetry operations applied to a single unit [8]. Consequently, symmetry enhances the efficiency

of side-chain optimisation and energy minimisation tasks that lead to output structures via

docking [29].

Next, we will provide further details on conformation sampling and energy scoring, which

make up the two main components of docking, as implemented in Rosetta. Rosetta is a widely

used software suite that features algorithms for computational modelling and analysis of protein

structures [3].

2.1.3 Conformational Sampling for Symmetric Membrane Protein
Complexes

For a protein complex, the degrees of freedom (dof ) of its conformation comprehend: i) the

set of torsion angles of backbone and side-chain atoms, and ii) the rigid-body transformations

(translation and rotations) between assembling units. Sampling the range of values for all of

these dof, for all assembling units, is challenging. However, symmetry simplifies this task.

According to symmetry, the torsion angles of all assembling units should be identical. Then,

sampling gets reduced to only describing the internal dof of a single unit; in Rosetta terminology,

the master unit. As a result, torsion angles for all other units are set according to this single

unit. But, the identity of the master unit requires careful selection, as this will impact energy

calculations [29]. Thus, for a peptide-assembled ion channel, a unique peptide will play the role

of the master unit.

Similarly, symmetry reduces the sampling of rigid-body dof. Positions/orientations of all units

will be set from a single unit via translations/rotations consistent with the imposed symmetry.

Definition of an intrinsic reference frame for the protein complex is required though [35, 59].

For instance, for an ion channel made from the cyclic arrangement of n peptides (Cn-symmetry),

coordinates of all units around a common axis, will be obtained via up to n−1 consecutive 2π
n

rotations of the coordinates of a single unit, i.e., the master unit. Thus, owing to symmetry again,

sampling of the dof of a single unit is only required.

2.1.4 Energy Scoring of Symmetric Membrane Protein Complexes

Energy evaluation in full-atomic resolution is the most time-consuming task in docking [8,

29]. Functions for evaluation of a protein structure usually feature one- to two-body distant-

dependent/independent energy terms and whole-structure energy terms [59]. For membrane

10
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Figure 2.2: Left: Illustration of the layered-membrane model used for low-resolution energy
evaluation during docking; Figure is taken from [126]. Right Schematic representation of the
energy evaluation process between units for a protein complex made of four units assembled with
C4-symmetry; Figure taken from [29]

protein complexes, energy terms are featured according to the representation of the membrane en-

vironment [3]. Thus, typically low and high-resolution functions are employed. At low-resolution

[126], the membrane is represented by nine discrete layers describing its hydrophobic inte-

rior/exterior regions, its polar regions, the interface between these, and the solvent regions on

both sides of the membrane; see Figure 2.2 (Right). At high-resolution [58], the membrane is

represented as a continuous dielectric medium, from the hydrophobic interior to the solvent

exterior, according to an implicit membrane model (IMM1). A summary of the energy terms for

low-/high-resolution score functions employed by Rosetta can be found in Reference [3] and its

supplement.

Symmetry can considerably increase the efficiency of the total energy evaluation of protein

complexes, as both internal (one unit alone) and interface (between units) energy terms become

duplicated. Consider the example of a four-unit complex, with its units called, are A, B, C, and D,

which assemble according to a C4-symmetry. As illustrated in Figure 2.2 (Right), under symmetry,

internal interactions for A are identical to those of the remaining three. Similarly, interactions

between A and B are identical to B-C, C-D, and D-A, and AC interactions appear two times. Then,

if we ignore whole-structure energies, the total energy E of the complex will be given by

E = E internal +E inter f ace

= [E(A)+E(B)+E(C)+E(D)]+ [E(AB)+E(BC)+E(CD)+E(DA)+E(AC)+E(BD)]

= 4E(A)+4E(AB)+2E(AC)

where, E(X ) refers to the internal energy of unit X, while E(XY ) will refer to the interac-

tion energy between X and Y units. Thus, only three terms out of ten are required for energy
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evaluation.

2.1.5 Sidechain Optimisation and Energy Minimisation

Sidechain optimisation and Energy minimisation are two crucial tasks involved in determining

the sidechain and backbone atomic-coordinates of predicted structures via docking. These take

advantage of symmetry to enhance the performance of their computation. The sidechain opti-

misation or sidechain packing refers to the problem of assigning the individual conformations

or rotameric states [84] of all sidechains present in a protein, such that their contribution to

the total energy of the protein is minimised. For an asymmetric protein complex, this problem

is known to be NP-Complete [81]; there is not any deterministic algorithm that can solve the

problem efficiently. So, a stochastic approach is typically employed [54]. However, as similarly

described above (Figure 2.2, Right), symmetry simplifies the computation of internal and inter-

acting sidechain energies. For a more detailed description featuring the explicit energy terms,

see Reference [29].

Energy minimisation will deal with the task of minimising the contribution to the total

energy due to rigid-body degrees of freedom (dof ), discussed above. Thus, derivatives of the

high-resolution score function are computed for the corresponding degrees of freedom. However,

this process will become simplified for a symmetric complex. As derivatives will be done only for

the degrees of freedom of the chosen master unit. For instance, for a complex made of n units

with cyclic Cn-symmetry, the partial derivative for a degree of freedom, say xi, will be written in

terms of the master unit’s copy of that dof, say xc
i , then we have that

∂E
∂xi

=
n∑

k=1

(
Rk

∂E
∂xk

i

)
= n

∂E
∂xc

i

where xk
i is the k− th-unit’s symmetric copy of xi, which is related to the master unit’s dof, by

the transformation xc
i =Rkxk

i

2.1.6 Procedure for Symmetric Docking Simulation

So far, the core elements that comprehend the essence of docking have been introduced. Besides,

we have seen how the imposition of symmetry, in particular, for the case of cyclic symmetry,

impacts the formulation of energy functions and conformational search. And consequently, the

optimisation tasks of sidechain packing and rigid-body energy minimisation become simplified.

Next, we will provide an overview of the assembly protocol followed by docking simulations to

predict symmetric protein assemblies out of using a single unit; the master unit.

In the initial phase of the complex assembly, a random configuration of the rigid-body degrees

of freedom is taken as the starting point but respecting the imposed symmetry. Units are placed

apart so that atomic contacts are avoided between them. Rotational degrees of freedom are

taken randomly too. Next, the assembling units are translated along their allowed degrees of
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Figure 2.3: Schematic representation of how docking explores the energy landscape during the
various phases of the peptide-peptide assembly process. The figure is taken form [35]

freedom to establish contacts between the units. For instance, for a cyclic assembly, units are

only allowed to move radially in the membrane plane around a common axis perpendicular to

the membrane. Once contacts have been established, the energy of the assembly is minimised

via a rigid-body Monte Carlo search, but under a low-resolution representation. This assumes

the layered-membrane model described above, while the protein is represented by its heaviest

backbone atoms (N,Cα,C,O) and its centre of geometry (centroid); taken as a "pseudo-atom". Once

finished, this process is followed by a high-resolution search phase, assuming the high-resolution

score function and an all-atom representation of the protein complex. Thus, sidechains are added

and the energy of the structure is optimised using a Monte Carlo minimisation procedure. This

consists of several rounds of rigid-body moves (perturbations) followed by symmetric sidechain

optimisation [54]. All moves are accepted/rejected according to a standard Metropolis criterion [4].

Thus, the energy is minimised via a gradient-based algorithm [8, 29, 35]. Figure 2.3 illustrates

how the energy of the docked complex is minimised throughout all these phases. The final

energy-minimised structure of this process will be the output of docking.

2.2 Molecular Dynamics

In general, molecular dynamics is a recurrent simulation technique that by solving Newton’s

equations of motion aims to resolve the temporal evolution of a system of many particles; as it

is the case for many biomolecular systems, such as lipid membranes [31, 83, 90, 128], enzymes

[1, 60, 71, 113, 116], and protein assemblies [63]. It is worth noticing that simulations can only

show how a system behaves according to approximations to the laws governing the actual system,

but cannot be solely used instead of actual experiments in the real world. Thus, experiments
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combined with computer modelling and theory can ideally help us to better understand the

system in question.

In practice, it is usually distinguished between two forms of MD, all-atom (or atomistic) and

coarse-grained. The former requires an atomistic approximation of particles and interactions,

whereas the latter adopts effective particle representations and potentials. As a result, com-

putational time and cost limit capabilities to simulate particular length and time scales; with

atomistic MD restricted to lengths starting from 10−10m ( or Å) and times up to 10−6m (or µs),

and coarse-grained MD length and times scales, both up to10−6m (or µs) and 10−3m (or ms),

respectively . Atomistic MD nonetheless is a recurrent approach to first study key mechanisms

concerning ion conduction across protein pores that require atomic precision, such as conforma-

tional changes of the protein, like in the potassium channel, and protonation-deprotonation of

channel amino-acids and polarisability of lipid membrane molecules [63].

2.2.1 Dynamics of biomolecules

Although bio-molecules are composed of atoms, which at the same time have nuclei and electrons,

almost all of the mass of an atom is concentrated in its nucleus, that in consequence determines

the position of the whole atom. Thus, as justified by the Born-Oppenheimer approximation [18],

electronic degrees of freedom can be absorbed in an effective potential so that the dynamics of

atoms can be reduced to a classical one, i.e. via Newton’s equations of motion

(2.1) mir̈i =Fi

where Fi denotes the net force acting upon the i-th particle with mass mi, causing an

acceleration r̈i of this, at position ri, within a collection of N particles.

When the force Fi is considered to be conservative, this can be derived from a potential, U ,

(2.2) Fi =−∇riU(r1, . . . ,ri, . . . ,rN )

which is the case for common inter-atomic interactions in bio-molecules such as, bonded,

non-bonded, and long-range forces; thoroughly described in Subsection 2.2.2.

Thus, from the above, it is clear that in order to integrate Eqs., 2.1, and hence to solve the

the trajectories of individual atoms, two key ingredients are needed to : 1) a force field, that is, a

parametrisation of the potential U(r1, . . . ,ri, . . . ,rN ) and 2) a numeric integration scheme. Next,

we discuss these two in further detail, alongside other algorithms needed in order to guarantee a

physically reasonable solution to the equations of motion in a bio-molecular system.
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2.2. MOLECULAR DYNAMICS

Figure 2.4: Bonded interactions: a) bond stretching, b) bond torsion, c) angle between connected
bond planes (dihedral angle), d) angle between non-connected but bonded planes (improper
dihedral angle).

2.2.2 Force fields of atomic interaction

In general, a classical force field refers to the form of the potential function U(ri) and the

respective set of parameters for the different atom types involved in a system. For most all-atom

MD simulations of bio-molecules U(ri) is usually decomposed as the sum of Unon−bonded and

Ubonded functions approximating non-bonded and bonded interactions between atoms,

(2.3) U(ri)=Unon−bonded +Ubonded

Overall, U(ri) is a many-body potential function, that is, it encompasses interactions between

two to N bodies. On the one hand, non-bonded interactions are pairwise-additive two-body inter-

actions that can be between neutral and charged atoms. On the other hand, bonded interactions

typically include selected interactions between two, three, and four bonded atoms that correspond

to different bond bending movements, Figure 2.4.

Non-bonded potentials For both neutral and charged atoms, different interactions take

place depending on their inter-atomic distance, r = |ri − ri|. Thus, the form of the potential

of interaction function of non-bonded atoms is typically approximated as a combination of a

short-range fast-decaying component and long-range slowly-decaying one.

At short inter-atomic distances, although here atoms are assumed to be classic particles, i.e.,

with simultaneously known localised positions and momenta, quantum mechanical effects lead

to a dominant atomic repulsion as a consequence of Pauli’s exclusion principle. In contrast, at

long-range inter-atomic distances, electrostatic interactions dominate in the form of a dipole-

dipole potential, and whenever atoms carry net charge a Coulomb potential is added. Hence, the

functional form of non-bonded potential features first the interaction between neutral atoms i

and j, approximated by a Lennard-Jones potential,
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(2.4) VLJ(ri,r j)= 4εi j

(
σ12

i j /r12
i j −σ6

i j/r
6
i j

)
where σi j is the distance at which VLJ = 0 and εi j is the energy depth of the potential well

at the equilibrium distance 21/6σi j. It is important to mention that σi j and εi j depend on the

interacting atom types, but if parameters for atoms of the same type are known, empirical

combination rules can be used to determine the cross parameters

σi j = 1
2

(σii +σ j j) and εi j =
√
εiiε j j

Additionally, a Coulomb potential is included, with atoms assigned partial charges qi and q j

according to the parametrisation of the force field, which is a crucial step

(2.5) VC(ri,r j)=− 1
4πε0

qi q j

r i j

where, ε0 is the vacuum permeability constant.

Ultimately, the total non-bonded potential will be taken as

(2.6) Unon−bonded =
N∑

i< j

[
VLJ(ri,r j)+VC(ri,r j)

]
Bonded potentials Whenever two atoms are chemically bonded, the energy of this link can be

approximated as a harmonic potential for a small deviation around the equilibrium bond length.

Thus, since bonded atoms can be thought as mass points connected through springs, a whole

molecule can be seen as a network encompassing nodes and links, and hence its potential energy

is usually approximated by a set of selected two to four-body bonded interactions.

Two-atom bonded interaction: For a pair of bonded atoms (i, j), the energy associated with their

bond stretching will be given by

(2.7) Vb(r i j)= 1
2

kb,i j
(
r i j − r0,i j

)2

where, r i j is the relative distance between atoms as before, r0,i j is the equilibrium bond

length, and kb,i j is the spring constant for the bond connecting the atom pair, as in Figure 2.4a.

Three-atom bonded interaction: In a similar fashion, whenever three atoms (i, j,k) are linearly

connected as in Fig., 2.4b, the energy associated to their harmonic angular vibrations due to the

bending movements between bonds (i, j) and ( j,k) will be approximated by

(2.8) Vθ(θi jk)= 1
2

kθ,i jk(θi jk −θ0,i jk)2
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2.2. MOLECULAR DYNAMICS

Figure 2.5: Various examples of dihedral angles (φ) adopted by a set of four linearly bonded
atoms.

where the bending angle, θi jk, satisfies cos(θi jk) = r ji ·r jk/r jir jk, and similarly θ0,i jk is its

value at equilibrium, and kθ,i jk the corresponding spring constant.

Four-atom bonded interaction: Finally, whenever four atoms (i, j,k, l) are consecutively bonded

like in Figure 2.4c, the angle, φi jkl , between the two planes formed by atoms (i, j,k) and ( j,k, l),

is called the dihedral angle, often referred as proper dihedral or torsion angle too. Thus, φi jkl is

usually taken from

cos(φi jkl)=ni jk ·n jkl

where ni jk and n jkl are the unit normal vectors corresponding to planes (i, j,k) and ( j,k, l),

respectively defined by

ni jk =
r ji ×r jk

r ji ×r jk
and n jkl =

rkl ×r jk

rkl ×r jk

so that conventionally, when φi jkl = 0 degrees we say that i and l are in the cis conformation,

and when φi jkl = 180 degrees we say that i and l are in the trans conformation. See Figure 2.5.

Potentials for dihedral angles keep atomic groups like peptide bonds planar. Dihedral poten-

tials play a crucial role in the local structure of biomolecules like proteins and nucleic acids, as

energy constants of dihedral potentials are comparable to the energy of thermal motion kBT and

consequently these determine structural transitions. Although the origin of the dihedral potential

is not completely well understood, repulsive interactions between overlapping bond orbitals and

steric clashes 1 between atoms (such as C1 and C4 in butane) appear to be contributing factors.

Thus overall, the standard functional form for representing a dihedral potential is given by

1Steric clashes are one of the artefacts prevalent in low-resolution structures and homology models. Steric clashes
arise due to the unnatural overlap of any two non-bonding atoms in a protein structure
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Vφ =
3∑

i=1

Vn

2
[
1+ cos(nφ−γ)

]
which is a truncated Fourier series that allows accounting for complex angular variations of

the potential energy, where Vn are the energy barriers associated to rotation; n the number of

maxima in one full rotation; and γ a phase angle [6, 121]. Dihedral energy barriers are attributed

to the exchange interaction of electronic clouds from adjacent bonds.

On the other hand, a separate class of angle called improper dihedral or improper torsion,

ξi jkl , is defined in the same way as φi jkl , but whenever four bonded atoms can are part of a

tetrahedral or a ring structure, like in Figures 2.4c and d). In this case, the potential for improper

dihedral angles keep atomic groups like aromatic rings planar and also prevent molecules from

flipping over to their mirror image, that is, it is used to select the correct chirality of atoms. The

usual functional form of an improper angle potential is taken as harmonic

(2.9) Vid(ξi jkl)=
1
2

kξ,i jkl
(
ξi jkl −ξ0,i jkl

)2

where, the featured parameters play the same role, as for other harmonic potentials above.

Overall, the bonded potential will be given by the addition of all the above bonded potential

contributions from all atoms due to bond stretching (Vb), bond bending (Vθ), and both, proper (Vφ)

and improper Vξ torsion or dihedral potentials.

(2.10) Ubonded = ∑
i, j

Vb(r i j)+
∑
i, j,k

Vθ(θi jk)+ ∑
i, j,k,l

Vφ(φi jkl)+
∑

i, j,k,l
Vξ(ξi jkl)

Thus, the formula approximating the total potential (Equation 2.3) will be explicitly given by

(2.11) U =
N∑

i< j

[
VLJ(ri,r j)+ VC(ri,r j)

]+ ∑
i, j

Vb(r i j)+
∑
i, j,k

Vθ(θi jk)+ ∑
i, j,k,l

Vφ(φi jkl)+
∑

i, j,k,l
Vξ(ξi jkl)

Protein-lipid interactions The set of force-field parameters for protein-lipid interactions are

usually determined from a combination of lipid force-field parameters; either from the CHARMM

distribution [19, 62] or the Berger-parameters [15], and a choice of force-field employed for protein-

solvent interactions; popular force-field families include GROMOS [111], AMBER [119], OPLS

[48, 121], and CHARMM. Early studies proposed that an optimal combination of protein-lipid

interactions is provided by the all-atom OPLS (OPLS-AA) and Berger force-fields. The Berger

force-field is ’atom-united’ - i.e., hydrogens and carbons in lipid tails are merged as pseudo-atoms,

that results in faster calculations in contrast to CHARMM, which is all-atom. Despite being

’united-atom’, the use of Berger lipids was previously found to lead to accurate hydration energies,

reasonable reproduction of the strength of lipid-protein interactions [15, 106], and area-per-lipid

values [122].

18
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Figure 2.6: Schematic representation of the update rules of the leapfrog algorithm

Recent advancements have made it possible to offer a wider range of choice in terms of protein-

lipid interaction parameters. These are provided within the above-mentioned force-field families;

for instance, GROMOS54A7 [91], AMBER-Lipid16 [27], CHARMM36 [16]. See references [82, 90]

for a critical review on these. However, there is not a clear cut to define the ’best’ choice of

force-field parameters, given the variety of physical properties tested for reproduction. At best,

specific combinations should be simply avoided or considered with caution [90? ].

In this work, we adopt the combination of OPLS-AA and Berger force-field parameters. The

more contentious issue would be the choice of the lipid parameters, given its coarse-grained

nature. However, this choice is justified by a number of considerations: simulation speed and

storage limit; hundred replicas of (100 ns) MD simulations will be performed, reasonable repro-

duction of physical properties; as mentioned above, these do not show a substantial difference in

contrast to simulations performed with an all-atom choice - i.e., CHARMM; atomic resolution

of protein-assemblies is more relevant, as backbone and specific side-chain atomic interactions

are assumed to play the main role in conformational stability during dynamics; finally, we get

further encouragement by the previous simulation of a model of a cWza Cys-mutant structure,

cWza-Y373C [64], in which this model was found to be stable after 100 ns of MD simulation, with

OPLS-AA and Berger chose. Thus, these reasons overall make us believe that the choice of lipid

force-field is sensible enough to observe the stability of modelled protein conformational groups,

which are the main focus of our work.

2.2.3 Numeric integration

Integration of equations of motions After introducing the force field formulation (Equation

2.11), in order to resolve the trajectory of each individual atom in time, which is the collection

of values of ri for a given discrete of observational time values, {t j; j = 1, . . . , M}, the set of

N-equations 2.2 are solved numerically via the Verlet algorithm [112],

(2.12) r(t+∆t)≈ 2r(t)−r(t−∆t)+ F
m
∆t
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This algorithm is a standard integration scheme that is simple but robust, as it has long-

lasting numerical stability (unlike primitive Euler or Runge-Kutta schemes) and allows preserva-

tion of crucial physical properties, that is, inherent properties of a Hamiltonian system such as i)

energy conservation, ii) time-reversal symmetry, and preservation of iv) volume of phase-space

flow and v) the sum of areas of phase-space elements [24].

Derivation of this algorithm is easily obtained from the third-order Taylor expansions of

r(t+∆t) and r(t−∆t), so that

r(t+∆t)= r(t)+ dr(t)
dt

∆t+ 1
2

d2r(t)
dt2 ∆t2 + 1

6
d3r(t)

dt3 ∆t3 + O (∆t4)

r(t−∆t)= r(t)− dr(t)
dt

∆t+ 1
2

d2r(t)
dt2 ∆t2 − 1

6
d3r(t)

dt3 ∆t3 + O (∆t4)

that when added together, it leads to

(2.13) r(t+∆t)= 2r(t)−r(t−∆t)+ d2r(t)
dt2 ∆t2 + O (∆t4)

where dependency on velocities, v(t) = ṙ(t) = dr(t)/dt is removed, solely depending on the

acceleration a(t)= r̈(t)= d2r(t)/dt2, which from Equation 2.2, is computed as

(2.14) a(t)=− 1
m

∇U

where U is approximated by Equation 2.11.

An important issue of the Verlet algorithm is that velocities are not generated. Since the

kinetic energy of the system is computed as K = 1/2
∑N

i=1 miv2
i , hence velocities are needed to

ultimately evaluate conservation of the total energy of the system, E = K +U , which is crucial to

verify correctness of MD simulations. An intuitive solution to this issue might be to assume

v(t)= 1
2∆t

[r(t+∆t)−r(t+∆t)]

However, the associated error is of order ∆t2, which can be an issue for accurate integration

with temperature and/or pressure coupling. A variant of the Verlet algorithm, which can be

proven to be equivalent to this, is the so-called leap-frog algorithm, which is implemented in

GROMACS [42]; which leads to identical trajectories (Equation 2.13), but with the advantage

that numerical errors in velocities are smaller [24, 65]. Leap-frog defines velocities at half-integer

time-steps

v(t+ 1
2
∆t)= 1

∆t
[r(t+∆t)−r(t)] and v(t− 1

2
∆t)= 1

∆t
[r(t)−r(t−∆t)]

From these, update rules for velocities and positions, are given by
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Figure 2.7: Schematic representation of the gradient descent algorithm, showing the update of a
variable x towards the local minimum of a function F, on a series of level sets in the direction of
the negative gradient, −∇F.

v(t+ 1
2
∆t)= v(t− 1

2
∆t)+ F(t)

m
∆t(2.15)

r(t+ t)= r(t)+v(t+ 1
2
∆t)∆t(2.16)

Since leap-frog and Verlet are equivalent algorithms, all symplectic properties of the latter

are inherent in the former.

2.2.4 Pre-MD preparation

Determination of a sensible starting configuration - the set of initial positions and velocities - is

crucial to start any integration scheme (Equations 2.15) to solve equations of motions 2.1. Due to

the singular nature of non-bonded potentials (i.e., if r −→ 0=⇒ |V | −→+∞), these can lead to initial

prohibitively large forces in a starting configuration, consequently making integration fail due to

numerical blow up. Thus, in practice, two of the most recurrent techniques to achieve the above

are Energy Minimization and Equilibration, which we will discuss next.

Energy Minimization As an initial approach to remove large forces from a starting configura-

tion of N particles, with given coordinates r0, defined as

r0 = (r1,0,r2,0, . . . ,rN,0)

= (x1,0, y1,0, z1,0, . . . , xN,0, yN,0, zN,0)
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one of the most robust and easy to implement algorithms is the steepest descent method, also

called gradient descent. This attempts to drive the system to the nearest local minimum of the

total potential energy U(r1, . . . ,rN ) within the neighbourhood of r0 in the direction of fastest

decrease.

The algorithm is started by first taking all the forces defined as

F= (F1, . . . ,FN )

= (Fx,1,Fy,1,Fz,1, . . . ,Fx,N ,Fy,N ,Fz,N )

where Fi =−∇riU(r1, . . . ,rN ) and the updating particles positions according to the following

rule

(2.17) rn+1 = rn + Fn

max(|Fn|)
hn

where hn > 0 is the maximum displacement and Fn is the force at the n-th iteration, with

n > 0. Thus, if hn values are small enough, the total potential decreases monotonically with each

iteration, that is, U(rn)≥U(rn+1) for n ≥ 0.

In practice, as implemented in GROMACS, hn are selected and/or adjusted at each iteration

in order to decrease U(rn), so that energies, forces, and positions are computed according to the

following rules

• If U(rn+1)<U(rn), rn+1 are accepted, and hn+1 = 1.2hn

• Otherwise, rn+1 are rejected, and hn = 0.2hn

Also, as convergence to a local minimum is not guaranteed by the algorithm, this is stopped

either after a finite number of specified steps or whenever max(|Fn|)< ε, with ε a threshold value,

which is estimated from the root-mean-square force f that a harmonic oscillator would exhibit at

temperature T, given by

f = 2πν
√

2mkBT

where ν is the frequency of the oscillator, m the reduced mass, and kB the Boltzmann’s

constant.

2.2.5 NVT- and NPT-Equilibration

Molecular dynamics simulations of solids and liquids, need to implement a form of pressure and

temperature control to allow their results to be comparable with experiments [24]. Although

initial attempts such as velocity rescaling [125], allow some form of temperature control in
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simulations, the dynamics is constrained to a microcanonical description (NVE ensemble); i.e.,

in phase-space (q; q̇) all the microstates of the simulated systems lie on a constant energy shell,

which is physically incompatible with a system under laboratory conditions, where controlled

temperature(T) and pressure(Pext) introduce fluctuations to the system’s energy, so that the

phase-space is sampled according to an exponential distribution [7, 24, 73]

The Nosé-Hoover algorithm provides an improved pressure (and temperature) control algo-

rithm in contrast to other ones, since this allows simulations to include anisotropic effects, like in

the study of phase transitions of solids, where pressure (and temperature) control needs to be

modified to account for heterogeneities and fluctuations in size and shape of the simulation-cell

containing the particles. However, to appreciate the authors’ contribution, prior understanding of

the main ideas is vital.

The foundation of the methods relies on extending the dynamic description of the system,

originally derived from a Euler-Lagrange equations with L0(q; q̇); by featuring new generalised

coordinates and momenta (V , V̇ , s, ṡ), that account for fluctuations in position (q′ = q/V ) and

motion (q̇′ = s · q̇) of particles, as a consequence of coupling the system with an external barostat

[7] and thermostat [73] respectively. Hence, a new Lagrangian, L ′, including contributions of

“kinetic” and “potential”-like terms, as below, is proposed

L ′((q′,V , s); (q̇′, V̇ , ṡ))=L0(q′, q̇′)+K(V )+K(s)−U(V )−U(s)

so that, the pseudo-hamiltonian H ′((q′,V , s); (q̇′, V̇ , ṡ)) derived from the above extended-

lagrangian, is conserved in the extended-phase-space ((q′,V , s); (q̇′, V̇ , ṡ)), which then if ergodicity

is assumed, can lead to an corresponding probability distributions back in the original phase-

space (q; q̇), that approximate the isobaric-isothermal distribution (NPT), save terms of order

O (1/N2) [7].

These ideas constitute the foundation of subsequent improvements, addressing issues regard-

ing time rescaling (as a result of introducing s)[43], ergodicity [65], pressure-anisotropy inclusion

[79], and other side problems, all of these discussed in the paper, so that incorporation of these

lead to a newly proposed set of equations of motion tested on a harmonic oscillator (known for not

being ergodic under previous algorithms) and the solid-fluid phase transition of C60 interacting

particles, under anisotropic conditions of pressure [65].

2.2.6 Electrostatics in Biomolecular Simulations

Bulk systems such as liquids, crystals, and macromolecules are generally simulated employing

Periodic Boundary Conditions (PBC), where a central simulation box (say [0,L]3 ⊂ R3) that

contains the particles whose dynamics we want to simulate (solving Newton’s equations: mir̈i =
Fi, i = 1,2, · · · , N), is thought as surrounded by multiple periodic copies of it, which approximate

its infinite bulk environment, and thus avoiding the intrinsic disadvantages of finitely simulated

systems [24].
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In systems were charged particles are present, the total electrostatic potential energy of the

simulated particles, U(r1,r2, · · · ,rN ), is needed to solve their dynamics, however, whenever PBC

are imposed, the Coulomb interaction energy (normalised by 4πε0), φ= qq′/|r−r′|, due to infinite

copies of main simulation box, makes U an infnite series (direct summation method)

U = 1
2

N∑
i=1

N∑
j

′∑
n∈Z3

qi q j∣∣r i −r j −nL
∣∣

which although convergent, it slowly tends towards its limit, resulting in huge computational

cost unfeasible for practical purposes of many simulations.

Ewald summation method provides a solution to this problem by splitting φ into a short-

range and a long-range contributions by a choice of a window function, f (r), such that this can be

rewritten as (with ri j = ri −r j)

φ(ri j)=
qi q j

r i j
= qi q j

r i j
f (r i j)+

qi q j

r i j
[1− f (r i j)]=φshort(r i j)+φlong(r i j)

and by choosing f (r) as the complementary error function, i.e, f (r)= er f c(βr) with a tuning

parameter (Ewald parameter) β > 0, one can split U into two series which turn out to be

exponentially convergent: one in real space and the other in discrete reciprocal or Fourier space,

i.e., U = Ulocal(φshort)+Udistant(φlong), where the former term accounts for contributions by

nearby image boxes and the latter due to distant ones. Further manipulations lead to a more

simplified form which takes the form of different contributions [26]:

U =Ulocal +Udistant =Ulocal +Udipole +Usel f +Urec

where the Ulocal converges exponentially in real space, and Udipole and Usel f are both

constant energies due to total dipole moment, D=∑N
i=1 qiri, of the charges within the central sim-

ulation box, and their interactions between them and their respective periodic images
(∼∑N

i=1 q2
i
)
,

i.e., self-energy, and with Urec a term that features a series, φrec, in the discrete reciprocal space

(m ∈Z3)

Urec = 1
2

N∑
i=1

N∑
j=1

qi q j ·φrec(βri j)

Although calculation of Urec is of complexity O (N2), or even O (N3/2) at best, if optimizing β,

however, if one considers several particles N > 104, which is the case of simulations of systems

such as macromolecules like DNA, for example. Thus, Ewald sum breaks due to high computa-

tional cost when estimating φrec (although it represents a huge improvement in contrast to the

direct summation method).

PME method comes to overcome the limitations of Ewald summation by approximating φrec

(and hence Urec too) using a Lagrangian interpolation, φ̃rec, for a regular mesh of the central
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simulation box, i.e., Λ=ΛX ×ΛY ×ΛZ ( with Λα a regular partition of the interval, [0,L] along

the α-axis, with α= X ,Y , Z), alongside the set of mesh images, i.e., φrec(Λ). [25]

The obtained interpolation polynomial can be written in the form of a discrete convolution

which involves φrec, that can be calculated using Fast Fourier Transform (FFT), via the convolu-

tion theorem and then transformed back into real space [120]. The use of FFT comes to decrease

the computational complexity to O (NlogN), since multiple values in φrec(Λ) can be computed

simultaneously via the properties of the FFT.

25





C
H

A
P

T
E

R

3
DOCKING OF OCTAMERIC CWZA CYS-MUTANT BARRELS AND

STRUCTURE-FUNCTION RELATIONSHIP

Here, we will show how computational prediction of alternate and/or single confor-

mations of cWza Cys-mutant ion channels is possible via a proposed framework for

geometric analysis applied to structures modelled by symmetric docking of peptides.

Additionally, we will provide some understanding of what atomic interactions may

take place to hold peptides together as an assembly with a particular conformation,

and we will also argue why swapping Tyrosines (Tyr) with Cysteines (Cys) may be

causing peptide structures to collapse to a single conformation. Docked structures

per identified confirmation will be tested using equilibrium MD simulations to study

the persistence of a conformation splitting amongst end simulated structures. Be-

sides, as a first approach to establishing a structure-function relationship for cWza

Cys-mutant channels, we will study the conductance states from docked structures

via the HOLE programme; which estimates a channel’s conductance based on an

empirically corrected calculation of the channel’s ohmic conductance, from the numer-

ically approximate geometry of the hole passing through a channel. Finally, we will

introduce results comparing the HOLE conductance values and energies of assembly

from octameric docked channels against their oligomeric docked versions; with 4-11

assembling peptides, to contrast oligomerisation as an alternate mechanism to explain

alternate low and high conductance states in experiments with cWza Cys-mutant

lipid-assembling peptides.
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Figure 3.1: Summary of suspected conformations adopted by peptide-assembled ion channels
with cWza Cys-mutant sequences, as previously indicated in Reference [64].

3.1 Modelling the Structure of Peptide-Assembled Barrels

Finding out experimentally the existence of alternate conformations for cWza-mutant channels is

a real challenge. As introduced in Chapter 1.1 , conformational changes is the leading hypothesis

to explain the conductive-activity change observed in single-channel recordings for cWza mutant

peptide-assembled channels. However, as previously discussed too, obtaining high-resolution

crystal structures of the cWza mutant channels seems unfeasible, as crystallization is in general

a challenge for membrane proteins since they require a suitable hydrophobic environment for

their assembly [21]. So, this limitation makes impossible to validate the conformational-change

hypothesis via experimental means, and hence, no clear relationship between conductance and

conformation can be established.

Computational modelling techniques have been developed as a workaround to overcome the

limitations of experimental means to resolve protein structures. As discussed in Section 2.1, a

range of techniques aim to predict detailed atomic-structures of proteins at different levels, such

as secondary structure or folding of single peptides - provided their amino-acid sequence - and

the quaternary structure of peptide-assembled proteins; that is, the geometry of preferential

arrangements in a peptide-peptide assembly forming a protein complex; in our case a protein

barrel channel.

Symmetric peptide-peptide docking is a technique able to model membrane protein complexes

like the cWza-mutant channels while considering the effect on the energy of assembly due

to a membrane environment. Symmetric docking can identify membrane assemblies with the

strongest affinity under a symmetry constrain of assembly, which seems to play a key role

in protein function (Section 2.1). So, next, we introduce results obtained from analysing the

pore-inner geometry of peptide-peptide complexes modelled using membrane symmetric docking,

assuming peptides with cWza Cys-mutant sequences, for which channels are suspected to adopt

either a single or dual conformations as a consequence of their mutated sequence (Sec 1.1). See

Table 3.1.
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3.2 Methods

Some of the aspects of the methods used next have been previously introduced generically in

Section 2.1. Here we introduce very specific aspects regarding the application of these methods

step by step.

3.2.1 Membrane Symmetric Docking

Modelling of protein structures was performed via the Membrane Symmetric Docking application

MPSymDock, which is part of the software suite RosettaMP, which provides a framework facili-

tating membrane protein modelling and design, combining knowledge-based and physics-based

principles. However, before using MPSymDock some preparation stages described below are

needed to guarantee the correct execution of the application.

Preparation of starting structures Performing docking requires an initial starting structure

featuring all spatial-coordinates of all atoms from all peptides making up the assembly, which

at the same time, is made of a fixed number of peptides units with some initial arrangement.

As previously suggested in [64], we assume this number of units to be eight (i.e., octameric

assembly), and the sequence of each unit to be identical, that is, the protein complex is assumed

to be homo-octameric.

Thus, by using PyMOL (Version 1.7.0.0), initial structures with mutated cWza sequences were

obtained first by taking the coordinates corresponding to residues 345 to 373 in the PDB (2J58

ID) structure of Escherichia coli Wza, which is homo-octameric. Then, mutant structures were

obtained via the PyMOL Mutagenesis application, first, by mutating residues in all units in order

to match the consensus sequence cWza; where atomic clashes (overlaps) - either intrinsic to the

crystal structure1 or introduced by mutation - were reduced via PyMOL Sculpt, over 5000 cycles,

and with protected backbone coordinates around mutated residues; and next, using the obtained

cWza structure as starting point, further mutants were obtained by subsequent applications of

Mutagenesis - in combination with Sculpt - to match cWza Cysteine-mutated sequences shown in

Figure 1.2.

Refinement of starting structures Once all mutant structures are obtained, we energy

minimize these to remove existing clashes that can lead to a numerical blowup and subsequent

failure of MPSymDock. Additionally, as discussed in Section 2.1, since membrane docking assumes

an implicit membrane model, a reasonable position and orientation of the structure in the

membrane frame of reference, i.e., embedding, is also needed for a correct energy assessment.

Thus, before docking, we performed a high-resolution refinement via the FastRelax application

[51, 108], so that 1000 energy-minimized or refined output models were obtained per cWza

1Structures derived from the PDB often feature clashes and side-chain rotameric conformations that may lead to
unreasonable energies when estimated via force field
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mutant sequence. Next, out of this pool of models, only the ones with the lowest total-score were

chosen and subsequently optimized for embedding [12], so that output models were chosen for

the subsequent docking stage; we refer to these models as the refined models.

Performing docking After refined models were obtained per sequence, to start docking simu-

lations, we first generated symmetry definition files which describe the arrangement of peptide

units around a symmetry axis of assembly according to an 8-fold cyclic symmetry (homo-octameric

assembly), where chain A in each refined structure was taken as the master unit for assembly and

the direction of assembly was taken from chain A to chain B, that is, in clockwise direction seeing

the protein assembly from the C-terminal side of the units. Thus, MPSymDock was subsequently

executed so that a set of 1000 output structures were obtained per cWza Cys-sequence (Figure

1.2).
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3.2.2 Numerical Conductance Estimation

Here, the HOLE programme was employed to estimate conductance of all generated docked

models provided their structure coordinates [96–98]. HOLE estimates the conductance, Gpred, of

a docked channel by first determining the internal pore dimensions of the hole running through

its molecular structure, then integrating its conductance according to the pore geometry; Gmacro,

and finally correcting it according to empirical factors 2, γ, with the pore minimum radius, RHOLE
min ,

as the preferential factor for use, as this provides a linear scaling for correction, that is,

(3.1) Gpred = γ ·Gmacro with γ= γ(
RHOLE

min
)

As a note, HOLE estimates the geometry of a pore via a Monte Carlo routine employing

annealing to search for the best pathway for a sphere of variable radius to pass through a

channel. Van der Waal radial values for atoms facing the pore are taken from AMBER force field

parameters. See Reference [98] for a more in-depth report of the methodology details.

From HOLE pore dimensions, we used estimates of the pore minimum radius RHOLE
min and

pore length LHOLE, to screen for indications of conformational differences that could relate to

conductance estimates. Results will be shown and discussed in Subsection 3.3.6.

Gmacro

Gexptl
∼ γ= a ·RHOLE

min +b

3.2.3 Structure Geometry Analysis

As a first approach, HOLE was used to approximate the pore dimensions of the holes running

through molecular structures of docked channels, to relate these to conductance estimates, as pre-

sented in Subsection 3.3.6. However, HOLE estimated pore dimensions lose details regarding the

identity of preferential backbone arrangements and/or residue sidechain rotameric configurations

associated with single or alternate conductance estimated values.

Thus, here we introduce a framework that can provide more in-depth information as to how

peptide-units assemble geometry when forming docked ion channels. Firstly, we deal with the

question of how peptides orient in an assembly via a definition of peptide-backbone Euler angles,

and secondly, we deal with how the interior volume in an assembly is affected by the radial

positions of peptide-backbone and residue sidechain atoms relative to the symmetry axis of the

assembly.
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Figure 3.2: Screenshot of the secondary structure of the D4 domain of Wza, featuring all the
primitive curves passing through each of the eight peptide chains assembling the protein complex.
The reference axis passing through the peptide assembly is also shown.

3.2.3.1 The Frame of Reference of A Symmetric Peptide-Assembly

To describe positions and orientations of any object in space we first need to define a frame of

reference for measurement. Here, we employ a frame of reference that is easily constructed via

the AMPAL framework within the ISAMBARD software package, a Python-based framework for

structural analysis and rational design of biomolecules, with a particular focus on parametric

modelling of proteins [124]. AMPAL stands for Atom, Monomer, Polymer, Assembly and Ligand

and is a simple, intuitive framework for representing biomolecular structures.

For a docked model, we construct an intrinsic coordinate system to it with an orthonormal

base of vectors

B = {êx′ , êy′ , êz′}

and centred at the assembly centre of mass, R0. We call this here, the Assembly Intrinsic Frame

of Reference (Assembly-IFR). Thus, atomic coordinates in the PDB of a model can be transformed

accordingly so that for a protein with N atoms, the i-th atom with absolute coordinates ri =
(xi, yi, zi) shown in the PDB are transformed as

2HOLE employs a wide range of geometrical and physical quantities as correcting factors, such as pore minimum
radius, pore length, pore aspect ration, average electrostatic potential, among others. See HOLE references [98] for an
extensive report of these.
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xi −→ x′i = (ri −R0) · êx′

yi −→ y′i = (ri −R0) · êy′

zi −→ z′i = (ri −R0) · êz′

Base vectors {êx′ , êy′ , êz′} can be easily constructed using the AMPAL-defined objects Backbone

Primitives and Reference Axis. Next, we introduce their definitions.

Backbone Primitives are a collection of curves defining a smooth path that crosses the

backbone of each peptide chain making up a docked model

{C α
primitive :α= 1,2, . . . , Nchains}

Each primitive curve is defined as a pathway of pseudo-atoms passing through the interior of

each peptide helix, with many points as residues there are in the sequence of the peptide chain.

Thus, for a single peptide chain, say α, with Nresidues, its backbone primitive will be the

ordered set of Rα
k coordinates, with k = 1,2, . . . , Nresidues, of the pseudo-monomers, that is,

(3.2) C α
primitive =

{
Rα

k : k = 1,2, . . . , Nresidues
}

See Figure 3.2.

The Reference Axis of a protein assembly is defined as the average curve, C, over all backbone

primitives, that is,

(3.3) C = {
R̄k : k = 1,2, . . . , Nresidues

}
with R̄k =

1
Nchains

Nchains∑
α=1

Rα
k

which will be essentially a straight line whose direction ûC is taken upwards the residue

sequence, that is,

(3.4) ûC = R̄Nresidues − R̄1

|R̄Nresidues − R̄1|
Thus, N-terminal residues will be downwards C, whereas C-terminal ones will be upwards C.

It is crucial to note that due to cyclic symmetry i) the assembly centre of mass R0 will lie

along the reference axis, C; and that ii) the unit vector, ûα, pointing from the assembly centre of

mass, R0, towards the backbone centre of mass, Rα
com, of any chain α, will be perpendicular to the

direction of C, that is, ûα ⊥ ûC. Moreover, all unit vectors ûα will lie in a common plane, and any

of these vectors can be obtained from any other, via a rotation around the reference axis C.
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Therefore, from all the above the base of unit vectors for the Assembly-IFR can be defined

according to

êx′ = ûα(3.5)

êy′ = ûC × ûα(3.6)

êz′ = ûC(3.7)

where,

(3.8) ûα = Rα
com −R0

|Rα
com −R0|

with α taken arbitrarily for a perfectly symmetric assembly. Here, for all docked models we

take α= A. Also, note that ûC × ûα refers to the vector inner product; assuming a right-handed

coordinate system.

To sum up, all PDB coordinates will be transformed within the Assembly-IFR according to

xi −→ x′i = (ri −R0) · ûA(3.9)

yi −→ y′i = (ri −R0) · ûC × ûA(3.10)

zi −→ z′i = (ri −R0) · ûC(3.11)
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Figure 3.3: Left Illustration of a general definition of the Euler Angles (θ,ψ,ϕ) between the
extrinsic (from an observer’s viewpoint) xyz and the intrinsic (attached to the rotating body)
XYZ coordinate systems. Right Illustration of the extrinsic (XYZ) and intrinsic (Yaw-Roll-Pitch)
coordinate systems employed for definition of the Euler Angles (Equations 3.15) of a docked
peptide-assembled channel. The extrinsic system is defined by the Assembly Intrinsic Frame of
Reference with the origin at the assembly centre of mass, while the intrinsic system is defined
by the Peptide Intrinsic Frame of Reference. Yaw-Roll-Pitch axes of two opposite peptide chains
A and E of an octameric docked cWza structure are shown. Vertices of the green, transparent
triangles used to define the Yaw-Roll-Pitch axes, coincide with the first and last point of the
primitive curve of each chain, with the middle vertex at the backbone centre of mass of each
chain.

3.2.3.2 Orientation of Assembling Peptides

The Euler angles are a set of three angles (θ,ψ,φ) that can describe the orientation of a rigid

body for a fixed coordinate system xyz, also referred as extrinsic. To define these, first we need

to define a coordinate system XY Z attached to the rigid body, also referred as intrinsic. Thus,

angles between the axes of the intrinsic and extrinsic coordinate systems can be measured. Many

of these angles will be redundant and therefore the specific choice of measured angles is usually

a matter of convention and convenience. Nevertheless, the Euler angles will be the minimum set

of (three) measured angles that can describe the orientation of one coordinate system to the other.

See Figure 3.3.

For the particular case of a peptide-assembly, here we define Euler angles in a particular

way to describe how the backbone of assembling units orient about the Assembly-IFR, defined in

Subsection 3.2.3.1. Thus, next, we introduce a definition for a Peptide Intrinsic Frame of Reference

(Peptide-IFR).
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A Peptide Intrinsic Frame of Reference For a rigid body, in general, an intrinsic frame of

reference can be always constructed by taking three fixed points in it. In the case of all symmetric

docked models here, the backbone of a peptide α can be considered as a rigid body 3, and hence, a

simple choice of these points will be the centre of mass of the peptide backbone, Rα
com, and the two

endpoints of its backbone primitive C α
primitive, that is, Rα

1 and Rα
Nresidues

.

To construct the coordinate axes of the Peptide-IFR, we first take the triangle 4AαBαCα with

vertices at

Aα =Rα
1

Bα =Rα
com

Cα =Rα
Nresidues

Then, we define the unit vectors along the edges BαAα and BαCα of the triangle so that Bα,

the centre of mass of the backbone peptide is taken as a pivotal point, that is,

êBαAα
= Aα−Bα

|Aα−Bα|
êBαCα

= Cα−Bα

|Cα−Bα|
Thus, from the above a set of three orthonormal vectors {êαyaw, êαpitch, êαroll} can be easily

constructed, defining what we call here as the Yaw, Pitch, and Roll rotation axes of a peptide

backbone,

êαyaw = êBαCα
× êBαAα

(3.12)

êαpitch = êBαCα
+ êBαAα

|êBαCα
+ êBαAα

|(3.13)

êαroll = êαyaw × êαpitch(3.14)

Note that axes names are adopted here as an analogy to the description of the rotation of an

aircraft in flight about the fixed frame of reference of an observer from the ground. In this way,

the definition of the above unit vectors becomes more intuitive to interpret.

Finally, we define next a set of Euler Angles between the axes of the Peptide-IFR (intrin-

sic frame of reference) and the Assembly-IFR (extrinsic frame of reference), given their or-

thonormal coordinate bases {êαyaw, êαpitch, êαroll} and {êx′ , êy′ , êz′} in Equations 3.5 and 3.12, with

α= 1,2, . . . , Nchains

3All docked models for a particular cWza Cys-mutant sequence have identical peptide backbones, because of the
way RosettaMP performs docking and as seen in RMSD calculations from the peptide-peptide alignment between
different models. However, the rigid body assumption can strictly fail for URMD simulations
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A set of Euler angles to measure peptide backbone rotations (θ,ψ,φ) are introduced

here as the elevation angle (θ), the interchain angle (ψ), and the facing angle (φ), defined per

chains α= 1,2, . . . , Nchains making up a docked assembly.

The elevation angle θα is defined as the angle between the Roll axis and its projection onto

the plane X’Y’ of the Assembly-IFR. This angle is intended to give us an idea of how a peptide

backbone elevates in relation to the plane of the assembly (X’Y’), which should be perpendicular

to the axis of symmetry of the assembly (reference axis), and parallel to the lipid plane where the

peptide-assembly can sit. Thus, we have

cosθα = êαroll · êαroll−X ′Y ′

where êαroll−X ′Y ′ is the normalised vector of the projection of êαroll onto X’Y’, that is,

êαroll−X ′Y ′ =
(êαroll · êx′)êx′ + (êαroll · êy′)êy′

|(êαroll · êx′)êx′ + (êαroll · êy′)êy′ |
The inter-chain angle ψαβ is defined as an angle between the Roll axes of neighbouring

backbones of peptides in the assembly, say α and β chains. This angle is intended to give us an

idea of how backbones orient with respect to each other when docked together in an assembly.

Thus, for two consecutive chains we have

cosψαβ = êαroll · ê
β

roll

The facing angle φα is defined as the angle between the Pitch axis and its projection onto

the plane X’Y’ of the Assembly-IFR. This angle is intended to give us an idea of how a peptide

backbone is facing the interior (towards the solvent environment) or the exterior (towards the

lipid environment) of the assembly.

cosφα = êx′ · êαpitch−X ′Y ′

where êαpitch−X ′Y ′ is the normalised vector of the projection of êαpitch onto X’Y’, that is,

êαpitch−X ′Y ′ =
(êαpitch · êx′)êx′ + (êαpitch · êy′)êy′

|(êαpitch · êx′)êx′ + (êαpitch · êy′)êy′ |
In summary, the collection of Euler angles defined here to describe peptide backbone rotations

for all units α= 1,2, . . . , Nchains, are

cosθα = êαroll · êαroll−X ′Y ′

cosψαβ = êαroll · ê
β

roll

cosφα = êx′ · êαpitch−X ′Y ′

(3.15)
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Figure 3.4: Illustration and comparison between primitive (Γαprimitive) and Van der Waals (VdW)
(ΓαV dW ) radial profiles obtained from a single peptide chain (α = A chain). VdW profiles from
backbone atoms (BB) and from all atoms (backbone and sidechain atoms, i.e., BB+SC) with
different VdW radii parameters (Simple AMBER and AMBER force field) taken from the HOLE
programme [98] are also compared, but without any noticeable difference. Scattered, coloured
points show the projected position of backbone and sidechain atoms onto the Peptide Radial Plane
of chain A.

3.2.3.3 Radial Profile Analysis

Now, we deal with the question of how the positioning of peptides in an assembly affects the

dimensions of the internal volume within a channel. Here, we approach the problem by introduc-

ing the concept of radial profile, which allows us to determine how the internal radius within

a channel varies as we move from one its ends to the other, either due to backbone atoms or

backbone and sidechain atoms combined, as seen in Figure 3.4. Thus, we introduce some key

concepts that will allow us to calculate different types of radial profiles which can give us a

different type of information as to how the internal radial dimensions of a channel vary.

Key Concepts The Peptide Radial Plane Sα of a peptide α, is defined as the plane formed

by the set unit vectors {êz′ , ûα}, which were previously defined by Equations 3.4 and 3.8. In

consequence, all Sα planes have the reference axis C as a common intersection (Subsection

3.2.3.1).

The projector Πα is a function that maps any vector r′ measured within the Assembly-IFR to
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its projection onto the plane Sα corresponding to the assembling peptide α, that is,

Πα(r′)= (r′ · êz′)êz′ + (r′ · ûα)ûα

= z′+ (r′ · ûα)ûα

= (z′,r′ · ûα)

where α= 1,2, . . . , Nchains.

The Primitive Radial Profile of a peptide α will be simply defined as the curve, Γαprimitive,

resulting from the projection of its primitive, C α
primitive, onto its radial plane, Sα, after transfor-

mation into the Assembly-IFR; that is,

(3.16) Γαprimitive =
{
Πα(Rα

k −R0) : k = 1,2, . . . , Nresidues
}

where Rα
k and R0 are defined by previous Equations.

The Van der Waals Radial Profile of a collection of N atoms with positions {r′i : i = 1,2, . . . , N},

which belong to the a peptide α, will be defined as the curve, ΓαV dW , resulting from taking the

outermost boundary of the union of all circles with radii {rV dW
i > 0 : i = 1,2, . . . , N} centred at the

projection of each atomic position onto the radial plane, Sα. See Figure 3.4 for an illustration.

Formally, this can be defined as,

(3.17) ΓαV dW = ∂outermost

{ N⋃
i=1

SV dW
i (Πα(r′i))

}
where SV dW

i referes to the i-th circle centred at coordinates Πα(r′i)) in the Sα plane; with

radius matching the VdW radius corresponding to the i-th atom, with i = 1,2, . . . , N.

Here, Radii of the circles correspond to the Van der Waals Radii taken from the AMBER force

field, which is implemented in the HOLE programme (See references in Subsection 3.2.2).

Hence, from the above we can determine VdW radial profiles for particular collections of

atoms, such as backbone (BB) atoms and for all atoms (AA) - including both backbone and

sidechain atoms - belonging to the peptide α, which will be referred here as the VdW BB-profile

and the the VdW AA-profile, respectively.

Note that due to cyclic symmetry of docked models, the VdW profiles of a single chain, say

α= 1, is enough to analyse the geometry a single structure.

Metrics over Radial Profiles are employed here to differentiate between profiles from docked

structures with the same cWza Cys-mutant sequence and identify any noticeable difference in

their conformation; with the same idea in mind as intended by using Euler Angles. Some of the

metrics explored in our work are defined next.
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Geometric metrics can provide information into how the overall shape of the channel internal

volume changes due to radial positioning of atoms away from the reference axis (axis of assembly)

C. So, for a radial profile of any type, Γ= {(z′,γ(z′)) : z′ coordinate in C}, we introduce the metrics

below:

• Profile Length

L(Γ)=max{z′ : for all z’ of Γ}−min{z′ : for all z’ of Γ}

• Profile Minimum Radius

Rmin(Γ)=min
{
γ(z′) : for all z’ of Γ

}
• Profile Maximum Radius

Rmax(Γ)=max
{
γ(z′) : for all z’ of Γ

}
Statistical metrics are introduced here to complement the information from geometric metrics,

as they provide information about how atomic positions away from C distribute and fluctuate on

average. Here we employ the metrics defined below.

• Profile Radial Average

µ(Γ)= 1
|Γ|

∑
z′ of Γ

γ(z′)

• Profile Radial Standard Deviation

σ(Γ)=
√

1
|Γ|

∑
z′ of Γ

[γ(z′)−µ(Γ)]2

• Profile Radial Coefficient of Variation

CV (Γ)= σ(Γ)
µ(Γ)

3.2.4 Peptide-Peptide Interaction Analysis

Here we introduced some of the most relevant peptide-peptide or inter-chain interactions known

for contributing towards the structural stability of α-helical peptide assemblies. Also, we introduce

a framework of analysis based on identification and quantification of the probability of appearance

of these interactions, use to find distinguishing signs of cWza Cys-mutant modelled structures.
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Figure 3.5: Screenshots of the secondary structure of a docked cWza ion channel highlighting
some of its interchain Hydrogen bonds (Left) and Knobs-Into-Holes interacting atoms (Right). All
interactions were identified using the Isambard Software Package [124].

Hydrogen Bonds or H-bonds are a form of attractive electrostatic interaction between a

hydrogen bound to an electronegative molecule X (donor) and another electronegative atom Y,

bound to a molecule Z (acceptor) [9].

X −H ||| Y −Z

H-bonds are known to be responsible for a range of peculiar physical and chemical properties

of N, O, and F compounds; like the high boiling point of water, for instance. In particular, in

proteins, H-bonds are known for stabilising the backbone helical shape (secondary structure) of α-

helical peptides, and overall they contribute to the specificity of protein-protein and protein-ligand

interactions.

H-bonds can be identified computationally provided the coordinates of a protein structure

according to criteria based on i) the linear distance between the donor to the acceptor atoms,

dXY = |rX −rY |, and the angle between

Different types of H-bonds can be formed between atoms belonging to different atomic groups

in the the peptide-assembly, such as backbones (BB) and sidechain (SC) atoms in the same peptide

(Intra-Chain) and/or from different peptides (Inter-Chain). Here, Isambard implements the above

criteria to identify the whole set of interacting atoms according to this wide range of possible

H-bonds. Filtering and statistics of relevant H-bond types and the identity of H-bond forming

atoms will be described later.

Knobs-Into-Holes (KIHs) are another relevant form of peptide-peptide interactions mainly

found in assemblies of α-helical peptides, condensing the notion that peptides interact via buried

contacts between them. More specifically, KIHs are fundamentally a packing motif that takes

place between sidechains of α-helical peptides, where the sidechain of a residue in a peptide

forms a knob which fits into a hole formed by the space created by four residues on another
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single α-helix. This model of packing has been widely confirmed at atomic resolution for a variety

of water soluble coiled-coil arrangements of two to seven peptides [105, 114] . Also previously,

studies observed that α-helix pairs in the transmembrane regions of the photosynthetic reaction

centre (PRC), cytochrome C oxidase and bacteriorhodopsin interact by KIHs, although these were

observed to be less compact and regular by contrast to water-soluble proteins [56]. Additionally,

the structure of the membrane Wza D4 domain was observed too to show a propensity for KIHs

(Supplement of Reference [64]).

Computational Identification of KIHs is possible via the SOCKET algorithm implemented

within Isambard, which assumes a KIH to take place between two α-helices, X and Y, if the

distances between the centre of a sidechain of a residue in X , kX (knob residue), and all the

centres of the four nearest residue-sidechains in Y , h1
Y ,h2

Y ,h3
Y ,h4

Y (hole residues), are within a

distance cutoff of 7Å [114].

kX >> h1
Y ,h2

Y ,h3
Y ,h4

Y

See Figure 3.5, Right.

SOCKET assumes a simplified representation for residues, where each residue is represented

by its sidechain centre and a terminal end. The sidechain centre is defined as the average position

- i.e, geometric centre - of all sidechain atoms from the Cβ onwards, but excluding hydrogens; for

the case of Glycine, the Cα atom is taken as the centre. The terminal end is simply the terminal

atom of the sidechain or the average position if two termini are present.

Salt bridges (SBs) are the result of the attractive electrostatic interaction between ionised

sites in residues with net charge, that is, Arg (R), Lys (K), and His 4 (H), which carry a net

positive charge (+); and Asp (D), Glu(E), which carry a negative charge (-). SBs are known to have

a stabilising influence in the kinetics of folding of α-helices and are also suggested to promote the

stability of coiled-coil assemblies [67, 86, 102].

Computational Identification of SBs is possible again via Isambard, which simply identifies

these based on the inter-atomic distance between ionised sites of all charged residues with an

opposite charge, within a distance range of 2.5−4Å. In this work, Histidines are not considered

when searching for SGs though, as determining the charged nature of them is usually extremely

dependent on its surrounding environment, hence, making the computational search more

complex than simply based on inter-atomic distances.

4Histidine can be uncharged or positively charged, as Histidine’s pKa can easily be perturbed by its local
environment, hence providing this with the ability to behave both as a polar or charged amino acid, as well as a
hydrophobic residue [14]
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3.2.4.1 Framework of Analysis

The framework introduced here is formulated in such a way that peptide-peptide interactions

from docked models can be analysed regardless of their type, i.e., H-bonds, KIHs, or SBs. Thus,

the analysis employed in our work comprehends the following aspects

• Identity of Interacting Atomic-Groups

We identify the specific identity of interacting atoms and/or residues and the direction of

the interaction between peptide pairs.

In more detail, for a given structure s within a set of models S (i.e., s ∈ S), we identify its

interactions described according to the following notation, reading the interaction from left

to right,

Hydrogen bond rs
i,X −H ||| O− rs

j,Y : δ(XY )

Knob-Into-Hole rs
i,X >> (rs

j,Y , rs
k,Y , rs

l,Y , rs
m,Y ) : δ(XY )

Salt bridge rs
i,X −a+ −−− a−− rs

i,Y : δ(XY )

where, rs
i,X is a residue in the peptide sequences of chain X of model s. Since models are

docked from peptides with an identical sequence (homomeric), then i corresponds to some

residue number in 1,2, . . . , Nresidues. We say that the direction of the interaction, δ(XY ),

goes from chain X to chain Y , and this is clockwise if this is parallel to the direction of

increment of the chains, that is, X <Y , with X ,Y = 1,2, . . . , Nchains; otherwise, we say it is

anti-clockwise, with Y > X , or intra-chain if the interacting residues are in the same chain.

δ(XY )=


+1 if X <Y clockwise

−1 if X >Y anti-clockwise

0 if X =Y intra-chain

For example, for the interchain H-bond, ω, we have

ω= [T yr29,A −H ||| −Thr26,B : δ(AB)]

since, the interactions go from chain A to B, and clearly A < B in the chain sequence. Then,

δ(AB) = +1, that is the interaction goes in the same direction of increment of the chain

sequence.

Similar notation and conventions apply here to KIHs and SBs; where for the latter we

indicate the atoms corresponding to the positively and negatively charged sidechain sites as

a+ and a−.
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• Propensity of Interchain Interaction

Once interactions are identified, then we quantify their probability of appearance (propen-

sity) among given a set of structures with the same peptide sequence.

In more detail, say we have a set of models S, and we want to identify the probability that

an interaction, ω - for instance, an H-bond - is found among all structures in S, that is, the

propensity of the interaction, PS(ω), defined as

PS(ω)=
∑

s in S Times ω appears in s
Nchains × Total number of structure in S

where 0≤ PS(ω)≤ 1.

Note that for a symmetric docked model, say s, with existent ω interaction, the number

of times this will appear in s will match Nchains. However, any induced distortion of the

symmetry can lower this number, as it may be in the case of MD simulations, due to thermal

fluctuations.

• Conformational Specificity

If conformational groups are identified within a set of docked models with the same peptide

sequence, then we want to determine what interactions are distinguishing of each alternate

conformation.

In more detail, say that for a set of models S, docked out of Nchains peptide units with

identical sequence, we identify two alternate conformations with distinctive geometries,

say C0 and C1, so that the sets SC0 and SC1 (conformation groups) - which are subsets of S,

contain these structures. Now, suppose that after analysing interchain interactions of type

ω (e.g., H-bonds) for both sets, we find a set of Nω common interactions for all models in

SC0 and SC1 , for instance,

ω1,ω2, . . . ,ωNω

for which, we also determine their propensities according to conformation, that is,

PSC0
(ω1),PSC0

(ω2), . . . ,PSC0
(ωNω

)

PSC1
(ω1),PSC1

(ω2), . . . ,PSC1
(ωNω

)

from which we can expect a difference in propensity values for some ω interactions, depend-

ing on the structures corresponding to a conformation group.

Thus, we say that an interaction, say ωk, will be representative of a conformation, say C0, if

and only if, the difference in propensities for that interaction, ∆PSC0 /SC1
(ωk), is bigger than

some threshold (0≤ δ≤ 1), that is
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(3.18) 0< δ<∆PSC0 /SC1
(ωk)= PSC0

(ωk)−PSC1
(ωk)

meaning that ωk has simply a higher propensity within SC0 than in SC1 structures. Hence,

ωk can be considered a marker of SC0 structures. Thus, a similar criterion can be formulated

to identify markers of SC1 structures, based on interactions ω, of any type, i.e., H-bonds,

KIHs, and/or SBs.

• Robustness of Interactions

Finally, once identified and classified according to alternate conformations, if existent,

interactions are assessed in terms of their survival after putting docked models through MD,

where the disordering (entropic) effects due to a dynamic bilayer and solvent environment

are simulated.

In more detail, we draw two assess the robustness of interactions

– We want to know how robust common interactions among a set of structures, S′, are

after MD.

– We want to know how robust distinguishing interactions from conformation groups

are after MD.

Suppose that we have a set of structures S′, and that after analysing their interchain interac-

tions of type ω, e.g., H-bonds, we determine their set of Nω common interactions ω1,ω2, . . . ,ωNω
,

as well as their propensities

Pdocked
S′ (ω1),Pdocked

S′ (ω2), . . . ,Pdocked
S′ (ωNω

)

Next, suppose that we put these S′ structures through MD and that we analyse their ω

interactions to determine new values of propensity, either right after the end of the simulation or

from the trajectory by taking average propensities, that is,

PMD
S′ (ω1),PMD

S′ (ω2), . . . ,PMD
S′ (ωNω

)

Since we expect propensities to change after simulation, to determine how robust initially

identified interactions are after MD, we will say that an interaction, ωk is robust under MD, if

and only if, the absolute difference in propensities, ∆PMD/docked
S′ (ωk), between docked and MD

stages is lower than some threshold (0≤ δ′ ≤ 1), that is

(3.19)
∣∣∆PMD/docked

S′ (ωk)
∣∣= ∣∣PMD

S′ (ωk)−Pdocked
S′ (ωk)

∣∣< δ′
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Based on the above scheme, we can see that we can easily test for robustness of distinguishing

interactions, by taking the absolute difference between values of docked and MD stages of

∆PSC0 /SC1
(ωk), that is,

(3.20)
∣∣(PMD

SC0
(ωk)−PMD

SC1
(ωk)

)− (
Pdocked

SC0
(ωk)−Pdocked

SC1
(ωk)

)∣∣< δ′
provided that the following conditions are also simultaneously satisfied

0< δ<PMD
SC0

(ωk)−PMD
SC1

(ωk)

0< δ<Pdocked
SC0

(ωk)−Pdocked
SC1

(ωk)
(3.21)

In short, a distinguishing interaction ωk of the conformation group C0 will be robust, if and

only if, conditions 3.20 and 3.21 hold provided the range of propensity values Pdocked
SC0

,Pdocked
SC1

,PMD
SC0

,PMD
SC1

and thresholds 0< δ,δ′ < 1. Similar criteria can formulated for other distinguishing interactions

or the other conformation group.
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3.2.5 All-Atom Molecular Dynamics Assays

3.2.5.1 Simulation Stages

Setup Individual docked models were embedded in a patch of electrically neutral POPC

(1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine) bilayer of 128 lipids per leaflet; previously

solvated and equilibrated in a simulation box of size 12×12×8 nm 5. Embedding was performed

using the compression-insertion-expansion protocol g_membed of GROMACS [122]. Initial posi-

tions and orientations of individual proteins in the bilayer were determined before embedding

according to lowest energy values of embedding, estimated by memembed via a knowledge-based

statistical potential [78].

Once embedded, protein-bilayer complexes were re-solvated with SPC-water, within new

simulation boxes of standard size 12×12×10nm removing water molecules within the bilayer

and inserting K+−Cl− ions into the solvent at 1M concentration. The OPLS-AA force field was

employed to parametrise interactions among peptides, water molecules, and ions, while Berger

parameters were employed for lipid-protein interactions [15, 106, 122]. Original hydrogens from

all docked models were preserved during set up.

Energy Minimisation MD (EMMD)

To remove possible atomic clashes from embedding and re-solvation, 20,000 steps of EMMD

were performed for all complexes via stepest-descent (Subsection 2.2.4); implemented in GRO-

MACS.

Position-Restrained MD (PRMD)

After EMMD, all end complexes were equilibrated for Temperature and Pressure (NPT-

ensemble) with common targets of temperature (Nosé-Hoover Chain thermostat) and pressure

(Parrinello-Rahman barostat) of 310 K and 1 atm, respectively, for 5 ns of simulation with a

timestep of 1 fs. Positions of protein heavy-atom (non-hydrogens) were restrained harmoni-

cally (kx = ky = kz = 1000 kcal/mol) and bond-vibrations were constrained using the P-LINCS

algorithm.

Un-Restrained MD (URMD)

After equilibration, final coordinates were taken as the starting point for MD production

for 100ns, with a time step of 2fs; without restrains, with newly generated velocities, keeping

identical targets of temperature and pressure.

5Structure downloaded from Peter Tieleman website: http://wcm.ucalgary.ca/tieleman/downloads
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3.3 Results and Discussion

For modeling of the cWza-based channels, we employed symmetric docking for identification

of various sets of (1000) outcome structures from independent transmembrane-protein-energy

(score) minimisation attempts, per number of chains (n) assembling a channel with corresponding

Cn-symmetry; n = 4−11 chains, for all sequences of the first-type; cWza-Y373C, and the second-

type; cWza, cWza-K375C, and cWza-S355C.

The master unit to initiate docking per sequence was obtained from the first chain of the

octameric X-ray crystal structure of the outer-membrane domain (Alanine 345 to Threonine 376)

of natural Wza (PDB id: 2J58), mutated accordingly to match cWza-based sequences using the

PyMOL software. Sampling algorithms and the score function for docking were implemented

in a customised fashion via the RosettaMP framework, as part of the Rosetta protein modelling

software [3].

As part of the analysis, for all generated structures their conductance is estimated numeri-

cally; using the HOLE programme [98], and then compared against their interface energy score

values; the energy due to pairwise interactions between atoms from different chains, to assess

the stability of the docked assemblies, and hence to identify any possible trend in the distribution

of optimal models consistent with either a single or dual conductance case per selected sequence

type. First, to examine gating, results for assemblies with 8 chains (octamers) are introduced and

discussed in Subsec., ??; since the natural structure of Wza is octameric, in addition to suggestive

data from electrophysiology experiments (pore blocking), it is suspected that the cWza-based

channels should be octameric too [64]. Next, to examine oligomerisation, remaining results for

structures assembled with n 6= 8 (oligomers) are similarly analysed and discussed in Subsection

3.3.7.
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Figure 3.6: Subplots: High Probability Regions (HPR) in the Van der Waals (VdW) dimensional distin-
guish alternate Narrow/Wide or Single conformations of docked cWza Cys-mutant octameric channels;
peaks of estimated probability density functions are marked with red dots. Screenshots: Two helices facing
each other are taken from structures corresponding to Narrow/Wide or Single conformations around the
probability peaks. Colours of the helices and regions highlighted in plots are matched. Tyrosines (Y373)
and Cysteines atoms are shown in every mutant.

3.3.1 Identification of Alternate Conformations

Clear identification of dominant Narrow and Wide conformations for cWza, cWza-

K375C, and cWza-S355C docked models, was observed from estimated dimensions

of the internal volume within docked channels via their all-atom Van der Waals

profiles; the length of the profile (VdW pore length) and the minimum radial distance

(V dW −Rmin). Conformations can be linked to Low and High conductance states

since conductance positively correlates positively with the V dW −Rmin. Also, Euler

angles and other radial profile metrics revealed details regarding the distinctive

backbone and/or sidechain radial displacements and orientations that distinguish

conformations and that affect the size and surface properties of bottlenecks of the

channels; crucial for conductance.

As a simple approach to determine existent conformations, after geometric analysis of docked

structures we came up with a procedure, described as follows:

First, from all docked models with the same sequence, we took their VdW All-Atom Profiles

for their first chain (Subsubsection 3.2.3.3); because of cyclic symmetry. Next, from each profile,
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we took the profile length and the minimal radial distance, defining a pair of coordinates per

model

(3.22)
(
L(ΓA

AA,V dW ),Rmin(ΓA
AA,V dW )

)
to describe in a simple way the overall dimensions of the internal volume within a channel

model. All 1000 docked models per sequence were taken to obtain collections of scattered (L,Rmin)

data.

Second, from the scattered (L,Rmin) data per sequence, their associated Probability Density

Function (PDF), ρ = ρ(L,Rmin) , was estimated via a Gaussian Kernel Density Estimator (KDE).

See contour density maps in Appendix Figure A.1.

Third, we determined numerically the local maxima of PDFs over the 2D space of coordinates

(L,Rmin) [110],

(Li,max,R i,max
min ) with i = 1,2, . . . , Nmaxima(ρ)

for which their height ρ(Li,max,R i,max
min ) was expected to be bigger than 0.01, in order to exclude

shallow peaks.

Fourth, we determined non-overlapping High Probability Regions (HPR), Si, over the

(L,Rmin)-plane from the PDF around each maximum, i = 1,2, . . . , Nmaxima(ρ), using the criterion

below

Si =
{
(L,Rmin) : ρ(L,Rmin)≥ 0.5 ·ρ(Li,max,R i,max

min )
}

Contour data density maps were employed to easily identify the boundaries of Si.

Fifth, and final, structures with coordinates (L,Rmin) falling within the boundaries of each

HPR centred at each maximum of the PDF, were filtered out models according to their HPR.

After applying the above procedure, in the 2D space of (L,Rmin) VdW dimensions, we identi-

fied two HPRs for models with peptide sequences cWza, cWza-K375C, cWza-S355C, and a single

HPR for cWza-Y373C models, as seen in Figure 3.6. Moreover, maxima of HPRs for the first

three sequences, defined an order relation between them; for instance, for the first and second

maximum: L1,max < L2,max and R1,max
min < R2,max

min . Hence, models falling within the HPR around

the first maximum were labelled as narrow, whereas those around the second maximum were

labelled as wide. So, from here on, we will refer to the sets of classified structures as conformation

groups.See Table 3.1, for details on coordinates of maxima of the PDFs, for all mutants.

To sum up, the number of HPRs or conformation groups found for all cWza Cys-mutant

sequences matched the number of conductance states found in experiments for each sequence.

Recall that for channels made of peptides with any of the sequences cWza, cWza-K375C, cWza-

S355C, low and high experimental conductance states were observed, whereas for cWza-Y373C a
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Sequence Narrow Wide Single
cWza 38.24, 5.97 Å 40.60, 6.62 Å -
cWza-K375C 42.63, 6.42 Å 42.45, 7.43 Å -
cWza-S355C 39.28, 3.64 Å 46.85, 6.58 Å -
cWza-Y373C - - 45.28, 6.96 Å

Table 3.1: Coordinates of local maxima of Probability Density Functions over the space of (L,Rmin)
VdW-dimension, per cWza Cys-mutant peptide sequence of docked models. Maxima are matched to their
High Probability Regions, labelled according to their conformation group (Narrow, Wide, or Single).

single experimental conductance state was only seen. In addition, since for many natural channels,

the minimum radius of their bottlenecks is a dominant factor which positively correlates with

their conductance, we infer that identified conformations should be linked to conductance states

of low and high conductance (Figures 1.2). Therefore, conformation groups identified from docked

structures seem to relate to conductance states observed in experiments, at a qualitative level.
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Figure 3.7: Left: Random sampling of previously identified conformation groups in VdW (L,Rmin)
dimension space. Scattered data points represent actual models falling within the boundaries of each
conformation group, per mutant. Right: MD evolution of Backbone-Root-Mean-Square Displacement
(BB-RMSD) with respect to starting structure (final structure at the end of PRMD stage), for sampled
structures according to conformation, per Cys-mutant sequence.

3.3.2 Molecular Dynamics of Docked Conformations and Limit
Conformations

When simulated in Unrestrained Molecular Dynamics (URMD), randomly sampled

docked models from previously found conformational groups (Figure 3.6) converged

towards limit conformational-groups (90-100 ns) close to equilibrium. These were

found via the Radius-of-gyration components around the Z-axis (perpendicular to the

membrane plane) and the X/Y axes of each structure frame (parallel to the membrane

plane). Moreover, these post-MD conformational-groups showed a dual, alternate,

group separation for cWza-K375C and cWza-S355C mutant channels; whereas, for

cWza-Y373C channels, a single limit conformational group predominated. This seg-

regation/aggregation of structures matched the grouping initially found amongst

docking via their pore dimensions. For cWza channels though, only one group was

found by the end of simulations, that is, the initial conformational separation was

erased. Nevertheless, simulations of docked structures showed that end segregated

conformational-groups (cWza-K375C and cWza-S355C) cannot be explained via ther-

mal fluctuations. Thus, overall, docked structures can reproduce features of the confor-

mational states inferred from experiments of cWza Cys-mutant channels.

52



3.3. RESULTS AND DISCUSSION

To test the robustness of the classification of identified conformational groups we sim-

ulated docked structures using MD. We aimed to observe whether conformational segrega-

tion/aggregation according to pore internal dimensions were preserved after the dynamics of

cWza Cys-mutant structures. Docked channels were sampled randomly taking 20% of models

from each conformational group; corresponding to a total of 303 PDB structure files (Figure

3.7; Left). Next, using GROMACS (Version 5.0.6) and following the simulation protocol outlined

in Subsection 3.2.5, each structure was embedded in lipid bilayer, energy minimised (EMMD

stage), equilibrated for pressure and temperature (PRMD stage), to ultimately simulate dynamics

(URMD stage) for 100 ns ( ≈ 30µs in total), with time-step of 2 fs, saving trajectories frames

every 100 ps. Velocities and forces were not saved during the simulation to avoid excessive use

of storage. All simulations were performed independently and in parallel in an HPC facility

(BlueGem6), each taking 32 CPUs (2 nodes) to keep computational time to roughly 3 days per

simulation.

After performing MD, we attempted to determine the pore dimensions of the simulated docked

structure per frame in its trajectory. However, we found that peptide assemblies experienced

noticeable distortion of their initial cyclic symmetry - inherited from docking. More specifically,

Backbone Root Mean Square Fluctuations (BB-RMSF) per residue, showed that backbone struc-

tural distortions were more pronounced for residues near the N- and C-terminal ends of the

assembling peptide units (Appendix B). Thus, because of the inaccurate definition of the assembly

reference-axis in such distorted structures the methodology described in Subsection 3.2.3.1 was

found inadequate to accurately measure the pore minimum radius of structures. Nevertheless,

provisionally to estimate how end simulated channels deviated with respect to their initial struc-

tures we employed a decomposition of the backbone radius of gyration, around the Z-axis, Rg,Z ;

to account for the distribution of assembling peptide backbone-atoms (N,O, and Cα) parallel to

the membrane bilayer plane, that is,

Rg,Z = 1
M

NBB∑
i=1

[(xi − xCOM)2 + (yi − yCOM)2]mi

and the mean radius of gyration around the X and Y axes, that is, 1
2 (Rg,X +Rg,Y ), where

Rg,X = 1
M

NBB∑
i=1

[(yi − yCOM)2 + (zi − zCOM)2]mi

Rg,Y = 1
M

NBB∑
i=1

[(xi − xCOM)2 + (zi − zCOM)2]mi

to account for the distribution of atoms perpendicular to the membrane bilayer plane.

Although the radius of gyration is a lower-resolution metric to describe the geometry of

channels, this seems suitable given the major changes experienced by the peptide assemblies

6BlueGem is an HPC facility provided by the Bristol Synthetic Biology Centre, a.k.a., BrisSynBio
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during dynamics. Moreover, the radius-of-gyration decomposition of previously classified docked

models preserves a conformational segregation/aggregation similar to the one identified via

VdW-pore-dimensions (high-resolution metric); as seen in the Top Panel of Figure 3.8. Hence, we

subsequently employed the radius-of-gyration decomposition (Rg,XY ,Rg,Z) for structural analysis

of MD trajectories.

First, though, we aimed to determine whether 100 ns of simulation were enough to allow

structures to relax. Thus, for each simulated structure, we extracted the joint time-series of

their radius-of-gyration components: (Rg,XY (t),Rg,Z(t)), for all data frames in the 100 ns MD

trajectories. Then, we analysed the end trends (80-100 ns) via the rate-of-change of these individ-

ual time-series and determined that simulated structures tend to equilibrium overall for both

Rg-components, for all conformational groups, all mutants. Thus, docking can provide peptide-

assemblies that equilibrate in MD within the time-length of our simulations. See Appendix

B for details of the methodology employed to determine equilibration from (Rg,XY (t),Rg,Z(t))

time-series and for a further discussion on the atomic-details behind the symmetry-breaking

observed from simulated structures.

Once found that most structures reached equilibrium, we analysed the last 10 ns of the

dynamics (90-100 ns) to determine whether the initial conformational segregation/aggregation of

the Rg-components was preserved. Then, all (Rg,XY (t),Rg,Z(t)) time-series corresponding to their

assigned initial conformational group were concatenated to form a single data-set, per docked

conformation, per mutant. Ultimately, probability density functions (PDFs) were estimated per

data-set via a Gaussian-Kernel Density-Estimator 7 to generate the contour plots shown in

Figure 3.8.

End structures tend to cluster according to their radius-of-gyration decomposition. From the

contour plots in Figure 3.8, we see that despite major rearrangements of assembling backbone-

units, discrete groups or limit conformations can still be distinguished. However, the initial

grouping of docked conformations (Top Panel) did not match always the newly identified limit

groups of conformations revealed by the PDFs (Bottom panel). For cWza channels, a single confor-

mational group can be only distinguished, meaning that the initial conformational distinction

in docked structures was erased. For cWza-K375C channels, while Narrow structures define a

single group, Wide structures split into two groups, with one of these matching the Narrow group.

This may indicate that end Wide structures transitioned to end Narrow structures, however,

overall two groups can still be observed. For cWza-S355C channels, a persistent and more clear

separation is observed between end Narrow and Wide structures. Although Wide structures split

into two main groups, one of these dominates as shown by the peak height in Rg,Z . Finally, for

cWza-Y373C channels, their limit structures clustered into a main limit conformation, as initially

found in docked structures.

7PDFs were determined over a 400×400 grid, taking the minimum and maximum of the Rg-components. Deter-
mination of the band-width was done according to Scott’s rule, which is implemented by default in SciPy - Python
library.
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Figure 3.8: Probability Density Functions (PDFs) from radius-of-gyration decomposition data show a
similar cluster segregation as when using VdW-dimensions (Figure 3.6) before (Top) and after MD simula-
tion (Bottom). Merged data for simulated docked channels indicate the appearance of limit conformations
by the end of 100ns of URMD. All cWza Cys-mutant sequences are featured. Blue and Green contour plots
correspond to Narrow and Wide (Single; for cWza-Y373C structures) docked conformations. Red dots in
the top plot indicate the peak position of each PDF.
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Overall, an aggregation/segregation into conformational groups can still be observed in MD

for end simulated structures; with some agreement with the originally classified groups from

docked structures. However, as indicated before (Section 1.1), conformational changes between

Low- and High-conductance states is driven by an input of energy provided by an increment

in the applied voltage. Hence, thermal fluctuations of the channels should not be able to drive

conformational transitions. To find out whether this feature is reproduced in our results, we

determined the strength of the fluctuations (S) for the last 10 ns of each simulation, when the

structures tend to equilibrium. The fluctuation values (S) per simulation were calculated as

S =
√
σ2

Rg,XY
+σ2

Rg,Z

where σRg,XY and σRg,Z are respectively the standard-deviation values of the time-series of

Rg,XY and Rg,Z values from the MD trajectory (90-100 ns) of a simulated structure.

Then, we compared their distribution, P(S), with the minimum distance between all maxima

(peaks) in the PDFs of merged (Rg,XY ,Rg,Z)-datasets (Bottom, Figure B.8), i.e., dmin. So, if the

orders of P(S) and dmin are comparable, thermal fluctuations may be behind the conformational

segregation in our simulations. Analysis shows that this not the case, as dmin is larger than

the mean strength of the fluctuations up to the standard deviation of their distribution, that is,

|µ(S)−dmin| < σ(S), for P(S) of cWza-K375C and cWza-S355C - Figure B.9 (Appendix B); the

mutants that show peaks in the PDFs of their radius-of-gyration decomposition values (Bottom,

Figure B.8). No difference was found neither for distributions of fluctuations P(S) from classified

groups (Narrow and Wide) nor when merging all datasets per mutant. See Appendix B for

supplementary figures to better understand this analysis.

Overall, we have found that our simulated docked-structures tend to equilibrium, can show

separate limit conformational-groups, and that this grouping cannot be explained via thermal fluc-

tuations. More importantly, limit conformational-groups identified by backbone radius-of-gyration

show a degree of qualitative agreement with experimentally inferred alternate conformations for

cWza-K375C, cWza-S355C, and a single conformation for cWza-Y373C. For the cWza channel a

single limit conformational-group was observed only though. However, the origin of the observed

clustering by the end of dynamical simulations seems unclear. We will deal with this issue next.
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Figure 3.9: Set of H-bonds (Left) and KIHs (Right) identified to be distinguishing of docked
conformations per sequence and that also survive after PRMD (initial conditions of URMD
stage) of sampled models (Subsection 3.3.2). Original interaction propensities from docked models
(pre-MD) are shown in all heat-maps. Interactions (heat-map rows) follow the notation in Sub-
subsection 3.2.4.1, and with residue numbers following the RosettaMP convention to start from
1 (docked resn); an equivalence with native residue numbers, native resn, (from the crystal
structure of Wza) is shown in the Bottom Panel, with mutant Cysteines (Cys ) highlighted to
indicate their position in all mutated sequences.

3.3.3 Peptide-Peptide Interactions in Alternate Docked Conformations

Docked models were found to display minimal sets of distinguishing inter-chain

H-bonds and KIHs according to conformation, which were found to be robust after

Position-Restrained Molecular Dynamics (PRMD). Thus, the identities of these inter-

actions were employed to identify the initial condition of peptide-peptide interactions

present in simulated docked structures right at the start of URMD.

To understand the origin of previously found limit conformations of docked models by the

end of their dynamic simulations, we analysed the main inter-chain interactions holding units

together in docked peptide-assemblies prior to MD simulation; Hydrogen(H)-bonds, Knobs-Into-

Holes (KIHs), and Salt-bridges (SBs) (Subsection 3.2.4). We determined both the identity and the
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propensity of appearance per chain-pair for H-bonds, KIHs, and SBs, following the framework of

analysis described by the end of Subsection 3.2.4.

First of all, Inter-chain Sidechain-Sidechain H-bonds (i.e., between consecutive peptides),

Intra-chain Sidechain-Sidechain H-bonds (i.e., within the same peptide), and KIHs were found

to be the most present interactions among peptide-docked structures. By contrast, Inter-chain

and Intra-chain SBs 8, and other Inter-chain H-bond types such as Backbone-Sidechain and

Backbone-Backbone were overall scarce. Hence, we only focused on the analysis of the former. As

a note, from here on whenever we refer to H-bonds, it will be implied that we refer to Inter-chain

Sidechain-Sidechain and/or Intra-chain Sidechain-Sidechain H-bonds.

Identities and Propensities of H-bonds and KIHs were determined for all models classified

according to their docked-conformation per cWza Cys-mutant sequence. Similarly, we analysed

interactions from structures from EMMD (end coordinates) and PRMD (average interactions

over 100 frames from last 1 ns) stages, for randomly sampled models according to docked-

conformations (Figure 3.7, Left). Then, we reduced the set of identified interactions to find a

common set of the most significant ones 9, we merged all sets of identified interactions for docking

and PRMD, and then filtered out those interactions whose probabilities were lower than 10%; per

docked-conformation, per mutant, per stage. See Figures in Appendix B.

To relate peptide-peptide interactions at the start of unrestrained dynamics (Subsection

3.3.2) to interactions identified by symmetric docking according to conformation, we reduced

all previous sets of identified interactions from all pre-URMD stages (docking, EMMD, and

PRMD), to focus only on interactions that were both distinguishing of each docked conformation

or conformation specific and/or robust up to the PRMD stage. Thus, we performed the interaction

assessment outlined by the end of Subsection 3.3.2, so that end interactions were reduced to

the set displayed in Figure 3.9, with their propensities relative to the size of the conformation

sample set. Extended data from interaction assessment and threshold values used to filter out

distinguishing and/or robust interactions per interaction type, per conformation, per mutant, can

be found in Appendix B.

So far, we have defined a reduced set of interactions which are conformation-specific and

define the initial peptide-peptide interactions present in sampled docked models prior to their

simulated dynamics. Next, we will relate these interactions to the limit conformations mentioned

in Subsection 3.3.2, in order to see whether it is possible to separate limit conformations based on

their initial interactions, as their initial docked conformations (through VdW pore dimensions)

was found not being robust by the end of simulated dynamics.

8Isambard implementation to identify salt-bridges ignores Histidine (His) residues as positively charged, given
their ambiguous nature, briefly discussed in Subsection 3.2.4. So, it is likely that SBs were underrepresented in our
analysis.

9Note that during simulated MD stages, interactions change due to perturbation of symmetry of docked structures,
then leading to discrepancies in the identity of present interactions between docked structures and those corresponding
to any MD stage.
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Figure 3.10: Docked conformation groups can be decomposed into subsets of structures including
particular combinations of inter-chain H-bonds and KIHs, previously identified as distinguishing
according to conformation.

3.3.4 Peptide-Peptide Interactions and Limit Conformations in Molecular
Dynamics

Although initially identified docked conformations related poorly to previously found

limit conformations in URMD, initial conditions of peptide-peptide H-bonds and

KIHs related strongly to these. Thus, starting peptide-peptide interactions can bias

the end observation of determined limit conformations, more than initially docked

conformations.

Here, we will relate previously identified MD steady limit conformations of randomly sampled

structures from docked conformations (Subsection 3.3.2) to the set H-bonds and KIHs found in

structures right at the start of their dynamics (Subsection 3.3.3), in order to see whether these

initial (interaction) conditions can account for the discrete clustering of limit structures, better

than docked conformation. However, given the variety of possible combinations of H-bonds and

KIHs that can be considered - despite the reduction performed - we need to define first how to

group initial conditions of H-bonds/KIHs combinations that we can eventually relate to the limit

conformation groups, per docked conformation, per mutant.
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As a first approach to the above problem, we grouped initial interaction conditions according

to the following conditions for H-bonds and/or KIHs, per docked conformation (C0 and/or C1), per

cWza Cys-mutant sequence, shown in Figure 3.9.

• All H-bonds AND all KIHs

• All H-bonds, NOT all KIHs

• All KIHs, NOT all H-bonds

• NOT All H-bonds OR All H-bonds

these groups were proposed under the assumption that the more interactions present in a

structure, the more the peptide arrangements making up docked assemblies will be held in place.

Consequently, structures belonging to any docked conformation group per mutant sequence, will

fall only within any of the above-defined non-overlapping interaction groups, so that we can think

of the set of structures to be partitioned according to their interactions, as illustrated in Figure

3.10.

Now, in order to relate limit conformations to the above interaction groups defining initial

interaction conditions, we first grouped available URMD trajectories for simulated docked models

falling within each interaction group (Figure 3.10). Next, we merged their backbone radius of

gyration data (BB−Rg,XY ,BB−Rg,Z) for the last 10ns of their trajectories, per interaction group.

Finally, their estimated PDFs - relative to the set of models filtered per interaction group, were

estimated and their contour levels plotted as shown in Figure 3.12, for all interaction groups, for

all conformations, for all cWza Cys-mutant sequences.

Hence, in Figure 3.12, we can see how emerging clusters from limit structures (Left) seem

to be decomposed according to the identified initial interaction conditions at the beginning of

simulated dynamics (Right). For a more clear break down of the backbone radius of gyration

data per model, see Appendix D. Next, we describe and discuss these data according to mutant

sequences and docked conformation.

cWza: C0 We can see that limit structures correspond to models that feature as initial

interaction conditions, both all H-bonds and all KIHs in Figure 3.9, make up a large part of the

limit conformation cluster. A significant contribution to defining the limit conformation cluster is

seen due to models with all H-bonds but not all KIHs, in Figure 3.9. We note that for these models,

initially there was a single H-bond, that took place between residues His-365 and Asp-366 in the

same chain (intra-chain). On the other hand, we see from the KIHs present at the start of the

dynamics that these residues also take part in KIHs of opposite interchain direction (clockwise

and anti-clockwise), as part of groups of residues making up the holes. Hence, this suggests that

these residues taking simultaneous involvement in both types of interactions are the result of a

coupling between H-bonds and KIHs. Thus, interactions are not independent.
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cWza: C1 We can see that limit structures correspond mostly to models with initial interaction

conditions excluding all H-bonds and all KIHs in Figure 3.9, which show a single H-bond and

a single KIH. Other interaction groups are too small to judge their contribution to the overall

conformation cluster. So, there is no clear information to judge key residues participating in

starting interactions at the start of the dynamics, at least conformation-specific interactions

shown in Figure 3.9.

cWza-K375C: C0 Limit structures correspond to models with initial interaction conditions

featuring only a single inter-chain H-bond half-way between the N- and C-terminal ends, with

Nitrogen being the acceptor atom between residues Thr-370 (donor) and His-365 (acceptor), per

chain pair. Distinguishing KIHs are absent for this docked conformation. H-bonds with Oxygen

acceptors are weaker in strength (5.0 kcal/mol) in comparison to H-bonds with Nitrogen acceptors

(6.9 kcal/mol) - with a difference of 1.9 kcal/mol ≈ 3.2 kBT. So, given the strength of initial

H-bonds, this suggests to be consistent with observed limit models which are more contracted,

than limit conformations for models from the Wide docked conformation (C1); discussed below.

cWza-K375C: C1 We can see that limit structures correspond to models that feature all

KIHs but not H-bonds in Figure 3.9, as initial interaction conditions. Thus, models featured only

KIHs, four of them simultaneous at the start of simulated dynamics; two of them located near

the bottom of the channels (N-terminal end) and the other two above the centre of the channels

(before C-terminal end). Interestingly, the identity of bottom KIHs revealed that knob-residues

of one KIH, correspond to a hole-residue in the other KIH, with both KIHs having opposite

directions in the peptide assembly; this suggests that bottom KIHs are coupled at the start of

the dynamics. On the other hand, the identity of residues for the upper pair of KIHs, point in

the same direction, so that knob-residues belong to the same chain, but with their hole residues

sharing residues, perhaps providing a joint hole. So, this suggests a very particular packing motif

of combined KIHs that lock neighbouring peptides at their common interface.

cWza:S355C: C0 Limit structures for these models aggregate mainly in two clusters - sep-

arated from clusters from limit structures for a model with Wide docked conformations (C1),

with one of them shown as dominant. From Figure 3.12 (Right) we can see that the dominant

cluster (black) will correspond to models with all KIHs as starting condition, however, from

Figure 3.9 we see that there is a single distinguishing KIH, also featured by cWza models with

equal Narrow docked conformation (C0). However, the subdominant cluster (yellow) correspond

to models with both H-bonds and KIHs as starting interactions, where the featured H-bond

is the same intra-chain H-bond featured by cWza:C0 models. Overall, this analysis suggests

that His-365 and Asp-366 interaction lead to coupling of H-bonds and KIHs between peptides.

We see though that limit conformations actually are expanded, hence, initial Narrow docked

conformation does not match a contracted limit conformation.
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cWza-S355C: C1 Similarly, limit structures aggregate in two clusters - and separately from

clusters for limit structures of a model with Narrow docked conformations (C0), with one of them

shown as dominant. From Figure 3.12 (Right) we can see that the dominant cluster (magenta)

corresponds to models without all H-bonds or all KIHs in Figure 3.9. Thus, at this stage, it is

ambiguous to tell what interactions prevail at the start of the dynamics, as combinations of 2

H-bonds and 2 KIHs can take place. However, note that Thr-370 is involved in both inter-chain

H-bond (either as donor or acceptor residue) and KIHs - like a hole residue. Thus, the coupling of

H-bonds and KIHs is observed again, as for cWza:C0 but with different residues involved. On

the other hand, the subdominant cluster will correspond to models with all inter-chain H-bonds,

however, the number of simulated trajectories for these models is low, hence, discussion of its

relevance will require further simulations. Despite this, we see that Thr-370 seems a recurrent

residue involved in H-bonds, playing both roles of donor and acceptor.

cWza-Y373C In Figure 3.12 limit structures aggregate in a single expanded cluster (Left),

made of the overlap between limit structures with all H-bonds and limit structures without all

H-bonds or all KIHs; which separately make two overlapping clusters at the same time. Thus,

models from the single dominant docked conformation of cWza-Y373C channels are mapped to

a single limit conformation, regardless of the differences in starting interaction conditions. In

mode detail, these two conditions correspond to, first, structures featuring a single inter-chain

H-bond per chain pair, involving Glu-369(donor) and Thr-370 (acceptor), and second, structures

featuring combinations of four different KIHs, two in the lower half of protein structures (near

N-terminal end) and two in the upper half of the structure (near the C-terminal end). Lower

KIHs show a similar pattern of arrangement, as for cWza-K375C: C1, where Lower KIHs point

in opposite directions, and with the knob residue of one, playing as a hole-residue of the other, in

different chains. In contrast, knob residues upper KIHs are found in the same chain, but their

hole residues in the neighbouring chain are shared. Interestingly, starting KIHs for cWza-Y373C

are not common for other docked structures with other cWza Cys-mutant sequences, which

suggests that mutation of Tyr-373 may promote interaction between residues as a result of

possible side-chain rearrangements taking place locally in peptide-peptide interfaces.

Overall, the above analysis reveals what initial peptide-peptide interaction conditions can

determine the limit conformations of docked conformations per mutant sequence, despite the lack

of a one-to-one relationship between docked conformations and limit conformations. Moreover,

mechanistic details of initial interactions were revealed, showing that residues such as His-365,

Thr-370, and Asp-366 couple H-bonds and KIHs - like in cWza:C0 and cWza-K375C:C0, or just

there were recurrently observed in interaction conditions associated to limit conformations. The

role of Tyr-373 is suspected to promote common interactions observed among docked conforma-

tions of cWza Cys-mutants; however, when swapped with Cys, this seems to promote inter-chain

residue-residue interactions that would not be observed otherwise. Further discussion on the role

of Tyrosine in cWza Cys-mutant channels will be discussed later on.
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Figure 3.11: Breakdown of PDF contour-plots in Figure 3.8, according to identified interaction groups per
docked conformation, per sequence. Right column: Individual PDFs from radius-of-gyration decomposition
data per interaction group. Right column: PDFs for whole data per conformation. Top Panels: Data for
cWza models with docked conformations C0 (Narrow) and C1 (Wide). Bottom Panels: Data for cWza-
K375C models with docked conformations C0 (Narrow) and C1 (Wide).
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Figure 3.12: Breakdown of PDF contour-plots in Figure 3.8, according to identified interaction groups per
docked conformation, per sequence. Right column: Individual PDFs from radius-of-gyration decomposition
data per interaction group. Right column: PDFs for whole data per conformation. Top Panels: Data for
cWza-S355C models with docked conformations C0 (Narrow) and C1 (Wide). Bottom Panels: Data for
cWza-Y373C models with docked conformation C1 (Single).
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Figure 3.13: Minima of the Van der Waals (VdW) radial profiles can be used to identify residues
located at the bottleneck of the interior of a channel; to be exposed to a solvent medium.

3.3.5 Tyrosine as a Key Residue at the Bottleneck

Tyrosine, a residue sitting at the bottleneck of docked channels with alternate confor-

mations, seems to promote residue-residue interactions that induce correlations among

H-bonds and KIHs participating residues, which when absent, uncorrelated H-bonds

and KIHs take place in single conformation channels, which have a single conduc-

tance state in EXPTS. This observation will require further work to relate correlation

between H-bonds and KIHs as promoters of alternate conformations, possibly due to

enhanced flexibility between inter-chain sidechain-sidechain interfaces.

cWza : Bottleneck analysis For the majority of the docked models two main minima are

found, with Tyrosine (Y, non-polar) and Glumatic acid (E, negatively charged) consistently and

respectively identified as the first (∼ 100% models) and the second minima (roughly 80% models).

So, if Tyrosine is consistently the lowest minima in the VdW profile, and the distribution of

min(RV dW ) shows a low-resolution bimodality, we can infer that fluctuations in Tyrosine ro-

tameric conformations should be responsible for this difference for the distribution for min(Rprim).

So, Tyrosine conformational noise spoils clear bimodality at the bottleneck.

Further, when looking at the mid-point position and length of the bottleneck section, we find

that the position is unimodal, but the length of it, is bimodal, with extreme lengths of mostly ∼ 1
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or 10[Å], that is, the outermost residues exposed to the solvent in the pore interior are either very

close to each other or they set apart. Sidechain conformation can compensate for any backbone

radial displacement or change in orientation that may narrow the VdW radial distance along the

pore.

cWza-K375C : Bottleneck analysis Most models (∼ 60%) show a single identified minima

(within the 1[Å] tolerance), which is mostly well localised along with the pore extension. Tyrosine

(Y, non-polar) is again identified as the outermost residue within the pore interior (∼ 100%).

Glutamic acid (E, negatively charged) and Arginine (R, positively charged) show up as second

minima again half of the time each. So, since min(RV dW ) and σ
µ

imply that residues at the

bottleneck section display preferential conformations and that its identity remains the same.

This implies that separation in conformation arises from the restricted rotamers that Tyr is only

allowed to adopt; in contrast to Tyr - and Glu- in cWza models.

cWza-S355C : Bottleneck analysis Like cWza-K375C, most models have a single minimum,

however, the positioning of this disperses uniformly within a range of 5[Å]; an effect due to the

separation in unit orientation (tilt, interchain, and facing angles?). Interestingly, the identity

of the outermost residue is not Tyr most of the time (only ∼ 50%), in contrast to cWza and

cWza-K375C. Also, nearly 30% and 20% fo the time Arg (R, positively charged) (next to Tyr

in the sequence) and His (H, likely to be protonated), respectively, take over as the outermost

exposed residues. So, the above suggests that the change in orientation may account mostly for

the bimodality in the narrowness of the bottleneck and the fuzziness of the identity and hence

physical properties of the bottleneck.

cWza-Y373C : Bottleneck analysis Unlike all previous mutants (cWza, cWza-K375C, and

cWza-S355C), pores for these mutants show dominantly more than two minima, that is, usually

multiple residues are equally exposed to the

• Arg (R, positively charged, ∼ 60%)

• Variable identity; Arg (R, positive), Lys (K, positive), Asp (D, negative); all similar probabil-

ity ∼ 20−30%

• Cys (C, non-polar,∼ 60% )

• Variable identity; Thr (T, polar), Asp (D, negative), Glu (E, negative), Cys (C, non-polar),

Lys (K, positive); all similar probability ∼ 20%.

• Glu (E, negative, ∼ 70%)
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3.3.6 Identification of Alternate Conductive States

Overall, cWza and cWza-Y373C docked models respectively showed alternate (Low

and High) and single conductance values in qualitative agreement with experiments.

Also, estimated solvent-accessible pore dimensions provided indication of alternate

and single conformations. Models with cWza-K375C and cWza-S355C sequences

showed weak evidence of alternate (Low and High) conductance, unlike in experi-

ments. Quantitative agreement between conductance values from models and from

experiments was not observed. However, further tests suggested that cyclic symmetry

of docked structures is key for observation of alternate conductance.

As a first result, docked models corresponding to the peptide sequence cWza showed HOLE-

estimated conductance values distributed according to a bimodal distribution. This means that

cWza docked models show distinguishable populations of Low-conductance and High-conductance

values. When fitted to a Gaussian Mixture with two modes, mean conductance values (GHOLE)

with included standard deviations are found to be

GHOLE
Low = 0.93±0.097 nS

GHOLE
High = 1.267±0.076 nS

Thus, models with conductance values falling under each of these modes were accordingly

classified as either Low-conductance or High-conductance. In addition, when looking at the

distribution of interface scores (RosettaMP) against the estimated conductance values for all

models, Low-conductance and High-conductance models showed practically identical interface

score distributions; Figure 3.16.

This result is qualitatively consistent with the experimental fact that channels formed by

peptides with cWza sequence display low (GEX PT
Low ) and high (GEX PT

Low ) conductance values too

(Sec., 1.1.2), although HOLE-estimated conductance values - and their ratio, are far from agreeing

with experiments, that is,

GEX PT
Low = 0.38±0.020 nS

GEX PT
High = 0.97±0.060 nS

GEX PT
Low /GEX PT

High ≈ 0.391 6= 0.734≈GHOLE
Low /GHOLE

High

Further analysis of the docked cWza structures revealed that two dominant groups of struc-

tures can be distinguished by having HOLE-estimated narrow (≈ 8.75Å) and wide (≈ 10.25Å)

internal solvent-accessible average radii, which positively correlate with the observed low and

high conductance groups, respectively, but with a common pore length (≈ 46Å). See Fig., 3.18.

This shows that docked structures with low and high conductance are indeed structures with
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overall contracted and expanded inner volumes, which should be a consequence of alternate

conformations that result from the different backbone and sidechain atomic arrangements.

By contrast, for the remaining sequences showing alternate channel conductance in ex-

periments, docked structures with cWza-K375C sequence showed a weak dual separation in

conductance by contrast to cWza-sequence models, with the interface score distribution showing

no separation either, Figure E.1. A clear lack of separation between pores with narrow and wide

internal radii was observed too (Figure E.2), although pore lengths displayed a preferential value

like cWza models (Figure E.3). By contrast, cWza-S355C pores displayed a broad dispersion in

their conductance values distribution, without clear dual conductance separation; Figure E.4.

Similarly, the distribution of pore radii showed no clear dual separation between structures, but

noticeably there was separation of structures in pore length, but all with similar conductance

values. See Figures E.5 and E.6.

On the other hand, for models with cWza-Y373C sequence, the scatter plot of estimated

conductance against interface score values, most models showed a single dominant conductance

value, with a wide range of score energies though; Figure 3.17. Recall that assembled pores for

this sequence show ohmic conductance in electrophysiology, which is a sign of a single steady

structure (Subsection 1.1.2). Further analysis revealed that one group of structures with similar

pore internal dimensions can be effectively identified; Figure 3.19.

Although docked structures with cWza-sequence show a clear dual conductance separation

consistent with experiments, this separation will be a consequence of the imposed symmetry

constraint. To test this, two independent post-docking assays revealed that under symmetry

perturbation, that is, when atomic coordinates in all chains of a docked structure relax indepen-

dently (RosettaMP Relax), the dual conductance separation vanished showing a collapse to a one

preferential conductance value, both when relaxing 1) sidechain atoms only - which are the most

external atoms in the interior of a protein exposed to solvent, and 2) both backbone and sidechain

atoms; see Figures F.1. However, RosettaMP perturbations are performed under artificial atomic

movements and also assuming an implicit lipid model for energy scoring. To introduce more

realistic perturbations, we also performed assays with EMMD10 assays with a sample of cWza

docked models embedded in membrane and solvent, which showed that the initially observed

difference in low and high conductance is considerably decreased after HOLE-conductance values

of post-EMMD models were analysed. See Figures F.2.

Overall, the above tests suggest that symmetry is a key constraint in order to observe

alternate conductance of cWza octameric models. This may not be surprising, as it has been

indicated elsewhere that in the membrane environment protein complexes often assemble as

symmetrically, where symmetry can enhance structural stability and also lead to added flexibility,

which is crucial for conformational changes related to function [3, 29, 92, 123]

10Details of MD setup are identical to those described in Subsection 3.2.5.
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Figure 3.16: Left: Electric activity of cWza-sequence ion channel, recorded at +200 mV in electrophysiology;
L and H represent respectively the Low- and High-conductance activity of the assembled channel (dual
conductance) [64]. Right: Scatter plot of interface scores (strength of association) against numerically
estimated conductance for a 1000 optimal 8-unit models with cWza-sequence, found using RosettaMP via a
symmetry-constrained docking protocol. Contour plots show the density of scattered data, with red, the
densest, and blue, the least dense accumulation of data-points. Two conductance states with similar energy
distributions are shown by most docked structures

Figure 3.17: Left: Electric activity of cWza-Y373C-sequence ion channel, recorded at +200 mV in electro-
physiology; only one single conductance is observed, even when varying the applied voltage; |∆V | ≤ +200mV
[64]. Right: Scatter plot of interface scores (strength of association) against numerically estimated con-
ductance for a 1000 optimal 8-unit models with cWza-Y373C-sequence. Similarly, contour plots show the
density of scattered data, with red, the densest, and blue, the least dense accumulation of data-points.
This shows the existence of practically one single conductance state shown by most docked structures.
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Figure 3.18: Scatter and contour plots from data comparing pore dimensions against estimated conduc-
tance for all cWza-sequence octameric docked models. Left: The mean Van der Waals radius of a channel’s
pore is compared against its estimated conductance for all docked models. Right: Similarly, for all pore
length values. Plots suggest that low and high conductances can be effectively explained by narrow and
wide channel pores alone.

Figure 3.19: Scatter and contour plots from data comparing pore dimensions against estimated conduc-
tance for all cWza-Y373C sequence octameric docked models. Plots are analogue to those in Fig., 3.18. We
can see that for most models, their conductance will associated to a single set of effective pore dimensions.
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Figure 3.20: cWza Oligomers: Models docked out of 4 to 11 peptide units with identical cWza sequence.
Note that 8 is the number of units in the crystal structure of native Wza-D4

3.3.7 Oligomerisation as an Alternative Conductance Changing Mechanism

Although oligomerisation could alternatively explain the appearance of Low and

High conductive states for cWza Cys-mutant models, overall docked models with

n = 4−11 units could not provide clear evidence for preferential oligomeric states with

the distinctive association. Also, although oligomers with n = 5−8 units do not need to

rely on the robust backbone and sidechain symmetry to display separable conductance

states, no clear preference could be defined among oligomers to explain Low and High

conductance, at least at this stage.

Octameric docked structures with cWza Cys-sequence can to some extent reproduce experi-

mental dual and single conductance states, however, these are sensitive to symmetry perturbation.

As suggested in Section 1.1, dual conductance of channels can be alternatively explained by

oligomerisation, which relates changes in conductance to changes in the number of associating

units making up a channel. Also, although octameric peptide association is suggested by the na-

tive crystal structure of Wza-D4 and from blocking experiments with cWza Cys-mutant channels,

these are not a clear cut given the lack of high-resolution structures [64].

Here we introduce results examining whether olgomerisation can alternatively explain

experimental dual conductance; so that assemblies with two preferential numbers of units can be

linked to low and high conductance states observed for some cWza Cys-mutant channels, thus,

excluding the reliance on the backbone and sidechain symmetry, as for octameric models.

For all cWza Cys-mutant sequences, using our docking protocol once more (Section 3.2.1) we
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generated 1000 docked models per sequence, per case of non-octameric assembly with n = 4−11

assembling peptide units - except for n = 8- and corresponding cyclic Cn-symmetries. Master

units for docking were identical to the ones used for octameric models, the only changes in the

setup were the corresponding symmetry files to initialise docking. HOLE-estimated conductance

values were determined for all docked models. Also, total energy scores per unit were obtained, i.e.,

the total energy due to all pairwise interactions, normalised by the number of units, n = 4−11,

making up an assembly.

As a first approach, we analysed the average interface energy scores per unit for all oligomeric

models - according to their number of units n, to determine whether oligomeric states showed

a distinctively strong association. First, for sequences showing experimental dual conductance;

cWza, cWza-K375C, cWza-S355C, these did not show any clear distinction that favoured a single

or two oligomeric states, which could be potentially associated to Low and High conductance

(Figure G.5). But it was observed as a common trend that an increasing number of peptides

makes scores increase; which implies that large chain assemblies are energetically less favourable.

Similarly, results for the single conductance cWza-Y373C docked models did not show any clear

sign of a preferential oligomeric state either (Figure G.5). Thus, supporting evidence towards

preferential oligomeric states could not be seen alone in energy scores of docked models here,

even for octameric assemblies (n = 8).

Next, despite the above, we subsequently attempted to identify candidate oligomeric structures

that could explain experimental dual conductance of channels with cWza, cWza-K375C, cWza-

S355C sequences based on conductance-energy relation. Models were first reduced to oligomers

with n = 5−8 units alone. On the one hand, models with n = 4 units were discarded as non-

conductive, since their surface-accessible internal minimum diameters were lower than the

average diameter of a water molecule (∼ 3.2Å [32]) (Figure G.6). On the other hand, models with

n = 9−11 units were discarded too, as these showed a range of unfavourable scores - close to

zero or positive (Figures G.1 and G.3 ); moreover, electrophysiology experiments suggest that

cWza Cys-mutant channels cannot have more than 8 units [64]. Similarly, cWza-Y373C oligomers

with n = 5−8 units were only considered. Then, contour plots for conductance and energy scores

were obtained for docked and post-docking Rosetta relaxed models - like in Figures 3.16 and

3.17, to compare how conductance and energy shift after symmetry perturbation. The most

relevant results are summarised below. Sequences cWza, cWza-K375C, cWza-S355C were labeled

as Type-2, and cWza-Y373C was label as Type-1 for the analysis below.

For docked models, as an important observation (Fig., G.7), Low and High conductance states

are a reproducible feature of 7-unit oligomers with sequence type-2; like for octameric models.

Single conductance was shown consistently for all oligomers with sequence type-1, however,

dispersion in energy scores does not allow to clearly distinguish whether oligomers will have a

stronger association per unit in comparison to octameric channels. Also, some oligomers with 7

units displayed conductance values and energy scores comparable to those for octameric models,
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as shown by the overlapping between contour plots; sequence type-2. Thus, the value of low

conductance by octameric models will be also displayed by 7-unit models with High conductance.

However, a marginal difference in energy scores favours alternate conductance 7-unit structures

over octameric ones.

As an attempt to disambiguate conductance between different oligomeric structures, non-

symmetric relaxation assays were performed to test the robustness of dual conductance observed

for oligomers with 7 units. Contour plots in Fig., 3.21 show results for all docked structures after

all-atom (backbone and sidechains) relaxation; for comparison, results for octameric models are

featured too. First, we note that for sequence type-2 models dual conductance vanished for 7-unit

models, as well as for octameric ones - as pointed out before, moreover, their energies per unit were

similar. Also, overall conductances values from 7- and 8-unit models were separable. For sequence-

type-1 though, distinction by conductance for 6- to 8-unit relaxed models becomes unclear, likewise

by their energy. A set of similar results is also shown when only non-symmetrically relaxing

sidechain atoms while keeping backbone chains restrained; Appendix Fig., G.8. This suggests

that it is enough to perturb the local symmetry of atoms in close contact with solvent in the

interior of a pore to make dual conductance separation vanish for all docked models.
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3.4 Conclusions

So far, we have developed a framework for conformation prediction from pools of candidate struc-

tures generated employing Symmetric Docking according to peptide sequences, tested with cWza

Cys-mutant ion channels. Conformations consistent with those expected from experiments were

distinguished by finding the most likely inner pore dimensions of docked channels, via a geometric

analysis of all docked structures per sequence. Thus, their dynamics were simulated for 100 ns

for randomly selected modes per identified conformation, finding that end peptide assemblies did

separate according to alternate conformations, but according to their inertia. Initially identified

conformations from docked structures related poorly to end conformations in dynamic simula-

tions, however, it was found that specific groups of starting peptide-peptide Hydrogen-bonds and

Knob-Into-Holes identified from structures corresponding to initial conformations, related better

to end conformations in the dynamics. Further analysis of docked conformations suggests that

Tyrosines, identified to sit at the bottleneck of channels, when swapped with Cysteines, these

seem to allow peptide-peptide interactions holding the structure fixed, which may not take place

otherwise, as a consequence of side-chain rearrangements due to mutation.

Also, alternate conductive states were identified from docked models, with a numerical

estimation of conductance values using the HOLE programme. Although estimated conductance

values did not agree with experimentally determined ones, alternate conductance estates could

be resolved from data. However, conductance estates were found to be dependent on the imposed

cyclic symmetry, which when perturbed this led to a loss of distinction between conductance

states. Last, for completion, we generated docked models with variable number of assembling

units, with 4 to 11 peptides, to see how docked oligomeric models compared in estimated energy

and conductance, to find out whether octameric assemblies were preferred over others, and

whether conductance changes could be explained alternatively through oligomerisation instead

of conformational changes. No clear evidence was found favouring an oligomeric state over others

for all docked channels, however, interestingly dual conductance was found to be a feature

for lower-order oligomers (< 7 units). Overall, no clear evidence favours oligomerisation over

conformational changes. This will be however subject for future research.
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4
COMPUTATIONAL ELECTROPHYSIOLOGY OF PEPTIDE-ASSEMBLED

CHANNELS AND CONDUCTANCE ESTIMATION

As an alternative to HOLE, we explored the use of MD simulations to estimate

the conductance of and to study in better detail the conduction mechanisms across

individual peptide-assembled channels. Thus, in this chapter, we will introduce and

discuss results showing the application of a proposed protocol for MD simulation to

lipid-embedded peptide-assembled channels; as similarly done for docked structures

(Chapter 3), but featuring an externally applied electric field to mimic the scenario in

an electrophysiology experimental layout. Caveats of the protocol regarding artefacts

that can limit accuracy and reproducibility of results will be discussed throughout

the chapter. The list of tested membrane proteins includes a model of the cWza-Y373C

channel, in addition to Hexameric (6 peptide units) and Heptameric (7 peptide units)

models of de novo Coiled-Coil Trans-membrane (CCTM) and α-Hemolysin Coiled-Coil

(aHL-CC) hybrid peptide-assembled channels.

4.1 Simulating Ion Permeation in MD with a Constant Electric
Field

Ion permeation through protein pores can be driven either by an existent electrochemical gradient,

like in the cell native environment, or an externally controlled electric potential difference, like in

experiments. Unsurprisingly, in MD simulations, conductance properties of protein channels are

generally studied under conditions that approximate these two scenarios.

Simulation of an electrochemical gradient requires an existent charge imbalance -or difference

in net charge- between opposite sides of the membrane. In practice, periodic boundary conditions
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(PBCs) prevent this, since opposite sides of a single membrane are actually connected, and hence

charge imbalance is not possible. A solution to this issue is the simulation twin parallel bilayers;

where charge imbalance is imposed by discrete ion pair swaps between bilayer compartments.

This has proven to lead to biologically realistic transmembrane potentials, and when embedded

pores in each bilayer are present, ion flux is driven by the controlled electrochemical gradient,

and hence transport can be studied under native-like conditions [88]. However, this approach

generally demands considerable simulation time and storage in comparison to single bilayer

simulations. An alternative solution is the use of a combined cell, made up of a vacuum cell stacked

on top of another cell containing the single solvated membrane. This slightly less demanding

option preserves imposition of charge imbalance since conductive media are separated by a highly

non-conductive one. Likewise, this approach has been used in MD studies of protein pores [61].

Unlike simulations subject to charge imbalance, another widely used approach relies on

the imposition of an external potential difference or a target voltage, ∆V0, between opposite

ends of a simulation cell. This approach only requires one single bilayer, which leads to reduced

simulation time and storage. Moreover, since∆V0 can be controlled like in experiments, simulation

results are easy to compare with single-channel recording data. This not easily possible when

imposing charge imbalance, since voltage can vary considerably by hundreds of millivolts upon

one single ion pair exchange. Also as ion flux becomes unsustainable when charge balance

is restored due to permeation. To establish the electric potential difference parallel to the

membrane to drive permeation, say along the Z-axis, a linear potential gradient, V (z)= z ·∆V0/Lz,

is imposed across the whole simulated system, hence leading to a constant electric field E0 =
(0,0,−V0/Lz) perpendicular to the bilayer plane. Thus, the net force exerted on any single charged

particle is simply increased by a constant force qE0, which is continuous across the periodic

boundaries. The simplicity and advantages of this approach have allowed this to be used not only

in studies of natural and synthetic ion channels, but also in peptide insertion, electroporation,

and translocation of DNA and large biomolecules through solid-state nanopores [63]. Moreover, a

rigorous mathematical framework showing the equivalence of this approach to conditions found

in experimental settings is already established [87].

In this work, we adopt the constant electric field approach to simulate the transport of

ions and characterise their net rate of transport (conductance) across de novo protein models

currently available, described in (SEC). However, before any attempt, there are a number of

practical considerations relevant to ion flux production and measurement that should be seriously

considered to ensure the reliability of simulation results. Next, we summarise some of the most

relevant ones.
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Figure 4.1: Left: Electrostatic potential map of a plane XZ crossing the centre of α-hemolysin in
DPPC bilayer (Middle). Scale bar shows dimensionless potential values (normalised by kBT/e;
where kB is Boltzmann constant, e fundamental charge, and temperature T = 300 K). Right:
Average potential profile along Z-axis. Note how the potential tends to a constant value near the
ends of the cell (black curve), which implies a zero electric field away from the membrane and the
protein (green curve).

4.2 Methods

4.2.1 Electric potential maps and profiles

As mentioned previously, determination of the total electrostatic potential, φ(r, t), throughout a

simulated systems is necessary to verify stationarity and also to understand how different parts

of our system contribute to the local electrostatics. Thus, in order to map the total electrostatic

potential at any position within our simulation cell, r ∈ Lx ×L y ×Lz ⊂ R3 , at any time, t, of

simulated dynamics, in principle one requires to solve Poisson equations in the vacuum, featuring

point densities due to all charged particles (qi, i = 1,2, · · · , N) within the cell (r′i ∈ Lx ×L y ×Lz,

i = 1,2, · · · , N), plus their periodic images when assuming Periodic Boundary Conditions (PBCs)

(4.1) ∇2φ(r, t)= 4π
∑

nεZ3

N∑
i=1

qiδ
(
r− (r′i(t)+nL)

)
where nL= (nxLx,nyL y,nzLz), with nx, ny, and nz integers, and Lx, L y, and Lz the respec-

tive lengths of the cell edges along the axes, X, Y, and Z.

We approximate φ(r, t) using the PMEPot plugin of VMD (Version 1.9.2) [44], which solves

Eq., 4.1, through Fast Fourier Transform (FFT) on a grid that partitions the central simulation

cell (n= (0,0,0)), but approximating point charge densities, qiδ(r−r′), as spherical Gaussians,
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qi(β/
p
π )3exp(−β2|r− r′|2); which return point charge values, qi, upon integration, and for

which the Ewald factor, β, controls their sharpness. Thus, the computed potential φPMEPot(r, t)

reasonably approximates φ(r, t). Despite actually representing the long-range contribution to

the total potential, differing just by a constant given by the short-range term, as given in the

Particle-Mesh-Ewald algorithm [25].

Provided coordinates and charge values of all particles (PQR format file), we can get either

instant (provided a single simulation frame) or average maps (provided a trajectory) of the

electrostatic potential across the simulation cell. For instance, in Fig., 4.1 (left), we show the YZ

view of an average electrostatic potential map, obtained from averaging over the last 1 ns (100

frames) of 20 ns of dynamics of α-hemolysin embedded in DPPC (1,2-dipalmitoyl-sn-glycero-3-

phosphocholine) bilayer (Fig., 4.1, middle) and solvated in 1M KCl, at ∆V0 = +1.2V , with the

applied electric field E0 = (0,0,E0 =−∆V0/Lz), perpendicular to the membrane plane.

From Fig., 4.1 (Left), we can see, qualitatively that the electric potential main drop happens

across the membrane region, which may be a signature of solvent relaxation. However, to observe

this more clearly, we computed the electric potential profile, φ̄(z), which has been introduced

previously, as a way to observe, on the one hand, the correct reproduction of the total electric

potential, and on the other hand, to estimate stationarity of this as well [2]. Here, the potential

profiles represents a spatial average across the XY plane, with varying position z, that is

(4.2) φ̄(z)=
∫

Lx×L y

φ(x, y, z)/(LxL y)dxdy

which in its discrete form, is just a sum over grid points in a plane parallel to XY plane.

To estimate stationarity of φ(r, t), one looks at the profile given by {(z, φ̄(z)) : 0≤ z ≤ Lz}, which

in steady-state we expect to satisfy simultaneously the limiting conditions

(4.3) φ̄(z = Lz)− φ̄(z = 0)→∆V0

(4.4)
dφ̄
dz

(z → 0−);
dφ̄
dz

(z → L+
z )→ 0

On the right of Fig., 4.1, we show the corresponding average profile, φ̄(z), from the previously

determined electric potential map of α-hemolysin on the left. Note that both, the average electric

potential long Z (φ̄(z)) and the average total electric field (E =−dφ̄/dz) satisfy the above conditions

Eq., 4.3 and 4.4.
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Figure 4.2: Limiting ion current, I l im(t), for various simulations of position-restrained
cWzaY373C. Simulations at target voltages 0 <∆V0 < +1.2V , are obtained by taking the last
state of the simulation at +1.2V , as their common initial state, that is, the high applied voltage
is suddenly dropped to ∆V0. Similarly, for simulations at ∆V0 < 0. Note how the limiting current
approaches an asymptotic value in less than 5-10 ns of dynamics. Beyond that, the ion current
can be considered as steady.

4.2.2 Ion current calculation

Determination of ionic current is key to keep track of how current settles down to become steady,

so that membrane pore conductance (G) can be computed reliably in simulations; potentially be

compared against experimental estimates. In MD studies, an ionic current is usually computed

instantaneously at some time t+∆t, either by counting permeations of ions crossing the pore

volume per unit of time [87] or based on their average velocity within the pore [2]. Here we adopt

the velocity-based approach for ease of coding. Thus, the instant charge transported across the

pore between times t and t+∆t, can be defined by

(4.5) Q(t+∆t)= ∆t
d

∑
channel

qi żi(t+∆t)

with qi the charge of the i-th ion within the protein during the observed period [t, t+∆t];

żi(t+∆t) the velocity of the ion along the direction of permeation (Z-axis), estimated by żi(t+∆t)=
[zi(t+∆t)−zi(t)]/∆t; and d the length of the protein pore volume along the direction of permeation,

i.e., the distance along Z, that an ion needs to travel to permeate across the pore.

83



CHAPTER 4. COMPUTATIONAL ELECTROPHYSIOLOGY OF PEPTIDE-ASSEMBLED
CHANNELS AND CONDUCTANCE ESTIMATION

Usually quantifying the cumulative current and the limiting instant current turns out to be

more useful, as these turn data provided by Q into a method to estimate average ionic current,

and hence conductance, but also into a diagnostic tool of flux stationarity. These are respectively

defined by

(4.6) Icum(tobs)=
∑

t0≤t′≤tobs

Q(t′)/∆t

(4.7) I l im(tobs)=
∑

t0≤t′≤tobs Q(t′)
tobs

The cumulative current is just a a sum of the instant current values (Q(t′)/∆t) at every time

point, up to some observation time tobs of the dynamics, starting at some time t0. Icum(tobs) can be

used to estimate the average ionic current, Ī([t0, tobs]), within the observed time period; by simple

linear fitting, provided the ion current is stationary. However, stability of this average becomes

unclear if slow trends develop in Icum(tobs) data as tobs increases. So, I l im(tobs) becomes useful,

since this represents the temporal evolution of the arithmetic average of instant charge, Q(t′), up

to tobs. Consequently, if the current is stationary, we would expect I l im(tobs) to converge towards

some expected mean value (limiting current), that should also match Ī([t0, tobs]), as tobs →+∞ in

the steady-state regime. Figs., 4.2 illustrate how I l im(tobs) looks like when computing ion current

data for the protein pore cWzaY373C at various applied voltages.
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4.2.3 Analysis of protein conformational stability

As mentioned in Sec., ??, monitoring stability of the peptide pore conformations is crucial to

know to what extent and how fast pores expand before reaching a stable conformation, which

affects the rate of ion transport observed, due to the influence of an applied constant electric field.

Here, we summarise some of the initial tests carried out to characterise protein conformational

changes.

Root-Mean-Square Displacement (RMSD) One of the most recurrent tests to check for

overall protein conformational stability is RMSD. This quantifies to what extent the overall

geometrical structure at time t, deviates from the initial one at some time t0(= 0, usually), by

looking at the standard deviation of the displacement between pairwise relative positions of all

atoms in the protein structure. Mathematically, this is expressed as

(4.8) RMSD(t, t0)=
√√√√ 1

N2

N∑
i=1

N∑
j=1

|ri j(t)−ri j(t0)|2

where, ri j(t) = ri(t)−r j(t) ; is the relative position of the i-th atom with respect to thej-th

atom, at positions ri and r j, respectively, at time t. Thus, conformational stability is usually

regarded as being characterised by an increasing RMSD profile that eventually reaches a plateau

for a stable protein.

Radius of gyration and moments of inertia RMSD provides some information about how

stable, the protein conformation is in time as a whole. However, this by definition hinders

anisotropic structural deformation if existent, moreover, RMSD neglects mass distribution. As an

initial attempt to reveal any anisotropy in the mass distribution of the protein, we compute the

corresponding moments of inertia from the distribution of Cα-atoms of the protein, about every

coordinate axis, X = x, y, z, given by

(4.9) IX =
N∑

i=1
mi

(
r2

i − [ri · êX ]2)
assuming all atomic positions ri(t), measured from the centre of mass of the protein at some

time t > 0; where êX are the unit vectors of the respective cartesian axes. However, to give a more

intuitive idea as to how mass concentrates around one particular axis, we look at the radius of

gyration, Rg,X , about some X-axis, defined by the relation

(4.10) Rg,X =
√

IX /M
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where, M is the total mass of the set of atoms, i.e., M = ∑N
i=1 mi. Since IX = MR2

g,X corre-

sponds to the moment of inertia of a ring of mass M and radius Rg,X , the latter gives us an

estimate of how far the mass is concentrated relative to the axis X , or the compactness of the

structure about some specific axis X . Thus, the total radius of gyration, Rg, defined by

(4.11) R2
g =

1
2

(R2
g,x +R2

g,y +R2
g,z)

is similarly regarded, as an overall estimate of the compactness of folding of a protein [? ].

Hence, the temporal evolution of either Rg,X (t) or Rg(t), may provide us additional information

about any anisotropic axis-specific or general change of protein mass distribution, respectively.

Minimum Radius and Length As a final test, we also looked at the temporal evolution of

the pore length, `pore(t), and the minimum radius, Rmin(t), of the pore interior, to have a more

intuitive (but perhaps less precise) view of how the pore structure elongates and contracts as the

protein evolves in conformation while sitting in the membrane. Calculations of `pore and Rmin,

from crystal structures, have been found both to linearly correlate with experimentally deter-

mined values of conductance for various membrane protein channels. So, it is worth considering

the evolution of these two observables, also as a proxy to how pore conductance can change in

time.

On the one hand, `pore is simply estimated by

(4.12) `pore = max(zCα)−min(zCα)

where zCα = {z1, z2, · · · , zNCα
}, is the set of Z-coordinates of all Cα-atoms in the protein struc-

ture. On the other hand, Rmin is calculated as the minimum radius of the pore inner surface;

which is approximated as the outer surface of a series of equally spaced, overlapping spheres that

fit within the pore, along a pathway that crosses the pore from the entrance to exit [98].

4.3 Artefacts in Simulation of Ion Current

4.3.1 Pressure Control and External Field Interaction

It has been mentioned previously that artificial heating or spurious dynamics is produced in

membrane protein simulations whenever an external electric field coexists with pressure control.

Known attempts of simulation of ion permeation are generally done under constant volume

conditions (NVT-ensemble), although it is not clear what the effect of this artefact is on the

observed dynamics [2, 100]. However, observational evidence from an independent run of MD

simulation of α-hemolysin shows that while keeping pressure control at +1.2 and +0.6[V ] , the

simulation cell elongates along the direction of the applied electric field, leading to uncontrolled

deformation of the central cell, after 20 ns. This was avoided by simply keeping the cell volume

constant, as suggested early.
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Figure 4.3: Picture taken from [36], shows a schematic representation of how the total electric
potential across a membrane electrolyte system is made of the addition of the externally applied
potential, generating a constant electric field Eapp, plus a reaction potential that is the resultant
potential due to all charged particles in the system. Note how when the electrostatics is correctly
reproduced [36], away from the membrane the resulting potential remains constant. Note that
the hight of the drop of the resulting potential corresponds to ∆V0 = LzEapp.

4.3.2 Solvent Relaxation

Setting up initial conditions of the electrolyte medium before simulation and measurement of

ion flux is a crucial but sometimes neglected step affecting the simulation of membrane pores

[36, 87]. This stage is key to produce dynamics that can correctly reproduce i) electrostatics

throughout the simulated system and ii) ion flux, both in a close to a steady or relaxed state.

Evidence suggests that failure to achieve this solvent relaxed state, can lead to artificially large

ion current across a simulated pore in comparison to experimental estimates. Thus, we discuss

what is necessary to avoid some of these artefacts affecting solvent relaxation.

Electrostatics is vital in driving permeation of ions across membrane pores, then a mis-

representation of it in simulations is expected to lead to unphysical dynamics. In particular,

when introducing an external field in simulations, finite-size effects can be easily overlooked.

Previous MD assays of solid carbon pores (20Å diameter and thickness) with varying cell size

(Lz = 8and16 nm) in the direction of the electric field (Ez =−∆V0/Lz), provide evidence that in

small cells, larger ionic current can be measured in comparison to large ones; as large as 1.3 times

at ∆V0 =+1V , despite the current being steady. Further analysis showed that a reduction in the

effective friction upon permeant ion is observed for the small cell system, then enhancing ion

current [36]. Theoretical studies argue that since ions and water are mobile, these experience a

rearrangement in response to the external field to avoid charge imbalance in the bulk region, that
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might lead to prohibitively large energies. This rearrangement generates a reaction electric field

that cancels out the external one, hence leading to a drop to zero of the total electric field away

from the membrane, characterised by a flat total average electrostatic potential near the cell

ends, with a voltage difference approximating the target value ∆V0 (See Fig., 4). Thus, the main

drop in the total electric potential takes places in the vicinity of the membrane, as a consequence

of a slight charge imbalance away from the bulk [36, 87]. If a small simulation cell is used, these

crucial features of the electrostatics will be not reproduced. Evidence from cWzaY373C, clearly

shows that for a cell of length Lz ≈ 7nm, the total electric field at the cell ends, does not drop

to zero, moreover large fluctuations of the total electric potential are observed too. Fortunately,

this issue is easily solved by setting up a cell with larger Lz, but at the expense of increasing

water and ions on both sides of the membrane 4.3, shows a comparison of how the total average

electrostatics look like for different values of Lz, after 5 ns of simulation, to allow the electrostat-

ics to reach a relaxed state. So, electrostatics require the potential to relax and being correctly

reproduced away from the membrane, before considering any ion flux measurement to determine

reliable pore conductance (Section 4.3).

Yet, ion flux generally reaches stationary state after several nanoseconds of simulation, hence

requiring large computational time. Tests show that if simulating ion permeation across the

cWza-Y373C channel, longer than 150 ns of dynamics are needed to get steady ion current at low

voltages within the physiological range, i.e., |V0| < +0.2V , despite electrostatics being correctly

reproduced with the right cell size; see Figure 4.6. Previously, use of large target voltages (>+1.2

V) has been proven to accelerate ion flux relaxation in membrane pore simulation, so that once

steady ionic flux is reached in a few of nanoseconds (/ 5 ns, i.e., 30 times shorter), the applied

voltage can be suddenly lowered to a desired target value, |V0| < +1.2 V, correspondingly producing

a lower ionic flux, but that similarly reaches steadiness in a few nanoseconds of dynamics.

Pioneering MD studies of natural protein pores, α-hemolysin and mechano-sensitive channel

of small conductance (MscS), show that this practical mean to accelerate solvent relaxation,

can lead to conductance results of the order of experimental estimates, alongside qualitative

observations of rectified and selective behaviours [2, 100].
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Figure 4.4: Top: Total electrostatic potential curves as a function of z-coordinate averaged over
MD trajectories of two simulations of cWzaY373C in membrane with different cell lengths, Lz ≈ 7
(red) and 16 nm (blue). Bottom: Plane XZ of small simulation cell; membrane was excluded to
allow visibility of the protein. For both systems, motion of cWzaY373C atoms was limited by
restraints, hence pore dimensions remained practically constant. Also, a hyper-voltage voltage
has been applied, +1.2V , to ensure ion current reaches the steady-state quickly.
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Figure 4.5: Test results showing the difference in the amount of permeation events for a small
and a large cell system. Other sources contributing to ion current variability, were suppressed.

4.3.2.1 Finite-size effects on ion flux: Small box vs. Large box

To test to what extent finite-size effects can solely affect ion current calculations for cell lengths

of Lz = 80 and 160Å, we carried out 5 ns of MD, while position restraining atomic coordinates

of cWzaY373C; to avoid variability of the measured current due to conformational instability,

and at an applied hyper-voltage of+1.2V ; to accelerate ion current stationarity which might

also introduce variability in ion current calculations. Potential profiles for both cells (Fig., 4.4,

Top) averaged over the last 1ns of dynamics seem stationary, with the profile of the small

system satisfying potential relaxation conditions (Eqs., 4.3 and 4.4). Nevertheless, cumulative

ion currents show significant differences, as shown in Figure 4.5

Note that the number of permeation events per ion species for the small cell system increase

between 3 and 4-fold in comparison to the large cell system. Implying approximate conductances

of 7.38nS and 3.7nS, respectively. Although both, deviate respectively 7 and 5-fold from the

experimental estimate of cWzaY373C (0.75±0.04nS), it is clear that a small cell size leads to

larger artificial current.
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Figure 4.6: Limiting behaviour of the conductance as the ion current attempts to reach steadiness
at initially applied low and medium-large voltages.

4.3.2.2 Slow relaxation of ion flux

To find out how slowly relaxation of the solvent was reached if starting dynamics at low applied

voltages, ∆V0 =−0.1 and −0.6V , we carried out 150 ns of MD while position restraining atomic

coordinates of cWzaY373C; to avoid variability of the measured current due to conformational

instability. To show more clearly how conductance estimation is affected by slow relaxation, we

computed a limiting conductance, G l im, defined by simply dividing the limiting current (Eq., 4.7)

by the corresponding applied voltage, i.e., G l im = |I l im|/|∆V0|. Results are shown in Figure 4.6.

Note how large fluctuations in the conductance are observed at low voltage, −0.1V , with the

G l im clearly not steady, reaching a final value of ≈ 3.7nS, which deviates nearly 2.5-fold from the

value found using accelerated solvent relaxation by hyper-voltages, i.e, GPRMD ≈ 1.5nS. Moreover,

the final G l im(−0.1V ) is even larger than at G l im(−0.6V )≈ 2.8nS. Although G l im(−0.6V ) still

deviates 1.9-fold from GPRMD , it is clear that large fluctuations are at least suppressed after

nearly 25 ns of dynamics, showing a decreasing but steady decrease. Hence, it is clear how ion

current relaxation can be a slow process if starting from low applied voltages, in comparison to

initiation with hyper-voltages for which steadiness is reached in less than 10 ns. See Fig., 4.2 for

comparison.
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4.3.3 Protein assembly instability

In addition to solvent relaxation, a further instability affecting reliable conductance determination

arises from the fact that when protein motion is unrestrained, its structure undergoes an

expansion while sitting in the membrane. So, if no stationary flux is reached while the pore

expands monotonically - with the pore size becoming eventually stable, once stationarity is

reached, an ion current increment is observed. For instance, cWzaY373C simulation at hyper-

voltage +1.2 V , results in unstable pore expansion throughout 25 ns of dynamics. Then, if taking

the final state of this simulation as the initial state of another at lower voltage - as done to

accelerate solvent relaxation (SEC), then conductance will increase because of the increased pore

size. But, if dynamics was initiated at a lower voltage from the beginning, then avoiding unstable

expansion at +1.2 V, the pore conductance will be lower as a consequence of a narrower pore

structure (Appendix 5.2.3).

As mentioned before, protein conformation plays a key role in measurements of ion flux,

since pore expansion may lead to larger conductance estimates. This is evident in Fig., 4.13 in

the Results section of cWzaY373C, for which after removing restraints on protein atoms, I-V

data reveal ≈ 1.5-fold increase in calculated ion current ( for |∆V0| ≤ 0.2 V), in comparison to

protein-restrained results. Thus, over a 25 ns period of unrestrained MD, assessment of the

overall protein conformational stability was first performed by RMSD (Eq., 4.8) and then by

analysis of the radius of gyration, Rg,X , relative to each cartesian coordinate axis (Eq., 4.10).

RMSD results in Fig., 4.3.3(Top) expose, on the one hand, that an overall expansion of the

protein geometry takes places as a voltage is applied, with results for target voltages |∆V0| < 1.2

V fluctuating the least. At hyper-voltages a notorious overall expansion is observed, but at

+1.2V the largest. RMSD trends of the cWzaY373C-restrained, at some applied voltage, and

unrestrained MD without applied voltage were also computed as comparison controls. These

results show that at low voltages overall expansion does not greatly differ from intrinsic pore

expansion (at 0V), but at hyper-voltages, the structure suddenly responds to the applied field.

A more refined analysis by Rg,X , revealed the slow expansion of the cWzaY373C structure

around the Z-axis, with the most pronounced at hyper-voltage -1.2 V than any other voltage.

Results for the remaining axes, characterised by R2
g,y −R2

g,x, showed fluctuating trends with no

clear increase. See Fig., 4.3.3 (Bottom).

Finally, given the notorious difference in results at hyper-voltages, we examined MD trajecto-

ries of protein atoms visually to observe the extent of the pore expansion. In Fig., 4.7, we show

the final snapshots (at 25 ns) of unrestrained MD at +1.2 V (Top) and -1.2 V (Bottom). These

make evident that at +1.2V the structure of cWzaY373C expands as peptide atoms are pulled

away from each other with a degraded helicity, by contrast to the starting structure (at 0 ns);

in grey in the background. By contrast, at -1.2 V, expansion seems marginal. Final minimum

diameters increased from ≈ 12Å (0 ns) to ≈ 20 and 14Å (at 25ns), respectively. Lengths monitored

in time also showed slowly increasing trends, but highly fluctuating between 48 and 58 Å, even
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for low voltages and in the absence of it, except when position-restrained atomic coordinates.

This issue nonetheless is easily prevented just by restraining the motion of heavy atoms of the

protein. Later on, we will introduce specific indications as to how to implement restraints with

care at different simulation stages. Also, although we cannot guarantee whether a significant

number of ion permeation events can be observed through the narrowest pores - CCTM and aHL-

CC. We will follow this approach provisionally to test this initial idea suggested from cWzaY373C

simulations.
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Figure 4.7: Bottom View of the end structures (t = 25 ns) of (Un-Restrained) MD simulated
cWza-Y373C channel under applied voltage conditions at +1.2 V (Top) and −1.2 V (Bottom),
highlighting with positively (Blue tones) and negatively (Red and Orange) charged residues
as VdW spheres. The atoms of the starting structure (t = 0 ns) are shown as white spheres
overlapping the coloured ones of the end structure for comparison; structures were backbone
aligned using VMD.
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Figure 4.8: Temporal evolution of the Backbone-RMSD of the cWza-Y373C channel from all 25-ns
MD simulations with applied target voltages; after flux relaxation (PRMD phase). Data from the PRMD
phase (25-ns long) with +0.2 V and from a simulation without applied voltage (0 V) are featured for
comparison. Note that the largest fluctuations in RMSD data happen at hyper-voltage values (±1.2 V);
from which structural instability was suspected. See Figure 4.7. All Backbone-RMSD values at time t > 0
were calculated with respect to the starting structure (t = 0 ns).

Figure 4.9: Temporal evolution of the acylindricity (λ2
y −λ2

x) - which becomes zero for cylindrically
symmetric distribution of particles; and the Backbone Radius-of-gyration Z-component (λz); where λx(y) is
the X(Y)-component. Note that for ±1.2 and −0.6 V, λz indicates that particles increasingly spread over
the XY plane by the end of every simulation. 95
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4.4 Benchmarking

To ensure the reliability of all the above-described ideas and methods, we benchmarked our

MD simulation protocol and data analysis code, against systems for which experimental and

MD simulation data are well known. Benchmark systems in our work included: 1) Bulk KCl

electrolyte and 2) the α-hemolysin protein pore. In summary, we tested implementation of

specific methodologies such as i) ion current calculation and ii) electric potential maps and profile

(Subsection 4.2.1), in addition to assumptions such as iii) coexistence of pressure control and

external fields, iv) accelerated solvent relaxation through high voltages (Section 4.3), as well as v)

the influence of the water and force field choices in our simulations. Correction and calibration of

our simulation procedure were carried out to some extent through this useful exercise. Testing of

our MD simulation procedure is key to ensure the reliability of its results. Thus, we validated our

current protocol against two well-known systems in simulations: KCl electrolyte system and the

α-hemolysin protein pore [2]. Details of our simulations are found below, whereas test with these

are justified and their results summarised in following sections.

KCl electrolyte Using GROMACS, we first set up a cubic box of pre-equilibrated water

(SPC, TIP3P, TIP4P, and TIP5P models) of equal length L = 74Å, with a predefined force field

(CHARMM27 and OPLS-AA). Next, replaced water with K and Cl ions at neutral 1M concentra-

tion, then energy minimised (2000 steps) and equilibrated the mixture at 310 K (Nosé-Hoover)

and 1 bar (Parrinello-Rahman) for 5 ns. After this, we started production of dynamics for 30 ns,

restarting velocities, at different applied voltages ∆V0(=−E0 ×L > 0) along the Z-axis, restarting

velocities, with the final simulation state of equilibration being the initial stage of production.

α-hemolysin We first downloaded GROMACS MD data for an equilibrated α-hemolysin protein

already embedded in DPPC bilayer, from the Memprot Database [101]. Given the pre-existent

conditions of the system, we had to remove and resolvate the system, with 1M KCl electrolyte,

using SPC water model. Plus, topologies were modified to enforce OPLS-AA and Berger force

fields. α-hemolysing and lipid coordinates were not modified to preserve protein embedding.

Next, the newly setup system was energy minimised (40,000 steps) and equilibrated at 310

K(Nosé-Hoover) and 1 bar (Parrinello-Rahman) for 5 ns. After this, we started MD production

without applied voltage at fixed volume (NVT-ensemble) for 5 ns, restarting velocities, to verify

that the protein remained perfectly embedded. Finally, production was continued at applied

voltages ∆V0= +1.2 and 0.6V , with the field perpendicular to the bilayer plane, for 20 ns, but

with the final state at +1.2V being the initial one at +0.6V .

Correctness of ion current calculations

To test reliability of our Python (Version 2.7.10) coded implementation of instant charge cal-

culation -apart from code inspection, Q(t+∆t) = ∆t
d

∑
channel qi żi(t+∆t) (Eq., 4.5), and related
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Figure 4.10: Conductivity values obtained from ion-currents across slabs of variable thickness
(d) along the Z-axis and centred in the middle of the box of simulated 1 M K-Cl electrolyte. For
comparison, ion currents were estimated via two different methods: 1) based on the average
Z-velocities of the ions within a slab ( ), or 2) based on the rate of discrete ion crossings
through the slab’s faces in Z (�), over the course of the simulation. The direction of the applied
voltage difference (∆V = +200 mV) was parallel to the Z-axis, and the Z-axis length of the
simulation box (Lz = 7.33 nm), as well as the water-model/force-field choice - TIP4P/OPLS-AA,
were fixed. Overall, no difference was observed between estimated values form both methods,
and conductivity estimates were always very close to the one of the whole box (�), even for slabs
with < 1 nm of thickness.

equations to estimate conductance, we first used our electrolyte MD trajectories, introduced

above, to compute: i) bulk conductivity κbulk of a sufficiently large fixed volume, and ii) bulk

conductivity κbulk of a slab of variable thickness.

Recall that the bulk conductance, Gbulk, of a rectangular volume of electrolyte of length,

`, and cross-sectional area, a, can be calculated as Gbulk = κbulk ×a/`. Then, from Ohm’s law,

I =Gbulk∆V0, for our MD simulations κbulk can be simply determined by

(4.13) κbulk =
I
∆V0

× a
`
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We first tested whether our code can produce a κbulk value close to the one observed previously

in simulations out of current-voltage data. Results produced a value of κbulk = 11.085 [nS/nm],

from our electrolyte simulations (OPLS, TIP4P water model) at voltages 0<∆V0 < 0.6V . This is

value compares to κMD = 12.3 [nS/nm], found in previous MD simulations, both being close to the

experimental κexptl = 11.0 [nS/nm] [2]).

The second tests how our code performs against another one; implementing ion crossing

counting to work out ionic current, given an identical task of computing κbulk at fixed voltage

(∆V0 = 0.2V ), for a slab section of variable thickness, d - in the Eq., for Q(t+∆t), of the electrolyte

simulation cell, i.e., 0< d ≤ L = 74Å. Thus, assuming that both codes and methods are correct,

results for κbulk are expected to coincide up to some extremely small thickness d. Plus, κbulk is

expected to be nearly constant, for a homogenous and isotropic electrolyte. Corrections to our

code where needed, to find matching results as shown in Fig., 4.10.

Effect of force field and water model choice on conductance

Ion-solvent and ion-pore interactions play a key role in transport. Thus, since these interactions

are generally parametrised differently given different water models and force field, as a first test

to assess the effect of our initial force field, OPLS-AA, and water model, SPC, choices on observed

ionic currents for cWzaY373C and other channels, we compared current-voltage data for different

combinations of force fields and water models, as mentioned earlier.

Results summarised in Fig., 4.11 show that average estimates of κsim (Eq., 4.13) roughly

range between 10 to16nS/nm, per force-field-water-model combination, leading to an average

percentage error of 17%, relative to κexptl . So, force field and water model choices do not account

for any increase in observed MD ion current greater than 17%, in comparison to experiments.

Although the above results suggest that ionic current calculations, and hence conductance,

are fairly sensitive to force field and water model choices, this suggestion might not be necessarily

extended to simulations with protein pores, where further ion-protein interaction takes place.

Next, we analysed ion flux data from α-hemolysin MD simulation, described early, which already

enforces our initial choice of force-field-water-model combination. Thus, after using our previously

benchmarked ion-current code, we found an average pore conductance of Gα−hemol ysin ≈ 1.4nS,

at ∆V0= +1.2 and 0.6V . This result is of the same order as previous estimates by other MD

studies for KCl electrolyte at 1M concentration, GMD ∼ 1nS [2, 17], as well as in comparison to

experimental estimates, Gexptl ∼ 1nS [66], under similar electrolyte conditions.

4.5 Simulation protocol

Next, we introduce a general simulation protocol, that puts into practice methodologies and

observations discussed in all previous sections. We formulate this in a general way at this stage of
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Figure 4.11: Current-Voltage curves from 1M K-Cl electrolyte simulations with different force-
fields and water-models combinations. All straight lines were least-square fitted to the simulation
data-points, with slopes corresponding to estimated conductivity values, κ. The experimen-
tally determined value of conductivity, κexptl = 11 nS/nm, is featured for comparison, alongside
a previously reported value from similar simulations by Aksimentiev and Schulten [2]. The
SPC/OPLS-AA water-model/force-field choice leads to a 20% error relative to κexptl .

our research, since we are interested in testing whether or not, we can apply a similar simulation

procedure to any synthetic protein pores of the types described in 4.6.1.

Setup Initial atomic coordinates in PDB format of each pore construct (Subsec., 4.6.1) were

provided by the Woolfson group. Every pore was embedded in a patch of POPC (1-palmitoyl-

2-oleoyl-sn-glycero-3-phosphocholine) bilayer of 128 lipids per leaflet; using the compression-

insertion-expansion protocol of g_membed of GROMACS [122]. The Hippo software-package

was used to set initial positioning and orientation of the protein in the bilayer via Monte Carlo

movements to avoid unfavourable energetics for the embedding process. Solvation of the protein-

lipid complex was done at 1M KCl electrolyte concentration with SPC water model, within

periodic (Lx, ×L y ×Lz) simulation cells with 12×12×7nm for cWzaY373C, and 12×12×11nm

for all CCTM and aHL-hybrid peptide pores. Peptides were parametrised with the OPLS-AA
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force field, while Berger parameters were employed for lipid-protein interaction [15]. To finalise

embedding, we equilibrated lipid-protein complexes for 5 ns, at 310 K (Nosé-Hoover Chain) and

1 atm (Parrinello-Rahman), applying harmonic-restraints on protein heavy-atom positions, i.e.,

non-hydrogens, and constraining bond-vibrations (P-LINCS).

Note that for this and any other subsequent stages of equilibration and simulation of dynamics,

integration was done with leap-frog algorithm, over a 2 fs timestep, while saving coordinates

every 10 ps.

Resolvation of simulation box To avoid finite-size effects on the total electric potential

(Section 4.3), by removing all previous and adding more water and ions at 1M KCl, we resized

every periodic simulation cell to new dimensions of 12×12×16nm for cWzaY373C and 12×12×
20nm for all CCTM and aHL-hybrid pores, while keeping the centre of mass of each bilayer

centred within the box. Newly solvated systems were energy minimised (40,000 steps), and

equilibrated again at 310 K and 1 atm for 5 ns, likewise keeping restraints and constraints on

protein and bonds.

Solvent relaxation First, to ensure equilibrated electric potential and steady ion flux con-

ditions (Section 4.3), we simulate dynamics of the system for 30 ns, at large applied voltages

of ±1.2V initially, and fixed volume (NVT-ensemble), while keeping the system at 310 K and

the protein restrained. Both, electric potential and ion flux should be monitored throughout

and in particular by the end of the 30 ns period, to verify relaxation according to procedures in

Subsection 4.2.1.

Once achieved solvent relaxation at ±1.2V , the last simulation state (coordinates and veloc-

ities) is taken as the common initial state of the subsequent simulation at low target voltages

(∆V0), i.e., take final state at +1.2V , as initial state of simulation at +∆V0 <+1.2V ; similarly at

−∆V0 >−1.2V . Thus, we produce another 30 ns of dynamics per target value ∆V0, without chang-

ing temperature, fixed volume, and protein restraining conditions. Again, electric potential and

ion flux relaxation should be monitored throughout and by the end of the simulation, hence, when

relaxed at the new target voltage ∆V0, the system should be ready for production of dynamics.

Production of dynamics So far, protein coordinates have been position restrained from the

start, keeping the narrowest possible protein conformation. Recall that early evidence suggested

that during solvent relaxation, protein peptides move apart in response to initially applied large

voltages (±1.2V ), and if not restrained the pore conformation is ultimately expanded, leading to

severely biased estimates of conductance. However, having followed the above-described stages,

now as both relaxed electric potential and steady ion flux behaviour are obtained, we can release

protein coordinates.

As the final stage of our simulation protocol, we remove protein position restraints, initiating

dynamics by taking the final state of the solvent-relaxed runs corresponding to each target
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voltage ∆V0 , with each new run being 25-30-ns long again; keeping the temperature (310K)

and fixed volume conditions. Unlike previous runs, were electric potential and ion flux were

monitored to ensure stationarity, we now also monitor protein conformational stability; using

RMSD (Equation 4.8) as a first test. Thus, after both solvent and protein conformation are

stationary, we then estimate the average ion current, Ī, by fitting data from Equation 4.6; plotting

this against the corresponding target voltage values ∆V0, to finally compare and characterise

simulated conductance.
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4.6 Results and Discussion

Here we introduce the results from the application of our simulation protocol, described in Section

4.5. But first, we describe the protein structures that we simulated employing this.

4.6.1 Structures of Simulated Peptide-Assembled Ion Channels

cWzaY373C: An engineered octameric α-helical barrel

cWzaY373C is made of eight α-helical peptides of 35 amino acid residues in length each (Figure

4.12, Top left ), and a net charged of +2e per peptide. The pore shows an hourglass-like shape

with its narrowest diameter φ ≈ 12Å, and a total length ≈ 45Å, with the most inner lining of

amino acids made of hydrophilic residues, with positively charged ones (2×Arg, His, and Lys)

distributed almost evenly at both ends of each peptide, unlike negatively charged residues (Glu

and Asp) which are mostly placed near the lower end (Figure 4.12, Middle left). By contrast,

the outer surface is lined with hydrophilic residues that allow the pore to sit in the membrane

environment (Figure 4.12, Bottom left). Further details about the computational construction of

the atomic coordinates of cWzaY373C can be found in Reference [64].

Coiled-coil Trans-Membrane (CCTM) Channels

Electrophysiology assays with synthesised de novo α-helical peptides by Woolfson group suggest

that -similarly to the cWza pore mutants- these new peptides can also insert themselves and

assemble to form open pores in the membrane and able to conduct ions. These synthetic pores are

thought to assemble in groups of 5 to 7 α-helical peptides with a net charge of +4e per peptide,

which are joint together forming a coiled-coil transmembrane (CCTM) structural pattern (Figure

4.12, Top central). In the absence of X-ray crystallography data, two computational constructs

-based on ongoing research by the Woolfson group- are tested first: CCTM-Pent-KLLW and CCTM-

Hept. The structures are respectively made of 5 and 7 peptides, featuring a common assembly

pattern of a hydrophilic (polar) cylindrical core (Figure 4.12, Middle central), concentrical to an

outer, cylindrical, hydrophobic shell, which at the upper end joins 4 consecutive positively-charged

(Lys) Lysine amino-acid residues lining the cylinder-like edge (Figure 4.12, Bottom central). Inner

diameters of CCTM-Pent-KLLW and CCTM-Hept are respectively, φ ≈ 3 and 6Å, and a total

length of ≈ 70Å.

Despite having atomic coordinates for only these two constructs, these are useful to comple-

ment MD simulation assays for narrower pores than the cWzaY373C. In natural narrow protein

channels such as Gramicidin-A, which has an internal diameter of φinternal ∼ 4−5Å, conduction

is not restricted by ion size like in wide pores, such as porins for which φinternal ∼ 10−20Å,

instead a more complex dynamics is observed as a consequence of a lower number ions and water

molecules fitting in the pore interior [41].
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α-Hemolysin Coiled-Coil (aHL-CC) Hybrid Channels

Based on similar experimental efforts for cWza mutants and CCTM pores, the Woolfson group

has also worked on the construction of hybrid pores. Hybrid peptides are made out of individual

β-strands which are linked to de novo water-soluble α-helices through engineered amino acid

linkers. The association of multiple peptides are thought to lead to an assembly pattern like

in Figure 4.12(Top right), where a β and a α-helical barrel are shown in yellow and purple,

respectively, should correspond to the membrane and solvent-exposed parts of the designed

hybrid pores.

Among all the possible experimental hybrid pores, we currently restrict our research to two

particular designs: aHL-CCHex2 and aHL-CCHept, thought to be made of 6 and 7 peptides

respectively, with a net charge of +e per peptide. Present computational structures of these pores

by the Woolfson group are based on artificial combinations of X-ray crystallography data from

α-hemolysin β-strands (PDB id: 7AHL) with α-helices of CCHex2 (PDB id: 4PN9) and CCHept

(PDB id: 4PNA)de novo proteins [105]. As shown in Figure 4.12 (Middle and Bottom, Right), the

membrane part of both constructs is made of a hydrophilic core, patchily covered by hydrophobic

residues in a cylindrical manner. The part exposed to the solvent has a hydrophobic core in

contrast; with unevenly hydrophilic residues covering its outer surface. Note that the outer

surface of the α -helical part is decorated by positive-negative charged pairs of Glu-Lys residues

(Glutamate and Lysin), with its upper and lower ends decorated with annular arrangements

of Lysin (Lys) and Arginine (Arg), positively-charged residues, respectively. Also, the β-part on

its lower edge has a ring of positive-negative residue pairs of Lys-Asp (Lysine and Aspartate)

(Figure 4.12), Bottom right). However, the α-helical component of aHL-CCHept is more densely

covered by hydrophilic residues than aHL-CCHex2. Minimum inner diameters of aHL-CCHex2

and aHL-CCHept are respectively, φ≈ 3 and 5Å, both with a membrane length ≈ 45Å, and a total

length ≈ 90Å. Note that the membrane thickness in our simulations is roughly 40Å at 310K.

4.6.2 Simulation of ion permeation: cWzaY373C pore

At all stages of MD simulation cWzaY373C with applied voltages, a number of the order of

100 to 1000 ion permeation events were observed. However, as mentioned in Section 4.3, artefacts

affecting reliable ion current calculations are removed in a sequential manner according to the

present version of our simulation protocol (Subsection 4.5). We introduce and discuss the sequence

of corrections to our average ion current values, Ī (Subsec., 4.2.2), at different target voltages,

∆V0, and for different simulation stages, to illustrate how the final conductance estimate, Gpred,

of cWzaY373C, compares for non-corrected stages and experimental observations; as condensed

in Figure 4.13. A series of observation are made:

• Initial set: Small simulation cell, non-relaxed solvent, and unrestrained protein, at low

voltage,
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Figure 4.12: Columns. Left: cWzaY373C barrel; Centre: CCTM-Hept pore; Right: aHL-CCHept. Rows.
Top: Secondary structure; Middle: Secondary structure, plus most internal lining of amino acids; Bottom:
internal and outer lining superimposed (all amino acids). Colours. Green: Hydrophilic; Gray: Hydrophobic;
Red and Blue: Negatively and Positively charged amino acid residues.
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Figure 4.13: Summary of current-voltage (I-V) curves for various stages of the MD simulation protocol
(Subsec., ??) applied of cWzaY373C in POPC membrane. Experimental I-V trend is also included for
comparison. Vertical dashed lines in red delimit the voltage interval, −0.2≤∆V0 ≤+0.2, for which linear
fitting was performed.

Since cWzaY373C is initially embedded in POPC, within a small simulation box. After

thermal equilibration, production of unrestrained dynamics for 30 ns, at low applied voltages,

(|∆V0| < 0.2[V ]), leads to average current calculations (green diamond data points, Figure 4.13)

that imply a conductance estimate of Gsetup ≈ 9.3nS, which massively deviates nearly 12 times

in comparison to the experimental estimate, Gexptl = 0.75±0.04nS, based on current-voltage

trends (magenta line). Solvent was found unrelaxed, as expected for a small simulation box and

at low voltages, in agreement with observation in Section 4.3.

• Intermediate set: Resolvated cell, position restrained (PR) protein, accelerated solvent

relaxation by hyper-voltages (±1.2V ),

Once resolvation of the simulation cell was done, starting with the the narrowest conformation

of cWzaY373C, at hyper-voltages and then lowering to target voltages (|∆V0| < 1.2V ), 30 ns of

protein-restrained dynamics produced average ion current values (black circle data points),

gathered after the solvent relaxed state was verified for each simulation after the first 10 ns

(See Figs., 4.4 and 4.2). Note that, although ∆V0 values extend beyond the experimental regime
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|∆V0| < 0.2[V ], we only linearly fit data points within this small interval (indicated by vertical

red dashed lines), since larger values cannot be compared against experimental data. So, the

estimated conductance for this stage is GPRMD ≈ 1.5 nS (black dashed line), that is 2-fold Gexptl .

Despite the proximity of this result to experimental estimates, we remark that since protein

coordinates are restrained throughout dynamics production, we need to quantify how pore

conformational expansion -as discussed in Section 4.3- may change conductance results.

• Final set: Resolvated cell, relaxed solvent, protein released from restraints

This final set of results (blue square data points) shows that despite having a large cell that

avoids finite-size effects and a relaxed solvent, after removing PR on cWzaY373C, pore expansion

accounts for a 1.7-fold increase of the estimated conductance in comparison to GPRMD , this is

GMD ≈ 2.5nS (blue dashed line), which represents a 3.3-fold deviation with respect to Gexptl .

It is striking to notice that in comparison to PR conditions, pore expansion is significantly

asymmetrical at large voltages (±1.2V ) after removing PR. Further inspection of MD trajectories

reveals that at +1.2V , lipid heads interact with charged groups of the pore, in such a way that

the asymmetric distribution of charges in the pore (See Figure 4.3.3), makes expansion more

pronounced at one end of the pore, as a number of salt bridges are formed between atoms in

the lipid head and charged groups in the protein. These results suggest that maybe protein

charge-residue distribution may affect the stability of the structure in simulations, at least at

large voltages, which might not be necessarily observed at low voltages. This possibility will be

evaluated in the future.

Despite the deviation of our final conductance result, GMD , for cWzaY373C, future reports

will address whether it is possible to work out further corrections or effects not yet considered

in our present protocol that may affect conductance predictions. Also, future MD assays with

cWza mutants -for which also experimental work is in progress by the Woolfson group- will be

necessary to test whether this 3.3-fold deviation with respect to experiments, actually consistently

overestimates the conductance for other channels.
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4.6.3 Simulation of ion permeation: CCTM pores

Following a similar procedure to cWzaY373C, we simulated dynamics of both CCTM-Pent-KLLW

and CCTM-Hept constructs, at high voltages ±1.2V , while keeping positions of their atoms

restrained for 25 ns of dynamics. Here, we summarise preliminary results for this simulation

stage for “one single simulation” per voltage value. Detailed analysis of these will be performed

later as well.

Unlike cWzaY373C, analysis of the trajectories did not reveal any observable permeations

across CCTM-Pent-KLLW throughout the 25 ns interval at ±1.2V . In contrast, results of CCTM-

Hept at both ±1.2V , show that observed ion permeation is the outcome of a process, which in its

simplest form, requires that:

• Initially, a salt bridge between a K+ and a Cl− ion forms. The resulting dipole is aligned in

the direction of the external electric field. Figure 4.14(I) shows the case at −1.2V , with the

electric field pointing vertically upwards and the dipole aligned in its directions.

• When the dipole is near the lower channel end, with the Cl− ion close to the end and the

K+ ion on top, an external K+ ion from the bulk approaches the lower end of the channel,

gets attracted to the Cl− ion and then forms another salt bridge with the Cl−of the dipole

(Figure 4.14, II).

• Subsequently, the dipole becomes unstable owing to mutual repulsion between K+ ions.

Once the top K+ ion is weakly attracted to the central Cl− ion, water molecules cage and

separate the K+ ion. Then, this K+ moves upwards towards the upper channel end, away

from the remaining ions, but without permeating. Now, the Cl− ion and the previously

recruited K+, form a single dipole pointing downwards, placed at the lower end of the

channel and pointing in opposite direction to the external field (Figure 4.14, III).

• As a misaligned dipole creates an unfavourable energetic condition, the dipole flips to align

with the external field. And once alignment takes place, we end up with a situation like

at the beginning (Figure 4.14, fourth left-to-right). Then, a new K+ ion from the bulk is

recruited, destabilising the new dipole, once this happens the K+ ion previously left near

the upper channel end (shown in Figure 4.14, IV) is permeated shortly.

On the other hand, an additional assay of CCTM-Pent-KLLW at+2V of 5 ns of dynamics, shows

a scenario somewhat similar to the formation of ion salt-bridges, mediating permeation, but

without observed recruitment of bulk ions. However, this initial trajectory is too short to draw

any conclusion. We must acknowledge that the above-described permeation mechanisms while

seems to be dominant, other scenarios are also possible. For instance, two aligned dipoles can be

found simultaneously inside the channel. So, translocation of a K+ ion becomes a competitive

scenario between the two dipoles. Moreover, we should keep in mind that the current evidence is

merely based on one single simulation, and with the channel being position-restrained; this will
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require verification in future repetitions of the simulation, at same voltages, and also at lower

voltages closer to experiments. The effect of removing position restraining of the protein will be

addressed in the future as well.
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Figure 4.14: Series of snapshots of the single-dipole mediated gating mechanism found in PR-
simulation of CCTM-Hept at voltage −1.2 V. Key stages are presented: I) dipole formation, II)
dipole destabilisation by external K+, III) new dipole formation, and IV) dipole alignment. Water
molecules and lipids were removed for clarity, also CCTM-Hept ribbon representation was made
the thinnest possible to allow visibility of ions within the pore. Effective ionic radii of depicted
K+(pink) and Cl−(green) are 1.38 and 1.81Å.
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4.6.4 Simulation of ion permeation: aHL-CC hybrid pores

Now, we look at the outcome of simulating the aHL-hybrid constructs. Similarly to CCTM results,

here we only summarise results at high voltages of ±1.2V and under PR-protein conditions, for

25 ns of dynamics. Like CCTM, simulated trajectories revealed a poor number of permeation

events across the whole length of the channel, with one single ion crossing for the entire 25

ns period at +1.2V across aHL-CCHept, and none at −1.2V across the same channel, and for

aHL-CCHex2 at both ±1.2V .

Despite having “one single permeation” event, this gives us insight into what a possible

mechanism of permeation may take place across hybrid αβ-channels. A series of observations are

made:

• First, we note that in all present simulations of aHL-CCHex2 and aHL-CCHept, regardless

of the applied voltage, most of the time the interior of the α-helical part stays in a state of

vacuum or gas phase; expected due to the hydrophobic nature of its core as well as their

small diameter φ< 7Å [11]. By contrast, the membrane part remains filled with electrolyte

all the time (Figure 4.15, Top left).

• However, at +1.2[V ] across aHL-CCHept, the single permeation event of a Cl− ion reveals

that once this is inside the membrane part of the channel, to permeate across the α -helical

barrel this should first reach the water-vacuum interface, at about the hight of the linker

region. Then, at the interface, the ion becomes exposed to the vacuum so that this is

“pushed”, while pulling neighbouring water molecules with it, forming a “water jet” that

moves up and down. See Figure 4.15, Top right and Bottom left for a close-up.

• Eventually, as the ion is persistently moved upwards the vacuum region, the “water

jet” exceeds a critical hight after which the ion alongside a few water molecules detach

themselves from the water jet coming from the bottom (Figure 4.15, Bottom right). After

this, the ion and the water surrounding it, move towards the upper end of the hydrophobic

core of the α-barrel. Once there, the ion and its water shell incorporate to the electrolyte

bulk.

Further inspection of the MD trajectories reveals that as the permeant ion in the water jet

moves up and down in the hydrophobic region, accumulation of Cl−ions near the water-vacuum

interface takes place, while K+ ions accumulate at the upper end of the α-barrel. This suggests

that permeation may be the result of an electric potential gradient across the vacuum region, as

ions of opposite sign accumulate at opposite ends of it. Similarly, for aHL-CCHex2 at +1.2V , a

water jet is also observed, but without successful permeation.

When looking at the trajectories of aHL-CCHept at −1.2V , unlike the case at +1.2V , a rather

different scenario with no effective accumulation of ions of one species within the membrane

takes place. Instead, transport of Cl− ions towards the interior of the membrane is observed,
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which makes us suspect that the motion of Cl− should be due to the dominant local electric field

rather than to the externally applied one. Simulation of aHL-CCHex2 at −1.2V reveals a similar

behaviour.

Finally, closer look at all MD trajectories (both hybrid pores, at ±1.2V ) reveals permeation

of ions and water takes place on the side of the channel through the linker region. It is unclear

whether this is the consequence of either i) applying large voltages while PR the protein -and

hence not reproducible in both simulations at lower voltages and without PR and experiments at

±1.2V due to membrane breakdown- or ii) an artificial structural defect of the computational

design of the pore -since atomic coordinates were produced from combined crystallography data

(Sec., 4.6.1), which might not necessarily exist for the real pore structure.
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Figure 4.15: Series of snapshots of hydrophobic gating mechanism found in PR-simulation of
aHL-CCHept at hyper-voltage +1.2 V. Key stages are presented: I) hydrophobic core in gas phase,
II) formation of water jet containing Cl− permeant ion, III) close-up of water jet, with Cl−ion in
blue, and IV) breakdown of water jet and ion permeation. Lipids were removed for clarity, ribbon
representation of the protein was made the thinnest possible to allow visibility of ions and water
within the pore. Water molecules are shown with the Van der Walls representation; Oxygen (red),
Hydrogen (white). Effective ionic radii of depicted K+(pink) and Cl−(green) are 1.38 and 1.81Å.
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4.7 Conclusions

As main the main outcome, employing a model of the cWza-Y373C channel; known to be stable

in simulations, we defined an MD protocol to estimate a channel’s conductance by determining

the amount of ion flux that passes through it due to an applied voltage difference. The best-

estimated average conductance (2.5 nS) of this channel was 3.3- fold the experimental one

(0.75 nS); also nearly 2-fold with respect to HOLE (1.2 nS). Although not close enough to the

experimental value; in contrast to similarly reported calculations [2, 99], ion flux was found

stationary and conductance to be constant for tested voltages (<±200 mV), which was consistent

with observations from electrophysiology experiments with cWza-Y373C channels (Section 1.1).

Although similar calculations can be attempted with similar small peptide-assembled chan-

nels, issues limiting the accuracy of our conductance calculations per se must be considered.

Finite-size effects, slow current relaxation, and peptide-assembly instability due to peptide-lipid

binding were revealed as artefacts leading to ion current enhancement and non-stationarity.

These were tested and fixed respectively by 1) choosing an appropriate box simulation length in

the direction of the applied electric field; 2) using hyper-voltages (±1.2 V) to accelerate ion current

relaxation prior to target voltage values (<±200 mV), and 3) by position-restraining lipids for all

stages prior to simulations with target voltage values. Additionally, conductance estimates were

found to be subject to fluctuations too as a result of the imposed secondary structure (folding) of

residues narrowing the channel’s C-terminal entrance (Trp-374, Pro-375, Asn-376 - missing in the

structure of Wza); protocol variations, due to velocity generation between stages; and intrinsic

fluctuations among replicas, while keeping a fixed folding of terminal residues and a common

protocol.

Nevertheless, further assays with CCTM and aHL-CC hybrid channels revealed that for very

narrow channels, conductance calculations are limited due to a lack of permeation events as

a consequence of their size; even at extremely high-voltages (above ±1.2 V). Despite this, our

simulations were proven to be informative about the possible permeation mechanisms taking

place within such narrow channels, such as hydro-phobic gating [10]. Alternative techniques

such as coarse-grained MD simulations can be potentially employed to enhance ion permeation

[63]. Also, biased-sampling algorithms such as umbrella sampling [107], meta-dynamics [55], and

non-equilibrium pulling [45], are techniques that are likely to be used to enhance ion permeation

rates, as the movement of ions is forced to a pre-defined path along with a reaction coordinate.

These will be subject of future work though.
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cWza is a synthetic amino-acid sequence that is 35-residues long. This sequence was engineered,

via the redesign of the natural sequence of the outer-membrane part (Ala-345 to Asn-379) of

Wza; the polysaccharide exporter in E. coli. Peptides synthesised with the cWza sequence fold

as alpha-helices. Also, even when the cWza sequence is modified with punctual Cysteine (C)

mutations (aka, cWza Cys-mutant sequences) [64].

Single-channel recording experiments with these synthesised peptides have been already

conducted [64]. Peptides are typically released in a chamber with a planar lipid bilayer dividing an

electrolyte medium into two. Identical peptides with a cWza Cys-mutant sequence were reported

to be able to assemble in parallel and form hollow pores spanning lipid bilayer, hence allowing

ions to pass through, i.e., ion channels. For some channels (cWza, cWza-K375C, cWza-S355C

sequences), their individually measured electric currents transition alternately between low and

high conductance under the same applied voltage (+100mV). But channels made of peptides

where Tyrosines (Y-373) are replaced with Cysteines (C) - aka cWza-Y373C - display a single

conductance regardless of voltage (|∆V | < ±200 mV). A hypothesis is that the transition between

low and high conductance states of these channels is the result of a structural transition between

narrow and wide conformations. While for cWza-Y373C channels, a single conformation was

hypothesised [64]. However, experimental structural data to support these hypotheses remains

unavailable, which is often difficult to obtain for membrane proteins overall. Nevertheless, various

recent advancements have allowed computational methods to become a powerful alternative to

overcome this limitation [29].

In our research, we aimed to reveal via computation whether alternate conformations are

the mechanism explaining observed changes in conductance for some of the cWza Cys-mutant

channels. While for cWza-Y373C channels, whether a single conformation can only exist. Thus,
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we employed Peptide-Peptide Docking to predict three-dimensional structures of the cWza Cys-

mutant ion channels. Then, we examined whether cWza, cWza-K375C, and cWza-S355C predicted

structures could be classified according to narrow and wide conformation groups, as suggested

in experiments. While for cWza-Y373C structures, whether a single group of conformations

could be distinguished. Additionally, we studied the conductance of predicted structures to

distinguish their conductance states, and whether these could be associated with distinguishable

conformations. Finally, we developed a Molecular Dynamics simulation procedure to study ion

permeation in atomic detail, across small peptide-assembled channels under applied voltage

conditions; like in experiments for cWza Cys-mutant channels. The main conclusions of our

research are described below in further detail.

5.1 Classification of Conformations of cWza Cys-mutant Ion
Channels

After employing docking to obtain candidate structures of cWza Cys-mutant channels, we aimed

to find out whether narrow and wide structural conformations could be distinguished for predicted

cWza, cWza-K375C, and cWza-S355C channels. While for cWza-Y373C structures, whether a

single conformation existed.

Based on the minimum radius and the length of all-atom VdW radial profiles from predicted

structures, it was revealed that cWza, cWza-K375C, and cWza-S355C channels were likely

to fall within two separate groups, that we could relate to narrow and wide conformations.

While for cWza-Y373C channels, a single conformation group was only found. However, we

also validated this conformation classification under dynamic conditions. Thus, we performed

equilibrium Molecular Dynamics simulations (100 ns) of membrane-embedded structures sampled

from previously found docked conformations according to their sequence. By the end of every

simulation, the dimensions of every structure from the last snapshots (10 ns) were determined

according to a decomposition of their backbone radius of gyration around axes parallel and

perpendicular to the membrane plane. Again, structures with sequences cWza, cWza-K375C, and

cWza-S355C were found to fall within separate clusters according to the components of their

radius-of-gyration. While for cWza-Y373C channels, an overall single cluster was identified under

the same procedure.

Overall, our computational results are in good agreement with hypothesised conformations

from single-channel recording experiments. The combined outcomes before and after simulations

show the existence of narrow and wide conformational groups for cWza, cWza-K375C, and

cWza-S355C channels, while showing a single one for cWza-Y373C channels.

Additionally, Hydrogen-bonds and Knobs-Into-Holes were found to play an important role in

the differentiation of conformations of cWza Cys-mutant channels (Subsection 3.2.4), as these

interactions resulted to be linked to the cluster separation by the end of dynamic simulations
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(Subsection 3.3.4). Also, insight was gained into the inner surface properties within channel

structures, as well as how mutation of Tyrosines (Y) with Cysteines (C) in peptide sequences may

promote peptide-peptide interactions that are key to make alternate conformations to collapse to

a single one (Subsection 3.3.5).

Future research is needed to address some of the possible limitations of our current method-

ology. Accuracy of our conclusions could be enhanced by 1) an extended sampling of docking

parameters - regarding the selection of the peptide master unit for assembly or the symmetry

type; 2) use of alternate metrics from VdW radial profiles for classification of docked models -

e.g., the mean or the coefficient of variation of the profiles; 3) use of a lipid model matching

the composition of the bilayer in electrophysiology experiments, DPhPC - known to have an

increased stiffness in relation to POPC in experiments and simulations, hence possibly affecting

the dimensions of simulated structures [93, 117]; 4) by a systematic modelling of the secondary

structure (as α-helical, β-strand, or linear coil) of missing residues at C-terminal peptide ends

- Trp-377, Pro-378, and Asp-379; although these may be relevant for conductance estimation,

as they have a significant effect in ion permeation simulations, their absence in docked models

did not affect the stability of end conformations; and finally 5), fixed ionisation states were only

considered - this may limit the extent of our results, since Histidine was persistently found to

participate in peptide-peptide interactions. Histidine can be uncharged or positively charged, as

Histidine’s pKa1 values can easily be perturbed by its local environment [14]. Thus, Histidine

has been suggested to act as a molecular switch triggering large conformational changes in

protein complexes [38, 39, 109]. Calculations to determine the most probable ionisation state of

amino-acids like Histidine and others can be performed via available software that deals with

pKa calculations; see Reference [63] for a comprehensive list.

5.2 HOLE Cannot Distinguish Alternate Conformations for
Some cWza Cys-mutant Ion Channels

As a comparison, we employed the HOLE programme to find out whether this could also distin-

guish between narrow and wide structural conformations from predicted structures of the cWza,

cWza-K375C, and cWza-S355C channels. And similarly, whether a single conformation was only

found for cWza-Y373C structures. HOLE is a widely used programme for numerical conductance

and pore geometry estimation of ion channels provided a three-dimensional structure [96, 98].

For all predicted structures, we used the HOLE programme to estimate their conductance

values. Their pore dimensions were determined too, as the mean-radius and the length of their

HOLE solvent-accessible radial profiles. Thus, cWza channels were found likely to fall within two

separate groups of low and high average HOLE conductance. These groups respectively matched

1It is the equilibrium constant for acid dissociation - when hydrogens bind or unbind to a molecule, e.g., an
amino-acid.
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two groups with narrow and wide mean-radii, but with a common average length. While for

cWza-Y373C structures, a single high-probability group of conductance matched structures with

a common mean-radius and length, on average.

However, cWza-K375C and cWza-S355C structures showed mixed results. cWza-K375C pore

dimensions displayed a similar split into narrow and wide mean-radii, with a common length,

but with poor resolution of low and high HOLE conductances. While for cWza-S355C structures,

neither their HOLE conductance nor their mean-radii displayed a bimodal split that could be

resolved; only their length (Appendix E).

These results show that using the HOLE methodology to judge conformational separation is

limited, as seen in predicted structures of cWza Cys-mutant channels. We suspect this a result

from the over-smoothened HOLE radial profiles, which lose molecular detail, in contrast to our

previous results from VdW radial profiles. Similarly, its ability to resolve conductance states was

found limited. Perhaps, as a result of the intrinsic conductance estimation criteria employed by

HOLE.

Based on our results, the limitations of HOLE conductance and conformation predictions

should be considered before its application. The assumed linear correlation between experimental

conductance and HOLE estimated minimum radius does not hold for many channels (See

Subsection 2.4 of Reference [96]). Also, as cWza conductance estimates did not agree with the

experimentally determined ones (2-fold), neither their Low-to-High conductance ratios, future

research could address the issue of improving the HOLE methodology for conductance prediction.

5.3 Study of Ion Permeation with Molecular Detail Across
Small Peptide-Assembled Ion Channels

At present, for the cWza Cys-mutant channels, the details of how ions permeate across these are

simply absent via experiments; usually challenging to resolve. Knowledge of the ion permeation

mechanisms is crucial to better understand the structure-to-function relationship for small

peptide-assembled ion channels overall. Thus, we aimed to develop a procedure for Molecular

Dynamics simulations to observe with atomic resolution ions passing through small-peptide ion

channels, to identify channel-specific permeation mechanisms.

Based on previous work on Molecular Dynamics of ion channels [2, 100] and testing with

benchmark systems, we developed a procedure for MD simulation of ion permeation across

small peptide-assembled channels embedded in POPC lipid bilayer. Our procedure mainly deals

with the protein-bilayer-solvent set up before the simulation of unrestrained dynamics with

an applied target voltage (|V | ≤ ±200mV). Thus, artefacts affecting the rate of ion permeation

across channels and the structural stability of the embedded channels are minimised during the

simulation setup (Subsection 4.3).

We applied our procedure to a model of the cWza-Y373C ion channel, found stable in an MD
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simulation (200 ns) without applied voltage (∆V = 0 mV) [64]. In our simulations (30 ns) we

applied voltage (|V | ≤ ±200mV). Thus, ion flux through the cWza-Y373C channel was measured

and found stationary, for all applied voltages. While the channel’s structure remained stable

too (Subsection 4.6.2). As for the permeation mechanism, ion size was the limiting factor for

permeation, since the channel’s pore cavity was wide enough (≈ 6Å, minimum radius).

Using the same procedure, we simulated two Coiled-Coil Trans-Membrane (CCTM) channels

and two α-Hemolysin-Coiled-Coil (aHL-CC) hybrid channels. CCTM channels are assembled

from alpha-helical peptides with de novo (i.e., not observed in nature) amino-acid sequences.

While aHL-CC hybrid channels are made of peptides with one half of their sequence taken

from the membrane-spanning part of the natural α-hemolysin channel, linked to another half

corresponding to the sequence of a de novo water-soluble α-helical barrel. Models were built

and provided by members of the Woolfson group (University of Bristol); see Subsection 4.6.1.

MD trajectories (30 ns, ∆V =±1.2 V) revealed details of two different mechanisms driving ion

permeation through these two types of channels. For CCTM channels, ions permeated provided

the presence of a K-Cl dipole within the channel, that when aligned to the external field, was

found to facilitate permeation; we called this dipole-mediated permeation (Subsections 4.6.3).

While for aHL-CC hybrid channels, Cl ions were seen to selectively permeate through the

hydrophobic pore cavity of the part of the channel protruding the bilayer; aka hydrophobic

gating (Subsection 4.6.4). However, ion permeation events were scarce for all simulation. Overall,

our results provide atomic-level insight into different permeation mechanisms of simulated

peptide-assembled channels; simply unknown from single-channel recording experiments.

Further research will be needed to address issues found in the sampling of ion permeation

events. For the cWza-Y373C channel, ion flux measurements were found overestimated in

comparison to experiments (3.3-fold) [64]. The flux was sensitive to the secondary structure

of the last three C-terminal residues in all peptides, as these residues limit the dimensions of

the channel’s pore at one end (Appendix H). These residues are originally absent in the crystal

structure of Wza; used to build the cWza-Y373C model (Supplement, Reference [64]). Future

studies could focus on a systematic modelling procedure of these missing residues and their effects

in the measured in flux. Thus, simulations could be potentially used for conductance calculation

predictions. For CCTM and hybrid aHL-CC channels, poor observation of permeation events

was noticeable, even under high applied voltages (∆V = 1.2,2 V). The narrow pore dimensions of

CCTMs and the high hydrophobicity within the soluble pores of hybrid aHL-CCs, both pose large

energy barriers for permeation [11, 46]. Extended simulations could enhance permeation events,

however, this is computationally demanding. As an alternative, coarse-grained MD and enhanced

sampling techniques could be employed (Subsection 4.7). Also, the use of a lipid model matching

the one in experiments (DPhPc [28, 93]), the use of a more sophisticated force field choice (e.g.,

CHARMM36 [52, 90]), and prolonged simulations (beyond 30 ns), are common issues that may

require attention in future research.
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5.4 Implications For Membrane Protein Engineering and
Design

Here, we have focused only on synthetic barrel-like channels assembled from α-helical peptides

with cWza Cysteine-mutants sequences by the Woolfson group (University of Bristol) [64]. How-

ever, these are just one - although unique in its type - amongst many types of potential synthetic

channels made of membrane-spanning α-helices, with either sequences engineered from natural

ones via mutation (redesign) or designed sequences unseen in nature (de novo) [13, 33, 72, 94]

Consequently, provided further advances in structure prediction of synthetic ion channels,

our work fits in the immediate next step of providing insight into whether modelled structure

separate in conformation (Subsection 3.3.1), and if so, how these conformations relate to function;

here, conductive properties. Also, as a potential side application, our framework for analysis of

peptide-peptide interactions (Subsection 3.2.4), may be found useful to automatically identify

and classify residues involved in peptide-peptide packing with the advantage of integrating MD

simulation data, and hence, perhaps to identify sequences motifs involved in folding and assembly;

key to establishing sequence-to-structure relationships useful for de novo design [47, 115, 129].
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Figure A.1: Contour plots of all Probability Density Functions (PDFs) of VdW dimensions
(L,Rmin) determined from all generated docked models (unclassified), per cWza Cys-mutant
sequence. Red dots (·) indicate the position of the highest maxima of each PDF.
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Geometric Details of Single and Alternate Conformations

Extended geometric analysis of models from identified conformation groups for all

cWza Cys-mutant docked channels revealed the variable nature of structural differ-

ences for models within or between conformation groups. More precisely, cWza channel

conformations differed overall due to whole radial displacement of backbone units

and conformation of sidechains near terminal ends; cWza-K375C channel conforma-

tions differed overall due to conformation of Tyrosines (Y) sitting at the bottleneck of

channels; cWza-S355C channel conformations differed overall due to alternate peptide

backbone-backbone angles. Finally, single conformations of cWza-Y373C channels

showed alternate peptide backbone-backbone angles, however, sidechain conformations

seemed to compensate for this difference, resulting in channels with identical bottle-

neck radius, hence a single conformation is only seen. Also, cWza-Y373C channels

seem to have distinctively flatter inner surfaces in contrast to channels with other

sequences. See screenshots in Figure 3.6 for some illustration.

Results above showed that either single or alternate conformations with distinctive pore VdW-

dimensions (L,Rmin) were identifiable, however, fine details of their pore geometry were ignored.

Radial profiles condense a range of geometrical information of a pore, regarding displacement,

orientation, and arrangements of backbone and sidechain atoms distinguishing structures within

and between conformation groups. Moreover, this information can provide clues of how a channel

structure may change as it transitions between alternate conformations, as well as distinctions

in their internal surface properties.

Here, we introduce and discuss the most relevant results from the analysis of Euler angles

(Subsection 3.2.3.2); regarding the orientation of backbone units, and radial profiles (Subsection

3.2.3.3); regarding backbone and sidechain atomic displacements and positioning ,to have a more

accurate description of the distinctive geometry of single and alternate conformations of the cWza

Cys-mutant docked models. Also, we introduce an analysis regarding the geometry and identity

of residues sitting at the bottleneck of docked channels; from which inference about their internal

solvent-exposed surface properties can be drawn. All the data described and discussed below can

be found in the pages ahead of this section.

cWza : Euler angles (θ,ψ,φ)

Distributions for all Euler angles are unimodal. Hence, a preferential backbone orientation is

adopted by most docked models. So, no conformation separation can be related to backbone chain

orientation. Figure A.3.

cWza : Primitive radial profiles (z′,γprim)

The profile length (along Z-axis) distribution is unimodal, which is consistent with the fact that

there is a single preferential unit orientation. However, a clear dual conformational separation
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is observed for µ(Rprim), min(Rprim), and max(Rprim) (although with lower resolution between

modes), which is consistent with the idea that units separate in backbone conformation due to

radial displacement. σ and σ
µ

for Rprim show similar consistency.

cWza : VdW radial profiles (z′,γAA,V dW )

Although the length of the primitive profile is unimodal in distribution, this is unimodal for

the VdW profiles, hence, revealing that sidechain conformations of residues on both ends of the

peptide sequence change the pore length.

On the other hand, µ(RV dW ) is also bimodally distributed like µ(Rprim). σ(RV dW ) distribution

remains unimodal, but σ
µ

,min(RV dW ) turn unclear in its bimodality, so they tend to unimodal.

Hence, we can interpret that sidechain conformation compensates for any backbone radial

movement to reduce the width of the pore in its bottleneck. For max(RV dW ) a dual separation

can still be acknowledged, so sidechain conformation does not affect the pore width at the pore

ends as much as at the bottleneck.

cWza-K375C : Euler angles (θ,φ,ψ)

Like cWza docked models, these mutant models also show unimodal distributions for all

of their Euler angles, indicating that backbone peptide units have got a single preferential

orientation.

cWza-K375C : Primitive radial profiles (z,Rprim)

However, in contrast to cWza models, all radial metrics for primitive profiles show uni-

modal distributions, revealing that backbone radial displacement does not show a conformation

separation.

cWza-K375C : VdW radial profiles (z,RV dW )

Both lengths, from primitive and VdW radial profiles show unimodal distribution. Unlike

cWza, where sidechain conformation of residues on both ends affected the length of the models.

So, no variable sidechain conformation takes places at the end of the pore. Similarly, µ(RV dW )

does not show any conformation separation, given that backbone mean radial positions are

unimodally distributed. Likewise, max(RV dW ). However, σ, σ
µ

and min(RV dW ) show bimodality

of variable resolution, indicating a conformation separation. Clearly, for the latter, this indicates

that preferential conformations take place for the outermost residues exposed to the solvent. On

the other hand, σ
µ

reveals that dispersion in the VdW profiles is caused by sidechain conformation.

cWza-S355C : Euler angles (θ,φ,ψ)

Unlike cWza and cWza-K375C models, these mutants display bimodal distributions for all

Euler angles. So, a clear conformation separation is seen. So, this indicates that peptide backbone
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units open and close by tilting up and down, as well as narrowing and widening the angle between

neighbouring peptides, which also relates to how the peptide curvature faces the pore interior.

cWza-S355C : Primitive radial profiles (z,Rprim)

Bimodal distributions are displayed for both, lenght, µ(Rprim), and max(Rprim) which seems

to be related to the preferential peptide orientations. In contrast, σ, σ
µ

, and min(Rprim) show

unimodal distributions, but with wide dispersion though.

cWza-S355C : VdW radial profiles (z,RV dW )

Although for backbone unit lengths are bimodal, this is partly erased as sidechain confor-

mations are taken into account in VdW-profiles. A multimodal distribution is seen but with a

dominant length value. So, sidechain conformations on both ends compensate for preferential

unit orientations. For µ(RV dW ), although similarly bimodal to µ(Rprim), sidechain conformations

reduce the resolution (separation) between modes. On the other hand, dispersion for σ and σ
µ

of RV dW increases, in contrast to Rprim. Interestingly, bimodality arises for min(RV dW ) and

remains for max(RV dW ). So the effect of sidechain conformations seems to be more dramatic near

the bottleneck region than for the N-terminal one (very left of the profile).

cWza-Y373C : Euler angles (θ,φ,ψ)

All Euler angles show a degree of multimodality, however, a single dominant mode arises for

all angles. Three modes can be identified for the facing angle.

cWza-Y373C : Primitive radial profiles (z,Rprim)

Qualitatively, these profiles show consistency with the existence of three preferential facing

angles. However, the unit length is dominantly unimodal, so facing orientation does not affect

this. By contrast, the mean radius shows three modes, with two modes of comparable dominance.

So unit radial displacement is affected by the unit orientation, but not the length. σ, σ
µ

, and

min(Rprim) are unimodal only. min(Rprim) is unimodal, but with a wide dispersion.

cWza-Y373C : VdW radial profiles (z,RV dW )

A single pore length remains dominant, so sidechain conformation on the pore ends does

not lead to pore enlargement, perhaps due to sidechain constriction. Multimodality of µ(RV dW )

remains, although resolution between the two dominant peaks is reduced slightly, ie., peaks get

closer. σ remains unimodal. However, σ
µ

shows a dispersed peak, suggesting the presence of a new

mode, but with poor resolution. Thus, overall sidechain conformation leads to potential group

separation. min(RV dW ) remains with a dominant mode, with a higher dispersion in contrast

to its Rprim-version. However, sidechain conformation does not lead to effective conformation

separation. Neither for max(RV dW ).
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Figure A.2: Probability Density Functions (PDFs) for all Euler Angles (θ,ψ,ϕ) from all 1000
docked models (unclassified , i.e., without conformational classification) per cWza Cys-mutant
sequence. These data show how peptide backbones orient in space in relation to the Intrinsic
Frame of Reference of every peptide-assembly.
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Figure A.3: Probability Density Functions (PDFs) for all Euler Angles (θ,ψ,ϕ) from all classi-
fied (i.e., according to conformation. See Figure 3.6 in Subsection 3.3.1) docked models per cWza
Cys-mutant sequence.
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B.1 Atomic Details of Symmetry Breaking

To provide insight into symmetry breaking of docked channels we inspected the interface between

lipids and limit structures carefully. Thus, we found that positively charged residues Arg-349 and

Arg-352; near N-terminal peptide ends, and, Arg-372 and Lys-375; near C-terminal peptide ends,

formed salt bridges 1 with the partly negatively charged Oxygens of Phosphates in the heads of

the lipids surrounding embedded proteins, which seem to pull peptide units apart. See Figure

B.1. Moreover, salt-bridges were also found present from early stages of the dynamics, that is,

within the first 10 ns; and even be traced back to the end coordinates of PRMD.

It could be argued that observed lipid-peptide binding is an artefact of not including missing

C-terminal residues in modelled cWza Cys-mutant peptides; as terminal Tryptophans (Trp), for

instance, have been suggested to provide transmembrane α-helical peptides with anchoring to the

bilayer, hence promoting structural stability [95]; additionally, added residue may screen residues

from exposure to lipid heads. However, as suggested in simulation of with cWza Cys-mutant

docked structures with added missing C-terminal residues; Trp-377, Pro-378, and Asn-379, salt

bridge formation was still observed, moreover, structural fluctuations near terminal ends were

still persistently observed with a similar order of magnitude. Additionally, assays with restrained

charged residues near the end peptides in all chains showed that backbone structural fluctuations

per residue (RMSF) were reduced by these localised restraints, hence, reinforcing the idea that

peptides may be pulling assembling units apart. See RMSF data in Figure B.1.

In addition, it could also be argued that using a lipid model that matches the one employed in

1Salt-bridges were identified using the VMD Plugin Salt Bridges
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electrophysiology, DPhPC, might affect the observation of salt-bridges and possibly symmetry

disruption too, as DPhPC lipids lateral diffusion is reduced in bilayer phase, so that DPhPC

bilayers can be considered as stiffer than POPC bilayers [93] [117]. However, both experimental

DPhPC lipids and those employed in our simulations, POPC, share the same Phosphate groups,

hence also featuring a partly negatively charged Oxygen in the heads of lipids; a common feature

among Phosphatidylcholine (PC) lipids. So, this may imply that lipid-binding could still be

observed, however, this would require testing outside the scope of this work. Salt-bridge binding

of lipid head groups to Arg and Lys residues in transmembrane ion channels, has been previously

inferred in experiments and simulations of natural channels such as the voltage-gated channel

Kv1.2, the KscA potassium channel, and Cys-loop receptors. Also, lipid-peptide binding has been

suggested to be a key modulator of gating (opening-closing) of ion channels [85] [49].

Following the above, lipid-peptide binding in our simulations seems to be an intrinsic property

of the protein-membrane complex, rather than a simulation artefact. Thus, although we suspect

that simulation with a stiffer bilayer model such as DPhPC may lead to a less pronounced

symmetry breaking, provisionally, limit conformations were found to be steady, despite these

caveats, as it will be discussed in the Section B.2 of this Appendix. Hence, we conclude that docking

can effectively provide starting structures for URMD which converge to steady conformations

over time.

132



B.1. ATOMIC DETAILS OF SYMMETRY BREAKING

Figure B.1: Screenshots of the top-view of a cWza docked-structure embedded in lipid bilayer before
(Top) - at the end of PRMD stage - and after (Bottom) 100 ns of URMD. Yellow circles show the location
where salt-bridge binding between Lys-residues and lipi-head Oxygens occurred.
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B.2 Equilibration of Simulated Structures

In MD, equilibration refers to a state reached by the simulated system for which the magnitude

of observable variables does not vary in time. In particular, for simulated peptide-assemblies

their structures are said to be equilibrated by the end of a simulation if metrics describing their

geometry, X , do not change in time, usually indicated by the presence of a plateau in the temporal

evolution of X (t). In other words, when the rate-of-change of X is close enough to zero from some

observable time Tobs > 0 during the simulation, that is, dX (t)/dt −→ 0 for Tobs < t < Tsim. See

Figure B.3, Top Panel.

For a single MD simulation, structural equilibration can be simply judged from visualising

the evolution of X in time. However, when several simulations with different starting condition

types have to be compared, even taking a small sample of trajectories to visualise X can be

a time-consuming task, and possibly not representative. To deal with this challenge, we next

describe a proposed methodology based on metrics extracting geometrical features from the

time-series of any X observable. Thus, the task of judging the tendency towards equilibration for

a set of several MD trajectories can be facilitated via automation of this analysis.

Methodology

Time-series extraction Suppose that we have a set of N different MD trajectories of the

same time-length Tsim. Then, from each trajectory we first extract the evolution of a variable

of interest, say X . Hence, we extract the time-series Xn(t), with 0< t ≤ Tsim, for all simulations

n = 1,2, . . . , N. Then, we wonder whether most time-series Xn(t) have reached equilibration by

the end of their simulations (Tobs < t < Tsim).

Rate-of-change of time-series Once all Xn(t) time-series have been extracted, then deter-

mine their forward-difference, defined by Vn(t)= [Xn(t+δt)− Xn(t)] /δt. Assuming that all time-

series have identical time-resolution, then we can take δt = 1. Thus, the time-series can be

considered discrete, and Vn will be calculated from the difference values between consecutive

points Xn in time.

Smoothing of rate-of-change time-series As seen in Figure B.3 (Second, Top-to-Bottom),

the time-series V (t), is highly variable and with very small values, which as a result contribute

to the rugged appearance of the time-series. No clear trends can be usually observed. Thus, we

smoothed all time-series Vn(t) via a moving average of the series with a window of common size

w << Tobs that slides backwards in time. As illustrated in Figure B.3 (Third, Top-to-Bottom).

(B.1) V̄ n
w (t)= δt

w

∑
t′∈[t−w,t]

Vn(t′) with t ≤ Tsim
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The window size was set to w = 1 ns, for all analysed time-series. New smoothed time-series

are denoted as V̄ n
w (t), with n = 1,2, . . . , N.

Zero-crossing unitary time-series As seen in Figure B.3 (Third, Top-to-Bottom), the running-

average time-series V̄ n
w (t) are able to display trends in the rate-of-change of X . However, although

V̄w(t) values can be small, that is, close to zero, these can be mostly either positive or negative,

which is an indication that X has predominantly an increasing or decreasing trend, respectively.

As way to visualise this more clearly, we extract the unitary time-series of every V̄ n
w (t) series, with

n = 1,2, . . . , N, defined at every time-point as the time-series

(B.2)
V̄ n

w (t)
|V̄ n

w (t)| with t ≤ Tsim

for every trajectory n = 1,2, . . . , N. We assume that due to numerical variability of V̄ n
w (t) is

always different to zero. Thus, the unitary time-series only takes +1 or -1 values, which indicate

whether the smoothed series is above or below zero, respectively. See Figure B.3 (Bottom) for an

illustration.

Numerical indicators of equilibrium Ultimately, for every single time-series, Xn(t), we will

employ two metrics as indicators of equilibration. First, we define what we call the Effective

Average Rate, which we compute as

(B.3) γ(Xn)= 1
Tsim −Tobs

∫ Tsim

Tobs

V̄ n
w (t)

< max{|V̄ n
w (t)|}>N

dt

that in essence, represents the mean value of the smoothed rate-of-change V̄ n
w (t) within

the observation time-interval [Tobs,Tsim] for which we want to assess the tendency towards

equilibrium. Also, this is normalised by the average over all maximum-values, max{|V̄ n
w |}, of

all the smoothed-series V̄ n
w (t) from all simulations, n = 1,2, . . . , N, for the full simulation length

(0< t < Tsim).

Secondly, we define what we call the Effective Average Unit-Rate, which we compute as

(B.4) γ̂(Xn)= 1
Tsim −Tobs

∫ Tsim

Tobs

V̄ n
w (t)

|V̄ n
w (t)|dt

that, in essence, represents the average difference between the number of times the smoothed

series V̄ n
w (t) is above or below zero within the observation time-interval [Tobs,Tsim] for which we

want to assess the tendency towards equilibrium.

Thus, overall γ can gives an indication how close to zero the rate-of-change of X is, while γ̂

indicates whether this is also equally oscillating around zero within the time-interval [Tobs,Tsim],

which for an equilibrated time-series we would expect both of these values to get as close to zero

as possible, simultaneously.
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Equilibrium of a group of simulated structures Finally, once all the values γ(Xn) and

γ̂(Xn) are computed for every X time-series, with n = 1,2, . . . , N, we determine their respective

distributions, P(γ) and P(γ̂). Both distributions are useful since from their distance and symmetry

for their zero-mean values we can judge whether or not most of the N simulations tend to

equilibrium. Thus, the more centred at zero and symmetric P(γ) and P(γ̂) are, the more likely it

is that most simulated structures approximate towards equilibrium.

Application to simulations of docked structures

The above approach was applied to the temporal evolution of the radius-of-gyration components,

Rg,Z and Rg,XY , to assess whether simulated docked structures reached an equilibrated state

by the end of MD. See details of the simulation setup in Section 3.3.2. Thus, the analysis was

applied to simulations of structures from the same docked conformational-group (Section 3.3.1),

for all cWza Cys-mutants. Figures B.4, B.5, B.6, and B.7 show the corresponding distributions

of the Effective Average Rate (γ) and Effective Average Unit-Rate (γ̂), per Rg-component, at the

beginning (0-20 ns) and by the end (80-100 ns) of MD.

Overall, we see that there is a common trend in the distributions of all γ- and γ̂-values for

both Rg-components to move towards their zero-mean values (red, dotted-lines in plots) as we

compare data from the beginning (Top panels) and the end (Bottom panels) of MD. Also, the

development of a symmetric shape in these distributions is observed too. Hence, we conclude

from these trends that most simulated docked-structures tend towards an equilibrated state

within their simulated time (100 ns), as the rates of change of their Rg-components seem to

be close-to-zero and equally fluctuating around zero-rate-values. Interestingly though, we note

that P(γ) and P(γ̂) distributions for Rg,Z values seem to experience the major shift towards a

zero-mean when comparing beginning and end MD-data. This seems an indication that backbone

units of simulated structures tend to undergo faster and broader fluctuations parallel to the

bilayer plane, by contrast to distributions for Rg,XY . The latter may be also an indication that

most peptide-assemblies are firmly embedded to the bilayer, and hence fluctuations perpendicular

to the bilayer are slower and more restricted.

Further rigour may be needed to validate our proposed methodology in terms of the definition

of stationarity, within the broad field of Analysis of Time-Series. Nevertheless, our methodology

intended to match the intuitive judgement that most MD practitioners apply when assessing

whether an observable quantity X (t) in a simulation reaches equilibrium. Thus, the results

employing the geometrical features extracted the analysed signals according to our methodology

seem to indicate this is the case.
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Figure B.3: Different data-sets extracted from the raw time-series (Top) of an observable variable X
from an MD simulation. Top-to-Bottom: Raw data (X ), rate-of-change (V ), smoothed average of rate-of-
change (V̄w), and the unitary rate-of-change (V̄w/|V̄w|). The blue dotted-line (- -) indicates the time-interval
[Tobs,Tsim] were equilibration of X (t) is suspected to take place before the end-time of the simulation
(Tsim).
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Figure B.4: cWza: Normalised distributions of the dimensionless Effective Average Rate (γ) and Effective
Average Unit-Rate (γ̂), per Rg-component, at the beginning (Top panel) and by the end (Bottom panel)
of MD. Coloured distributions correspond to data extracted for simulation of docked-structures from the
same conformational-group of the mutant sequence.
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Figure B.5: cWza-K375C: Normalised distributions of the dimensionless Effective Average Rate (γ) and
Effective Average Unit-Rate (γ̂), per Rg-component, at the beginning (Top panel) and by the end (Bottom
panel) of MD. Coloured distributions correspond to data extracted for simulation of docked-structures from
the same conformational-group of the mutant sequence.
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Figure B.6: cWza-S355C: Normalised distributions of the dimensionless Effective Average Rate (γ) and
Effective Average Unit-Rate (γ̂), per Rg-component, at the beginning (Top panel) and by the end (Bottom
panel) of MD. Coloured distributions correspond to data extracted for simulation of docked-structures from
the same conformational-group of the mutant sequence.
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Figure B.7: cWza-Y373C: Normalised distributions of the dimensionless Effective Average Rate (γ) and
Effective Average Unit-Rate (γ̂), per Rg-component, at the beginning (Top panel) and by the end (Bottom
panel) of MD. Coloured distributions correspond to data extracted for simulation of docked-structures from
the same conformational-group of the mutant sequence.
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SIMULATIONS

B.3 Supplement of Analysis of Thermal
Structural-Fluctuations in Simulations

Here, we introduce the data first described in Subsection 3.3.2, regarding the analysis of the

strength of the fluctuations, S, for the Rg-components of cWza Cys-mutant docked structures by

the end of their MD simulation.
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Figure B.8: Top Panel: Transparent contour-plots show the extent of the variability of Rg,XY and Rg,Z
values for the last 20 ns of every individual MD simulations of docked structures. Red dots show the
mean-values of each Rg-component for the same time interval. Bottom Panel: Contour plots showing the
estimated Probability Density Functions per cWza Cys-mutant for the merged Rg-decomposition data
from all MD simulation trajectories (80-100 ns) of docked structures and all conformational-groups.
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SIMULATIONS

Figure B.9: Distribution of fluctuation-strength values (S) for all individual MD trajectories, 90-100 ns,
of docked structures per conformational group (Blue and Green histograms) and for merged data (Yellow
histograms) - regardless of conformational group. Red dotted-lines (- -) show the minimum inter-peak
distance for the peaks (i.e., maxima) in the PDFs of merged Rg-decomposition data in Figure B.8, Bottom
panels. Lines are absent for those maps where a single peak was only identified in the PDF of a mutant
sequence.
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APPENDIX C. EXTENDED INTERACTION ASSESSMENT DATA: H-BONDS AND KIHS

Figure C.1: Screenshots of atomic inter-chain interactions form a docked structure corresponding
to cWza: C0 conformation. H-bonds and KIHs
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Figure C.2: Screenshots of atomic inter-chain interactions form a docked structure corresponding
to cWza: C1. H-bonds and KIHs
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APPENDIX C. EXTENDED INTERACTION ASSESSMENT DATA: H-BONDS AND KIHS

Figure C.3: Screenshots of atomic inter-chain interactions form a docked structure corresponding
to cWza-K375C: C0
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Figure C.4: Screenshots of atomic inter-chain interactions form a docked structure corresponding
to cWza-K375C: C1, all KIHs
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APPENDIX C. EXTENDED INTERACTION ASSESSMENT DATA: H-BONDS AND KIHS

Figure C.5: Screenshots of atomic inter-chain interactions form a docked structure corresponding
to cWza-S355C: C0 and C1, H-bonds.

152



Figure C.6: Screenshots of atomic inter-chain interactions form a docked structure corresponding
to cWza-S355C: C0 and C1 conformations, KIHs.
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APPENDIX C. EXTENDED INTERACTION ASSESSMENT DATA: H-BONDS AND KIHS

Figure C.7: Screenshots of atomic inter-chain interactions form a docked structure corresponding
to cWza-Y373C. All H-bonds and all KIHs
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APPENDIX C. EXTENDED INTERACTION ASSESSMENT DATA: H-BONDS AND KIHS
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APPENDIX D. RADIUS OF GYRATION DATA BREAK-DOWN PER DOCKED CONFORMATION,
PER MODEL

Figure D.1: Each subplot features clusters of contour plots; each of them associated to a docked
channel according to a docked conformation, and cWza Cys-mutant peptide sequence (Subsection
3.3.1). Individual contour plots visualise the distribution of data (Gaussian Kernel Density
Estimation) from the radius-of-gyration decomposition of an individual protein structure from
all frames of the last 10 ns (out of 100 ns) of its Un-Restrained Molecular Dynamics (URMD)
trajectory. Thus, contour plots in Figure 3.8 (Subsection 3.3.2) are the overall contour plots
obtained from gathering all data-points of these contour plots, per docked conformation, per
sequence.
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Figure D.2: Same meaning as in Figure D.1, but for the first 10 ns (out of 100 ns) of URMD
trajectories.
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APPENDIX D. RADIUS OF GYRATION DATA BREAK-DOWN PER DOCKED CONFORMATION,
PER MODEL

Figure D.3: cWza channels: Breakdown of contour-plot clusters in Figure D.1, according to
identified Interaction Partition groups per docked conformation (Narrow/Wide) of models with
selected peptide sequence. See Figure 3.10. Top Panel, Narrow docked-conformation structures
(C0). Bottom, Wide docked-conformation structures (C1). Note: Contour plots in Figure 3.12 are
obtained from gathering all data-points of contour plots here, per docked interaction partition,
per docked conformation, per sequence. 166



Figure D.4: cWza-K375C channels: Breakdown of contour-plot clusters in Figure D.1, according
to identified Interaction Partition groups per docked conformation (Narrow/Wide) of models with
selected peptide sequence. See Figure 3.10. Top Panel, Narrow docked-conformation structures
(C0). Bottom, Wide docked-conformation structures (C1). Note: Contour plots in Figure 3.12 are
obtained from gathering all data-points of contour plots here, per docked interaction partition,
per docked conformation, per sequence. 167



APPENDIX D. RADIUS OF GYRATION DATA BREAK-DOWN PER DOCKED CONFORMATION,
PER MODEL

Figure D.5: cWza-S355C channels: Breakdown of contour-plot clusters in Figure D.1, according
to identified Interaction Partition groups per docked conformation (Narrow/Wide) of models with
selected peptide sequence. See Figure 3.10. Top Panel, Narrow docked-conformation structures
(C0). Bottom, Wide docked-conformation structures (C1). Note: Contour plots in Figure 3.12 are
obtained from gathering all data-points of contour plots here, per docked interaction partition,
per docked conformation, per sequence. 168



Figure D.6: cWza-Y373C channels: Breakdown of contour-plot cluster in Figure D.1, according
to identified Interaction Partition groups per Single (C1) docked conformation. See Figure 3.10.
Note: Contour plots in Figure 3.12 are obtained from gathering all data-points of contour plots
here, per docked interaction partition, per docked conformation, per sequence.
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APPENDIX E. COMPLEMENTARY HOLE ESTIMATED CONDUCTANCE AND PORE
DIMENSIONS: CWZA-K375C AND CWZA-S355C

Figure E.1: Left: Scatter plot of interface scores (strength of association) against numerically estimated
conductance for a 1000 optimal 8-unit models with cWza-K375C sequence, found using RosettaMP via a
symmetry-constrained docking protocol. Right: Results for cWza-channels are shown again (Fig., 3.16)
for comparison only. Two conductance states with similar energy distributions can be distinguished for
cWza-K375C docked structures, but with lower resolution in contrast to cWza-models.

Figure E.2: Similar plot to Fig., 3.18, Left. In contrast to cWza-sequence results, association between
separate narrow and wide pore dimensions and low and high conductance less pronounced for cWza-K375C
channels.

Figure E.3: Similar plot to Fig., 3.18, Right. Similar to cWza-results, pore length cannot explain dual
conductance separation for cWza-K375C channels either.
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Figure E.4: Left: Scatter plot of interface scores (strength of association) against numerically estimated
conductance for a 1000 optimal 8-unit models with cWza-S355C sequence, found using RosettaMP via a
symmetry-constrained docking protocol. Right: Results for cWza-channels are shown again (Fig., 3.16)
for comparison only. In contrast to cWza-models, neither a conductance nor energy separation can be
distinguished for cWza-S355C docked structures.

Figure E.5: Similar plot to Fig., 3.18, Left. In contrast to cWza-sequence results, for cWza-S355C channels
we see that although most models will show a preferential mean VdW radius, there will not be a

Figure E.6: Similar plot to Fig., 3.18, Right. Unlike results for cWza (right) and cWza-K375C, pore lengths
for cWza-S355C models show three separate preferential values. However, none of these relate to a clear
change in conductance.
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NOTE: Figure F.1

All docked structures were relaxed using the FastRelax application of RosettaMP; obtaining 10

output structures per input structure. The output structure with the lowest total RosettaMP

energy score was only chosen to estimate its conductance (Gpred) via HOLE; with empirical

correction by HOLE-determined VdW minimum radius (Rmin).

NOTE: Figure F.2

Prior to MDEM, docked structures with Low (High) conductance were sampled (100 models

per state) provided their conductance (G) satisfied: |G −µ(G)L(H)| ≤ 1
2 ·σ(G)L(H); with µ(G)L(H)

and σ(G)L(H) the mean and the standard deviation of the Low (High) conductance mode of the

conductance distribution in Figure F.1 (Left); mode parameters were found via a Gaussian-Mixture

fitting of the bi-modal distribution.
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APPENDIX F. LOW AND HIGH CONDUCTANCE CWZA MODELS UNDER SYMMETRY
PERTURBATION

Figure F.1: Non-symmetric relaxation of docked cWza channels led to loss of separate conductance
states; Low and High conductance distribution modes (Left), when either the coordinates of
side-chain atoms (Right - Bottom) or all atoms (Right - Top) are perturbed towards nearest
equilibrium state.

Figure F.2: Relaxation of docked cWza channels via MD Energy Minimisation (MDEM) led to loss
of separate conductance states. Left: Estimated conductance of peptide-assembled channels at the end
of MDEM; each data-point is the average over 10 attempts of a HOLE conductance calculation of the
same structure, with bars representing the error. Right: Distribution of post-MDEM conductance values.
µ(G)L(H) and σ(G)L(H) are the mean and the standard deviation of the Low (High) conductance mode of
the conductance distribution in Figure F.1 (Left). Green dotted lines (-.-) mark the positions of the µ(G)L(H)
values in all plots.
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APPENDIX G. ENERGETICS AND CONDUCTANCE ESTIMATES OF DOCKED OLIGOMERIC
MODELS

Figure G.1: Distributions of RosettaMP internal energy score values per peptide-unit; in Rosetta Energy
Units (REU), for all docked oligomers with identical cWza Cys-mutant peptide sequences but with variable
number of assembling peptides (n = 4−11 units). Distributions for octameric models (n = 8) are shaded.

Figure G.2: Mean (µ) and Standard Deviation (σ) values per peptide-unit for the corresponding
distributions of internal energy score values in Figure G.1 are plotted for all oligomers, per sequence.
Dotted lines (- -) indicate the position of the data for octameric assemblies in all subplots.
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Figure G.3: Distributions of RosettaMP interface energy score values per peptide-unit; in Rosetta Energy
Units (REU), for all docked oligomers with identical cWza Cys-mutant peptide sequences but with variable
number of assembling peptides (n = 4−11 units). Distributions for octameric models (n = 8) are shaded.

Figure G.4: Mean (µ) and Standard Deviation (σ) values for the corresponding distributions of interface
energy score values per peptide-unit in Figure G.1 are plotted for all oligomers, per sequence. Dotted lines
(- -) indicate the position of the data for octameric assemblies in all subplots. Octameric assemblies do not
have a preferentially lower energy than other oligomers.
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APPENDIX G. ENERGETICS AND CONDUCTANCE ESTIMATES OF DOCKED OLIGOMERIC
MODELS

Figure G.5: Distributions of HOLE estimated conductance values (Gpred) for all docked oligomers with
identical cWza Cys-mutant peptide sequences but with variable number of assembling peptides (n = 4−11
units). Distributions for octameric models (n = 8) are shaded. Note that alternate conductive states also
appear for non-octameric oligomers.

Figure G.6: Distributions of HOLE estimated VdW minimum radii values (Rmin) for all docked oligomers
with identical cWza Cys-mutant peptide sequences but with variable number of assembling peptides
(n = 4−11 units). Distributions for octameric models (n = 8) are shaded. Also, dotted lines (- -) indicate the
value of the mean VdW radius for a water molecule (1.37Å) in all subplots. Note that pores of tetramers
(n = 4) are not wide enough for solvent permeation.180
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APPENDIX G. ENERGETICS AND CONDUCTANCE ESTIMATES OF DOCKED OLIGOMERIC
MODELS
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REPRODUCIBILITY ASSAYS FOR MD CONDUCTANCE

CALCULATIONS

Feature PRMD (0V,5ns) MD (0V,5ns) PRMD (±1.2V) PRMD (±0.2V) MD (±0.2V)
NVT-ensemble NPT Yes Yes Yes Yes
Time-step (dt) [fs] 1 fs 1 fs 2 fs 2 fs 2 fs
Velocity generation Yes Yes No Yes No
Starting conditions Coords Coords Coords/Vels Coords/Vels Coords/Vels

Table H.1: Protocol A

Feature PRMD (0V,5ns) MD (0V,5ns) PRMD (±1.2V) PRMD (±0.2V) MD (±0.2V)
NVT-ensemble NPT Yes Yes Yes Yes
Time-step (dt) [fs] 1 fs 2 fs 2 fs 2 fs 2 fs
Velocity generation Yes No No No No
Starting conditions Coords Coords Coords Coords Coords

Table H.2: Protocol B
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APPENDIX H. REPRODUCIBILITY ASSAYS FOR MD CONDUCTANCE CALCULATIONS

Figure H.1: Welch’s T-test to determine the significance of the effect of the protocol selection on
mean conductance calculations. PRMD stage with applied voltage.
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Figure H.2: Welch’s T-test to determine the significance of the effect of the protocol selection on
mean conductance calculations. Unrestrained-MD stage with applied voltage.
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APPENDIX H. REPRODUCIBILITY ASSAYS FOR MD CONDUCTANCE CALCULATIONS

Figure H.3: Effect on the conductance calculation due to the secondary structure of added
C-Terminal missing residues in the crystal structure of Wza
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