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ABSTRACT

U nderwater Acoustic (UWA) communication has become an active area of research due to a
growing range of applications for scientific, military and commercial purposes. Since many of
these applications involve deep water intervention, underwater Remotely Operated Vehicles

(ROVs) are deployed to avoid human casualties. Some applications also require a video to be transmitted
in real-time to a surface vessel. The transmission of such data over the Underwater Acoustic Channel
(UAC) is quite challenging due to its inherent characteristics, namely, frequency dependent attenuation,
ambient noise, multipath distortion, propagation delay and Doppler effect. The bit rates that are currently
achieved over long transmission distances are usually in the order of a few tens of kilobits per second
(kbps). These are however not sufficiently high to transmit large data such as video in real-time.

In this thesis, the feasibility of real-time video transmission in both horizontally and vertically
configured UACs is evaluated. In order to make maximum usage of the limited acoustic bandwidth and
simultaneously overcome the harmful propagation phenomena in an UAC, physical layer waveforms such
as Orthogonal Frequency Division Multiplexing (OFDM), Filterbank Multicarrier (FBMC) modulation
and Orthogonal Time frequency Space (OTFS) modulation are evaluated for both Single-User (SU) and
Multi-User (MU) scenarios. To further boost the achievable bit rates, Multiple-Input Multiple-Output
(MIMO) and massive MIMO systems are considered for the SU and MU scenarios, respectively. In
terms of video compression, the H.264 Advanced Video Coding (AVC) standard is considered due to its
good error resilience compared to other standards.

It is demonstrated that FBMC provides robust performance in doubly-dispersive UACs and can
even outperform OFDM. Furthermore, FBMC systems based on OFDM - Offset Quadrature Amplitude
Modulation (OFDM-OQAM) achieve 100% bandwidth efficiency as no Cyclic Prefix (CP) is used, thus
improving the overall bit rate as compared to OFDM. With the use of Forward Error Correction (FEC)
codes such as Turbo codes, the error performance of the different systems is significantly improved in
both horizontal and vertical UACs. It is further demonstrated that the massive MIMO technique allows
multiple ROVs to communicate over the same time and frequency resources with a surface base-station
(BS) with very good error and throughput performances. Finally, it is shown that OFDM-based OTFS
systems outperform the conventional OFDM systems in a dynamic UAC. Fewer pilots are required in the
delay-Doppler (DD) domain to estimate the sparse UAC as compared to the frequency domain, thereby
improving the bandwidth efficiency of the OTFS system. Therefore, the OTFS modulation scheme not
only achieves robust performance in UACs affected by severe Doppler effect but also enables a higher
bit rate than conventional OFDM systems. In this research, theoretical bit rates between 70 kbps and as
high as 240 kbps are reported for the various MIMO and massive MIMO systems operating over a 1 km
time-varying UAC. It is shown that such bit rates are sufficiently high to transmit and receive video in
real-time with adequate quality over the long distance UAC.
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INTRODUCTION

The Earth’s surface is covered by approximately 70% of water and many parts of the ocean are

yet to be explored. The average depth of the ocean is around 3.6 km [1] and the deepest point

below the water surface that a human scuba diver has managed to reach is 332 m [2]. Most

experienced recreational scuba divers however do not dive beyond 40 m due to the severity in health

risks involved. Using a deep water submersible named Bathyscaphe Trieste on 23 January 1960, two

persons have managed to reach a record maximum depth of approximately 10,911 m in the Challenger

Deep, which is the deepest part known in the ocean and is located in the Mariana Trench. In order

to avoid human casualties at extreme depths, unmanned underwater vehicles are now being deployed.

Recent technological advancements have enabled these vehicles to communicate wirelessly to a surface

station, thus overcoming the limitations of tethered vehicles and paving the way for new opportunities

in next generation underwater communication systems. However, underwater wireless communication

presents some distinct and more complex challenges compared to terrestrial Radio-Frequency (RF)

communication systems. This chapter outlines the need for underwater wireless communication and

its corresponding challenges. The state-of-the-art in Underwater Acoustic (UWA) communication is

provided for both horizontal and vertical transmission scenarios. Finally, this chapter gives an overview

of the thesis structure and the key contributions in this field.

1.1 Motivation

Recently, a number of applications including military (e.g., mine reconnaissance, surveillance, intel-

ligence collection), scientific (e.g., marine life exploration, pollution monitoring, oceanography and

archaeology) and commercial (e.g., fishing, underwater construction, offshore oil and gas surveys) have

initiated research in high data rate underwater communications [3, 4]. A number of these applications

require deep sea intervention where human divers cannot reach due to the dangers associated with the

1



CHAPTER 1. INTRODUCTION

high water pressure. Therefore, autonomous underwater drones such as Remotely Operated Vehicles

(ROVs) are used. These underwater vehicles are usually fitted with equipment such as robotic arms,

cutting tools, measuring instruments, light sources and video cameras to help with the underwater

expeditions. Most of the ROVs which are deployed at sea are connected to a surface station through an

umbilical cable which is not only used to send command and control signals to the ROV but also for the

latter to transmit data such as images or videos to the surface vessel. The tether cable however presents

some disadvantages, namely, it is not cost-effective and limits the range of the ROV to a fixed depth due

to the finite length of the cable. By resorting to wireless transmission, the drawbacks of the tethered

underwater vehicles can be overcome, thereby offering new possibilities for underwater communication.

RF waves can support high data rate transmission over long distances in a terrestrial communication

system but this is however not feasible in seawater due to the latter being conductive in nature. Hence, the

RF waves will suffer strong attenuation and will typically operate at very low frequencies. This translates

to large antennas being used with high power consumption. Conversely, the use of optical waves for

underwater communication has shown promising results in terms of high data rates, for instance, [5] and

references therein. However, optical waves require an accurate alignment between the optical transmitter

and receiver and this may be impractical for a number applications. Another disadvantage of optical

waves for underwater communication is that they are limited to short distances, typically <100 m, due to

the scattering effects of optical waves with suspending underwater particles [6]. Hence, acoustic waves

remain the most suitable medium for underwater communication, especially for long-range links where

the use of cables is impractical.

1.2 Problem Definition

Underwater video transmission using acoustic waves is highly challenging and progress in this field,

especially in terms of achievable bit rates, has been incremental. This is due to a number of limitations

in the UWA domain which are stated next.

The Underwater Acoustic Channel (UAC) is regarded as one of the most challenging medium for

wireless communication since it combines the worst properties of a terrestrial RF channel in terms

of poor physical link quality and the high latency of a satellite link [7]. The acoustic bandwidth is

extremely restricted for long-range acoustic links which vary from a few Hz to hundreds of kHz [4].

This is because the lower and upper bounds of the bandwidth are limited mainly by the ambient noise

and frequency-dependent attenuation, respectively. Other limitations of the UAC include multipath

distortion, Doppler effect and high propagation delays because of the low speed of acoustic waves in

water (≈ 1500 m/s). When the transmitter and receiver are separated horizontally, multipath distortion

can be extreme and the delay spread can span over tens or even hundreds of milliseconds [7]. Vertical

links, on the other hand, exhibit lower multipath distortion and the bit rate that can be achieved is mostly

limited by the bandwidth of the system [4, 8]. Therefore, high data rates are possible through the use of

bandwidth-efficient modulation schemes [8].
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Nowadays, many underwater applications such as ocean exploration and monitoring require real-

time high-quality video to be transmitted from an underwater vehicle to a surface vessel [8]. This is a

challenging task given the severe limitation on the acoustic bandwidth. Due to the limited bandwidth of

long-range acoustic links (≥ 1 km), bandwidth-efficient signalling becomes a necessity to achieve high

bit rates and simultaneously minimise the physical propagation phenomena of the UAC. In this regard,

multicarrier modulation techniques such as Orthogonal Frequency Division Multiplexing (OFDM)

and more recently Filter Bank Multicarrier (FBMC) systems have drawn much attention for UWA

communication.

Furthermore videos, especially high-quality ones, require a high bit rate for real-time transmission

to be possible. Thus, suitable video compression techniques with lower time complexities are necessary

to reduce the high bit rate requirement of real-time video streaming while maintaining the perceived

visual quality. Moreover, transmission errors in the UAC need to be corrected for achieving a successful

real-time video communication between a ROV and a surface station. A compressed video is composed

of packets which consist of a series of bits. Compressed bit-streams are vulnerable to bursts of bit

errors which cause video packet loss. Usually for underwater video transmission, high compression

rates are used and this increases the sensitivity to transmission errors [9]. A single bit error in a video

packet can cause it to be dropped [10], thus degrading the video quality. Hence efficient Forward Error

Correction (FEC) codes are indispensable in UWA communication systems to achieve a target Bit Error

Rate (BER) and reduce the number of retransmissions which may cause a delay and also increase the

energy consumption [3]. However, FEC codes add undesired redundancy to the data and thus further

decrease the useful data rate in an already bandwidth-limited channel. It is to be noted that some video

compression standards usually include error resilience techniques to cope with packet or frame losses,

thus minimising the degradation of the video quality.

1.3 State of the Art

A lot of research in UWA communication has taken place over the years employing non-coherent modu-

lation, coherent modulation, Direct Sequence-Code Division Multiple Access (DS-CDMA), multicarrier

techniques such as OFDM and spatial modulation which uses Multiple-Input Multiple-Output (MIMO)

technologies [4]. Non-coherent modulation methods are used for applications where features such as

robustness and low implementation complexity are desired rather than a high data rate transmission [4].

Coherent modulation techniques, on the other hand, were introduced to improve the overall bit rate in

an UAC. With multicarrier techniques such as OFDM which can be used in conjunction with MIMO,

enhanced data rate and better bandwidth efficiency can be achieved. OFDM exploits the diversity in

the frequency domain using several subcarriers. It enables simple frequency-domain equalisation at the

receiver using a Cyclic Prefix (CP) and it also provides robustness against Inter-Symbol Interference

(ISI).
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1.3.1 Vertical Transmission

The first underwater image transmission system was implemented in Japan in 1989 [11]. The Discrete

Cosine Transform (DCT) was used as the image coding technique to reduce the colour information in

256×256 still images to 2 bits per pixel. Successful image transmission was achieved over a vertical path

of 3.5 km using 4-Phase Shift Keying (PSK) modulation and a 25 kHz carrier for a system’s bandwidth

of 10 kHz. The bit rate achieved was 20 kbps and the BER was less than 10−4 at a Signal-to-Noise Ratio

(SNR) of approximately 20 dB.

In 1991, some researchers implemented a vertical-path image acoustic transmission system which

was successfully tested over a water depth of 2 km [12]. The system used a carrier frequency of 53 kHz

and achieved a bit rate of 19.2 kbps at a BER of 10−4 using Differential Phase Shift Keying (DPSK)

modulation. The Joint Photographic Experts Group (JPEG) standard was used as the image compression

technique.

The Advanced System Integration for Managing the Coordinated Operation of Robotic Ocean

Vehicles (ASIMOV) project is another underwater image transmission system that was implemented

by Portuguese scientists in 2000 [13]. The system operated at a carrier frequency of 61 kHz and it was

designed for strictly vertical transmission links whereby an Autonomous Surface Craft (ASC) moved

at the surface alongside an Autonomous Underwater Vehicle (AUV). The ASC could in turn transmit

the data it received from the AUV to a relay base-station (BS) via RF waves. Tests carried out at an

approximate depth of 50 m showed that a sequence of still pictures could be transmitted at 2 frames per

second (fps) at a bit rate of 30 kbps using 8-PSK modulation. The target BER was set below 10−3 for

successful image transmission.

Another experimental underwater video transmission system based on the Moving Picture Experts

Group (MPEG)-4 standard was developed in Japan in 2002 [14]. Video of resolutions 640×480 and

174×144 were transmitted at a frame rate of 10 fps . The system was tested using 4-PSK, 8-PSK

and 16-Quadrature Amplitude Modulation (QAM) modulation schemes over shallow water of vertical

link distance of 30 m and the maximum bit rate achieved was 128 kbps with 16-QAM for a system’s

bandwidth of 40 kHz (with a carrier frequency of 100 kHz). In terms of error rate, a BER of 10−5 was

obtained with 16-QAM modulation at a SNR of approximately 21 dB.

One year later an experiment was performed to investigate the transmission of video sequences over

a short vertical link of 10 m using 8-PSK and 16 to 64-QAM modulation schemes [8]. Two transducers

operating in a 60 kHz to 90 kHz bandwidth were attached to a pole with a 10 m separation between them

and the pole was vertically submerged in water. The receiver was submerged at a depth of 2 m under

the sea surface while the transmitter was at the opposite lower end of the pole. The video compression

method was based on DCT and Huffman for entropy coding. By transmitting at 25000 symbols per

second and using a carrier frequency of 75 kHz, the results showed that the highest bit rate was achieved

using 64-QAM (150 kbps) as compared to 8-PSK (75 kbps), 16-QAM (100 kbps), and 32-QAM (125

kbps). These rates were sufficient to transmit a video clip at a resolution of 144×176 pixels at 15 fps in

real-time. For all the modulation schemes, a Decision Feedback Equaliser (DFE) based on the Recursive

4



1.3. STATE OF THE ART

Least Squares (RLS) algorithm allowed the video clip to be received without any bit error.

1.3.2 Horizontal Transmission

Over the past few years, experimental studies have mostly considered horizontally-configured UACs.

Using Single-Input Single-Output (SISO)-OFDM, reliable communication with rates of up to tens of

kbps have been achieved. For instance, in [15], an overall bit rate of 30 kbps (with zero symbol error)

was achieved over a horizontal transmission range of 2500 m using a 1024-subcarrier OFDM system.

Quadrature Phase Shift Keying (QPSK) modulation was used over a 24 kHz acoustic bandwidth (22

kHz to 46 kHz). The water depth was 12 m and the transmitter and 12-element receiver array were both

submerged at a depth of 6 m.

Ribas et al. [16] designed a system based on the MPEG-4 compression standard and OFDM

modulation. Using a system’s bandwidth of 115 kHz, 8-PSK modulation, 16384 subcarriers and BCH

(63,18) codes, a maximum bit rate of 90 kbps was achieved over a horizontal link distance of 200 m with

no bit errors. A video of resolution 176×144 (compressed to 64 kbps) could be transmitted in real-time

at 30 fps over the horizontal link. Vall et al. [17] later improved on the error robustness of the video

transmission system in [16] by incorporating a Doppler compensation algorithm in the OFDM system

and using the error resiliency tools offered by the MPEG-4 standard.

MIMO-OFDM was found to be an attractive solution for the dynamic and bandwidth-limited UACs

to improve the reliability [18–21]) and data rate (e.g., [22–24]). For instance, the authors in [19] applied

Alamouti space-frequency block coding to a MIMO-OFDM system (to exploit diversity gain) using

a range of subcarriers from 64 up to 1024. Channel estimation was performed using two methods,

namely, Orthogonal Matching Pursuit (OMP) and least squares with adaptive threshold. The horizontal

transmission link distance varied between 3500 m and 7000 m. The water depth was 100 m and the

2-element array transmitter and 12-element array receiver were submerged at a depth of 40 m and 50 m,

respectively. The system’s performance was evaluated over a 5 kHz acoustic bandwidth (10-15 kHz)

using QPSK modulation. A maximum bit rate of 8.7 kbps was achieved at a BER of approximately 10−4.

In [22], a spatially multiplexed MIMO-OFDM system was used to improve the bit rate over an UAC.

A real sea experiment was carried out over a horizontal transmission distance of 450 m. A 2-element

array transmitter and 6-element array receiver were each submerged approximately 6 m below a surface

buoy and boat, respectively. A high acoustic bandwidth of 62.5 kHz was used. The number of subcarriers

in the MIMO-OFDM system was set at 4096. Pilot-based channel estimation was also considered. Using

16-QAM and 1
2 -rate Low-Density Parity-Check (LDPC) code, a bit rate as high as 125.7 kbps was

achieved with a zero BER.

A few other studies which have considered horizontal transmission and have achieved reasonable bit

rates over long range acoustic links are summarised in Table 1.1.
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Table 1.1: Bit Rates Achieved in UWA Communication Studies over a Horizontal UAC.

Reference Bandwidth (kHz) Water Depth (m) Range (m) BER Bit Rate (kbps)
[25] 40 1600 680 ≈ 0 120
[24] 10 15 1000 ≈ 10−4 31.25
[26] 10 90 2000 ≈ 10−3 32
[20] 23 70 2000 ≈ 0 48

1.3.3 Commercial and Scientific UWA Communication Systems

In November 2007, Woods Hole Oceanographic Institution (WHOI) tested an underwater communication

system, entitled Nereus, which provided real-time control and video transmission for ROVs [27]. Nereus

was able to operate at depths of up to 11 km. In fact, it was designed to perform an expedition in

the Challenger Deep which is the deepest part surveyed in the ocean. The system used both acoustic

and optical waves to achieve a data rate as high as 10 Mbps. Nereus was in fact an adaptive system

which could switch between different bandwidths depending on the application it was used for. In an

experiment, Nereus was submerged to a depth of 700 m using acoustic control and a tracking system was

used [28]. An optical transmitter was attached on a cable beneath the surface vessel. Whenever Nereus

came within the range of the optical transmitter, the optical receiver on the ROV automatically captured

the signal and High-Definition (HD) video was transmitted to the surface ship. Through this video, the

ship operator was able to manipulate the ROV’s robotic arm using acoustic control. In May 2014 Nereus

was lost at sea during an expedition in the Kermadec Trench at a depth of 9.9 km. It was later reported

that the vessel imploded due to the extreme pressure based on the debris that were retrieved.

In an online article published in 2008, Sea-Eye Underwater Ltd claimed that they could achieve

high data rate real-time underwater wireless video transmission over an initial target distance between

100 m and 200 m using an acoustic modem [29]. The latter was designed to cope with underwater

noise, multipath distortion and Doppler effect. A maximum data rate of 200 kbps was reported using

high frequencies which lie between 500 kHz and 1 MHz. The transmission distance was planned to be

extended further in the range between 300 m to 500 m.

BaltRobotics company [30] developed an UWA video communication prototype for underwater

vehicles that makes use of an efficient data compression technique as well as a highly efficient modulation

method in order to achieve real-time video transmission. The system operates within a bandwidth of 80

kHz at a maximum depth of 200 m. The achievable bit rate is 128 kbps (with a bandwidth efficiency of

1.8 b/s/Hz). The system transmits Standard-Definition (SD) colour video at a resolution of 640×480

pixels at 15 fps. The raw video compression is performed at a rate of 0.02 bits per pixel. The system can

also perform 3-Dimensional (3D) modelling and object recognition in an underwater environment.

The main players in the UWA communication market in the United Kingdom include companies

such as Sonardyne International Ltd [31], Aquatec Group Ltd [32] and Tritech International Ltd [33].

The Aquatec Group designs and builds acoustic modems tailored to the customer’s specifications in order

to achieve optimised underwater communication performance and as such the acoustic modems are not
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Table 1.2: State-of-the Art UWA Modems.

Manufacturer and Model Range (m) Operating Frequency (kHz) Max. Bit Rate (kbps)
SDAM [37] 200 76.2-173.8 260
FAU-HERMES [38] 120 262-375 87.768
EvoLogics S2CM HS [39] 300 120-180 62.5
LinkQuest UWM2200 [40] 1000 53.55-89.25 35.7
EvoLogics S2CR 48/78 [41] 1000 48-78 31.2
Sercel MATS 3G [42] 5000 30-39 24.6

available as off-the-shelf products. The company also provides short range optical modems for command

and data transfer as well as custom-made system and instrument designs for subsea communication

and carrying out specific underwater measurements. Sonardyne International and Tritech International

also provide custom engineering solutions for unmanned underwater vehicles in terms of navigation

including obstacle avoidance, target recognition, tracking, positioning and acoustic communication.

In terms of academic research, the University of York [34] and Newcastle University [35] have been

very active in many aspects of UWA communication over the past few years. These include the UAC

modelling, physical layer signalling, full-duplex communication, routing protocols and localisation

of nodes in underwater networks, among others. The Newcastle University has even commercialised

some of its pioneering research in UWA communication. For example, the university’s latest research in

spread spectrum acoustic technology has been incorporated in the MicronNav system, manufactured

under license by Tritech International Ltd, for tracking underwater ROVs [36].

Most commercial acoustic modems provide bit rates that are adequate for navigation and control

but are not sufficiently high for the transmission of real-time video with satisfactory quality. Table 1.2

summarises some of the state-of-the art acoustic modems which are currently available for commercial

and non-commercial (research and experimental) purposes.

1.4 Thesis Organisation

Chapter 2 provides an overview of the UAC characteristics along with their mathematical expressions

and describes how the channel is generated. This chapter also covers the basics of video compression

using H.264/Advanced Video Coding (AVC).

In Chapter 3, new physical layer waveforms such as FBMC modulation are introduced and the

benefits they can bring to UWA communication as compared to OFDM systems are investigated. In this

chapter, the BER performance of a SISO system based on Filtered Multitone (FMT) and Orthogonal

Frequency Division Multiplexing-Offset Quadrature Amplitude Modulation (OFDM-OQAM) is evalu-

ated and compared to the conventional OFDM system in 200 m horizontally and vertically-configured

time-invariant UACs. The maximum achievable bit rates with the different systems are also provided at

the end of this chapter.
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Chapter 4 presents the performance evaluation of coded and un-coded spatially-multiplexed MIMO-

FBMC based on OFDM-OQAM modulation and MIMO-OFDM over 1 km time-varying horizontal and

vertical UACs. Preamble-based channel estimation based on the Interference Approximation Method

(IAM) is also considered in the simulations. Furthermore, video transmission is evaluated over the 1 km

vertical UAC using the Turbo-coded MIMO OFDM-OQAM systems.

In Chapter 5, massive MIMO reception is proposed to improve the communication reliability over a

1 km vertically-configured time-varying UAC and at the same time boost the achievable bit rate in both

Single-User (SU) and Multi-User (MU) systems. For the SU scenario, the performance of Turbo-coded

massive MIMO systems based on FBMC modulation and OFDM are evaluated over the channel. To

overcome the intrinsic imaginary interference in the conventional OFDM-OQAM system and making

its application to MIMO straightforward, a modified FBMC system is considered whereby complex

data symbols are transmitted instead of real-valued ones. The transmission of a 480p video which is

compressed using the H.264/AVC standard is also evaluated over the UAC using the systems that achieve

the highest bit rates. In some applications, several underwater vehicles may need to be deployed. To this

end, massive MIMO is also investigated for a 4-user scenario in this chapter, where all the users (ROVs)

share the same time and frequency resources to transmit their information to the surface receiver over

the 1 km vertical UAC.

In the context of MU UWA communication, Appendix-A investigates spatially multiplexed MIMO

Non-Orthogonal Multiple Access (NOMA) systems over a 1 km vertically-configured time-varying

UAC. The performance evaluation of Turbo-coded NOMA-OFDM and NOMA-FBMC systems are

evaluated for a 2-user scenario where both underwater ROVs use the same bandwidth to transmit their

information to a surface vessel. The FBMC waveform is implemented as in Chapter 5 due to its low

complexity and ease of application to MIMO.

In Chapter 6, video transmission is investigated using OFDM-based Orthogonal Time Frequency

Space Modulation (OTFS) systems in an UAC. This chapter presents the mathematical formulations for

both SU MIMO and MU massive MIMO OFDM-based OTFS systems where the ROVs are equipped

with multiple transmitting elements. The performance evaluation of coded and un-coded spatially

multiplexed MIMO and massive MIMO systems for SU and MU scenarios, respectively, are evaluated

over a 1 km vertically-configured time-varying UAC. Furthermore, the performance of the systems is

assessed in terms of their maximum achievable bit rates. The transmitted videos are compressed using

the H.264/AVC standard and the received video quality is analysed in terms of Peak-Signal-to-Noise

Ratio (PSNR). Channel estimation is first performed by multiplexing pilots in the frequency domain and

the performance of the OTFS systems are evaluated using frequency domain equalisation. At the end

of the chapter, it is also proposed to use pilots in the delay-Doppler (DD) domain and perform symbol

detection in the same domain to further boost the bit rates over the UAC.

Finally, Chapter 7 summarises the thesis and provides recommendations for future work.
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2
OVERVIEW OF UNDERWATER COMMUNICATIONS AND VIDEO

COMPRESSION

The UAC is characterised by roughly the same factors as in a terrestrial RF channel. However, the

degree of severity of the factors is different between these two domains. This chapter provides

an overview of the UAC characteristics along with their mathematical expressions and describes

how the channel is generated. This chapter also covers the basics of video compression using H.264/AVC.

The chapter is organised as follows: Section 2.1 presents a brief overview of the terrestrial RF channels.

Section 2.2 describes the main characteristics of the UAC and gives a description of the UAC generation,

which is used in most parts of this thesis. Section 2.3 introduces the basics of video coding, focusing

on the H.264/AVC standard. A comparison between H.264/AVC and High Efficiency Video Coding

(HEVC) standards for video transmission in an UAC is also carried out. Finally, Section 2.4 concludes

this chapter.

2.1 Brief Overview of RF Channels

The terrestrial RF channel is affected by several propagation phenomena. The main one is the path loss

which is broadly defined as the loss in signal power as it propagates through the wireless medium. This

loss depends on factors such as distance and wavelength. The greater the transmission distance, the

lower is the received power. Signals with small wavelengths (i.e., high-frequency signals) suffer from

more attenuation and can thus travel over a shorter distance than higher wavelengths signals.

The types of fading that occur in a RF channel can be grouped into fast fading and slow fading. The

latter is mainly caused by distant objects, terrain configuration such as mountains or man-made structures

such as tunnels and buildings. This fading occurs over relatively long periods of time and may cause the

signal to be absorbed or reflected thereby reducing its strength in addition to the path loss. Short-term
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Table 2.1: Typical Bandwidth Values for Different Transmission Ranges in an UAC [53].

Transmission distance (km) Bandwidth (kHz)
Very Short <0.1 >100

Short between 0.1 and 1 20-50
Medium between 1 and 10 10

Long between 10 and 100 2-5
Very Long >100 <1

fading refers to the rapid fluctuations in the signal (fast fading) due to multipath effect [51]. The main

causes of fading include multipath reflections, diffraction and scattering. This means that the RF signal

arrives at the receiver through many paths (with different phases and amplitudes) at different instants

in time (delays) [52]. Multipath propagation of a signal causes delay spread and frequency-selectivity

in the time and frequency domains, respectively. When either or both the transmitter and receiver are

moving or the objects lying in the path of the signal are in motion, then the multipath arrivals change

over time. This is referred to as time-selectivity and Doppler shift/spread which occur in the time and

frequency domains, respectively. Rayleigh and Rician statistics are commonly used to model the wireless

channel in terrestrial RF communication systems without and with a line of sight, respectively. Noise in

a terrestrial RF channel is often modelled as Additive White Gaussian Noise (AWGN).

2.2 Underwater Acoustic Channel Characteristics

Depending on the range of transmission, an UAC can be classified as very short, short, medium, long

and very long [4] and the bandwidth will typically vary from a few Hz to hundreds of kHz. The typical

available bandwidth for different transmission distances is shown in Table 2.1. The UAC can also be

classified as horizontal or vertical depending on the direction of transmission of the acoustic waves with

respect to the sea floor [4]. Horizontal channels may exhibit long multipath delay spreads, in the order

of tens to even hundreds of milliseconds (ms) [7], depending on the water depth and distance between

the transmitter and receiver. On the other hand, carefully positioned vertical channels tend to suffer less

from multipath propagation [4, 8]. A water depth under 100 m is usually referred to as shallow water

whereas deep water refers to higher depths [4]. Depending on the type of channel configuration, factors

that influence an UWA communication system include transmission loss, propagation delay, ambient

noise, multipath propagation and Doppler effect.

2.2.1 Path Loss

The path loss is dependent on both the transmission distance and frequency of communication. It is

mainly caused by geometrical spreading, scattering and absorption. Geometric spreading can be broadly

defined as the loss in power as an acoustic wave propagates away from the source [54]. As the distance

of propagation increases, the sound energy covers a larger surface area causing the sound intensity
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Figure 2.1: Plot of absorption coefficient in dB/km.

to decrease. For spherical waves emitted from a point source, the loss in power due to geometrical

spreading is proportional to the square of the distance whereas for cylindrical waves which are radiated

from a long line source, the loss in power is proportional to the distance travelled [54]. Scattering refers

to the phenomenon whereby an incident ray is reflected in many directions due to uneven surfaces. In an

underwater environment, scattering mainly occurs when the acoustic waves interact with obstacles such

as sea creatures, bubbles and uneven sea surfaces and sea floors [54]. The scattering loss is dependent on

the acoustic wavelength, whereby the loss increases with decreasing wavelength [54]. High frequency

acoustic signals are attenuated to a larger extent compared to low frequency signals for a given distance.

The transmission loss (in dB) can be expressed as [3]

10log A(d , f ) = kgs ×10logd + d ×10logα( f ) (2.1)

where α( f ) is the absorption coefficient in dB/km for a frequency f , d is the transmission link distance,

kgs denotes the frequency-independent geometrical spreading factor which has a value of 1 and 2 for

cylindrical and spherical spreading, respectively [7]. A practical value of kgs = 1.5 is often considered

[4]. α( f ) can be computed in dB/km using a simple model known as the Thorp model [55] which only

depends on the frequency and is given by (for f in kHz)

α( f )=0.11 f 2

1+f 2 + 44 f 2

4100+f 2 + 2.75×10−4 f 2 + 0.003. (2.2)
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Equation (2.2) is valid for frequencies above a few hundreds Hz [4]. For lower frequencies, the absorption

coefficient α( f ) is expressed as [4]

α( f )=0.11 f 2

1+f 2 + 0.011 f 2 + 0.002. (2.3)

The Fisher and Simmons [56] model can alternatively be used to calculate the absorption coefficient. This

model takes into account the effects of pressure, pH, salinity, temperature and relaxation frequencies due

to the chemical components, namely boric acid and magnesium sulphate, and is valid for the frequency

range of 100 Hz< f <1 MHz [57]. The complete expression for computing α( f ) (in dB/km) using the

Fisher and Simmons model is

α( f )=A1P1F1 f 2

F2
1+f 2

+ A2P2F2 f 2

F2
2+f 2

+A3P3 f 2, (2.4)

where the terms with subscripts 1, 2 and 3 account for the dependence of the chemical relaxation of

boric acid, magnesium sulphate and the water viscosity on the absorption coefficient, respectively. F1

and F2 correspond to the relaxation frequencies of boric acid and magnesium sulphate, respectively,

while P1, P2 and P3 denote the pressure dependencies of the three corresponding components. A1, A2

and A3 were originally assumed to be constants but were later demonstrated through experimentations

in [58, 59] that they can vary with the water properties. The coefficients in equation (2.4) are computed

as follows [58, 59]

Boric Acid Contribution

A1=8.86

c
×10(0.78pH−5) [in dB/(km. kHz)] (2.5)

P1=1 [in atm] (2.6)

F1=2.8(S/35)0.5×104− 1245
273+θ [in kHz] (2.7)

Magnesium Sulphate Contribution

A2=21.44
S

c
(1+0.025θ) [in dB/(km. kHz)] (2.8)

P2=1− 1.37×10−4D + 6.2×10−9D2 [in atm] (2.9)

F2= 8.17(8− 1990
273+θ )

1+0.0018(S−35)
[in kHz] (2.10)

Pure Water Contribution

P3=1− 3.83×10−5D + 4.9×10−10D2 [in atm] (2.11)

A3=4.937×10−4 − 2.59×10−5θ+
9.11×10−7θ2 − 1.50×10−8θ3 (for θ≤ 20◦C) [in dB km−1 kHz−2] (2.12)

A3=3.964×10−4 − 1.146×10−5θ+ 1.45×10−7θ2−
6.50×10−10θ3 (for θ> 20◦C) [in dB km−1 kHz−2] (2.13)
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where c is the speed of sound in water in m/s, D is the water depth in m, S is the salinity of sea water

in parts per thousand, θ is the temperature in ◦C, and f is the frequency in kHz. Figure 2.1 shows

the graph of the absorption coefficient for a given frequency range, which is computed using both the

Thorp and Fisher and Simmons models. It can be seen that the absorption coefficient increases with

increasing frequency. Furthermore, it can be observed from Figure 2.1 that factors such as water depth

and temperature have an effect on the absorption coefficient.

2.2.2 Propagation Speed

The speed of sound in water is approximately five orders of magnitude less than the speed of electro-

magnetic waves in air. Therefore the UAC experiences a longer propagation delay/latency compared

to terrestrial RF links. Moreover, in higher layer protocols where there needs to be a handshaking or

acknowledgement process between the transmitter and receiver, the low speed of sound may cause a loss

of transmission efficiency when retransmissions occur and this severely impacts the system’s throughput

[4]. A reasonable approximation of the speed of sound (c) in seawater as a function of the depth (D) in

meters, temperature (θ) in ◦C, and salinity (S) in parts per thousand is as follows [60]

c = 1448.96+ 4.591θ− 0.05304θ2 + 0.0002374θ3

+ 1.340(S−35)+ 0.0163D + 1.675×10−7D2

− 0.01025θ(S−35)− 7.139×10−13θD3. (2.14)

Equation (2.14) is valid for -2 ≤ θ ≤ 30◦C, 25 ≤ S ≤ 40 in parts per thousand and 0 ≤ D ≤ 8000

m. Both the pressure and temperature are normally constant in shallow water, and so is the speed of

sound [7]. However, as the water depth increases in a region known as the main thermocline (c.f., Figure

2.2), the temperature falls rapidly and the speed of sound decreases. This is because in the thermocline

region, the increase in pressure is not high enough to actually affect the speed of sound. Beyond the

thermocline region, which is known as the deep isothermal layer, the pressure increases further and

the water temperature reaches a constant value of approximately 4◦C [7]. In this region, the increasing

pressure causes the speed of sound to increase.

2.2.3 Underwater Ambient Noise

Noise which occurs underwater can be either man-made or natural [4]. The latter is mainly caused by

factors such as waves, wind, currents and tides or biological and seismic activities. Man-made noise

is due to shipping activities or machinery noise [4]. The ambient noise sources include turbulence,

breaking waves, distant shipping and thermal noise. These are defined by the Empirical formulae (in dB

re µPa per Hz where f is in kHz) [3]:

10logNtb( f ) = 17 − 30log( f )
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Figure 2.2: Underwater sound speed profile.

10logNs( f ) = 40 + 20(s − 0.5) + 26log( f ) − 60log( f +0.03)

10logNw( f ) = 50 + 7.5w0.5 + 20log( f ) − 40log( f +0.4)

10logNth( f ) = −15 + 20log( f ), (2.15)

where Ntb denotes the turbulence noise, Ns represents the shipping noise (s is the shipping factor which

has a value between 0 and 1), Nw is the noise due to breaking waves which are caused by wind (w is

the wind speed in m/s) and Nth is the thermal noise. The overall Power Spectral Density (PSD) of the

ambient noise is given by (in µPa) [3]

Nall( f )=Ntb( f )+Ns( f )+Nw( f )+Nth( f ). (2.16)

Figure 2.3 shows the overall PSD of ambient noise under different conditions of shipping factor and

wind speed. While AWGN has a constant PSD over a given frequency range, the PSD of ambient noise

varies over the frequency range as seen in Figure 2.3.

2.2.4 Signal-to-Noise Ratio (SNR)

The available bandwidth and transmission range for UWA communication depend on the SNR which is

determined by the attenuation and noise level. The fact that the attenuation increases with frequency

while the ambient noise decays with increasing frequency makes the SNR vary over the signal bandwidth

[7]. The SNR can be computed as [3]

SNR(d , f )= Stx( f )

Nall( f )A(d , f )
, (2.17)
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Figure 2.3: PSD of underwater ambient noise.

where Stx( f ) is the PSD of the transmitted signal whose power can be adjusted to achieve the desired

SNR level [7]. There is an optimum frequency for each transmitter-receiver separation at which the

receive SNR is maximum. This can be observed in the graph of the inverse of the AN product as shown

in Figure 2.4 for various transmission distances.

2.2.5 Multipath Propagation

Multipath propagation depends on the location of the transmitter and receiver in the transmission

scenario. In deep water, multipath is primarily due to ray bending (or refraction because of the spatial

variations in acoustic velocity [7]) while in shallow water multiple arrivals of the same signal are mainly

due to bottom and surface reflections as illustrated in Figure 2.5. Multipath arrivals can severely affect

the performance of an UWA communication system since they cause ISI. As can be observed in the

horizontal channel configuration in Figure 2.5, the signal which is emitted from the transmitter (TX)

arrives at the receiver (RX) in the form of a direct ray (denoted as DR) as well as multiple reflected rays

which can be divided into four categories based on the type of reflection with the sea surface and/or

sea bottom and the order of reflections, n [61, 62]. In Figure 2.5 where n=1, SS1 and BB1 correspond

to an acoustic ray which is reflected at the surface and sea floor, respectively, before it is captured by
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Figure 2.4: Inverse AN product graph to show how the SNR depends on both distance and frequency in
an UAC.

RX. BS1 represents a ray which is reflected off the sea floor and then the surface before it reaches RX.

Lastly, SB1 defines a ray which makes a surface reflection followed by a reflection off the sea floor and

then terminates its course at the receiver. Assuming a constant speed of sound, the path length, angle of

arrival and path delay of each ray can be calculated using the Lloyd’s mirror geometry. The path length,

d , of each ray can be computed as [61]

d=
√

L2+L 2 , (2.18)

and the angle of arrival of each ray at the receiver is given by

ψ=ℵ tan−1
(
L

L

)
, (2.19)

where L is the horizontal separation distance between the transmitter (TX) and receiver (RX) as shown

in Figure 2.5 and

L=HRX − HTX, ℵ=−1, for DR, (2.20a)

L=2nD − HTX − HRX, ℵ=1, for SSn, (2.20b)

L=2nD − HTX + HRX, ℵ=−1, for SBn, (2.20c)

L=2nD + HTX − HRX, ℵ=1, for BSn, (2.20d)

L=2(n−1)D + HTX + HRX, ℵ=−1, for BBn, (2.20e)
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Figure 2.5: Illustration of multipath propagation in a horizontally-configured UAC.

where D is the water depth, HTX and HRX are the transmitter and receiver height from the sea floor,

respectively. Substituting equations (2.20) into equation (2.18), the path length of each ray is given by

dDR=
√

L2+(HRX − HTX)2 , (2.21a)

dSSn
=

√
L2+[2nD − HTX − HRX]2 , (2.21b)

dSBn
=

√
L2+[2nD − HTX + HRX]2 , (2.21c)

dBSn
=

√
L2+[2nD + HTX − HRX]2 , (2.21d)

dBBn=
√

L2+[2(n−1)D + HTX + HRX]2 . (2.21e)

The frequency response of the i th path is given by

Hi ( f )=Γi

/√
A(di , f ), (2.22)

where di is the length of the i th propagation path with an associated delay of τi=(di /c) (where c is

the speed of sound in water ) and Γi is the cumulative reflection coefficient for surface and sea floor

reflections which can be computed as follows,

Γi=γnsr
s γ

nbr
b (φi ), (2.23)

where φi is the grazing angle of the i th propagation, nsr and nbr denote the number of surface and

bottom reflections, respectively, while γs and γb are the surface and bottom reflection coefficients,

respectively. The surface reflection γs can be assumed to be -1 under ideal sea conditions (calm flat sea

surface) [7]. For other sea conditions where scattering of the incident ray occurs, the surface reflection

can be computed using the Beckmann-Spizzichino model as [63]
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γs=

[
1+

(
fp

10×378w−2

)2]/[
1+

(
f

378w−2

)2]
10

(
1+ (90−w)

60

)(
φ
30

)2

10

, (2.24)

where w denotes the wind speed in Knots (1 Knot = 0.5144 m/s) , f is the carrier frequency in kHz and

φ is the grazing angle at the surface in degrees. The bottom reflection coefficient γb is dependent on the

grazing angle and the type of the sea floor (hard or soft) [7]. Assuming ideal plane-wave propagation

conditions, the bottom reflection coefficient can be computed as [64]

γb=


ρbsinφ−ρ

p
(c/cb)2−cos2φ

ρbsinφ+ρ
p

(c/cb)2−cos2φ
, cos φ ≤ c/cb

1, otherwise
(2.25)

where ρ is the density of water while ρb and cb are the density and speed of sound at the sea bottom

respectively. Nominally, ρ=1000 g/m3, ρb=1800 g/m3 and cb=1300 m/s [64]. The overall channel

response in the frequency domain is given by [65]

H( f )=∑
i

Hi ( f )e− j 2π f τi , (2.26)

and the corresponding impulse response is given by

h(t )=∑
i

hi (t−τi ), (2.27)

where hi (t ) is the Inverse Discrete Fourier Transform (IDFT) of Hi ( f ). Each path typically behaves as a

low-pass filter [7]. A baseband model of the UAC with discrete multipath components can be represented

as [3]

h(τ,t )=∑
i
Ai (t )δ(τ−τi (t )), (2.28)

where δ is a Dirac delta function and Ai (t ) is the time-varying amplitude of the i th path. Equation (2.28)

is characterised by frequency spreading and time spreading. The latter is due to multipath propagation

which occurs in the channel and the total number of paths is determined by the reflections which arrive

at the receiver with significant energy [66]. Frequency spreading is due to the time-variability of the

quantities, Ai (t ) and τi (t ). If the paths’ amplitudes remain constant within a short data block, then

Ai (t )≈Ai . Motion at the transmitter and/or receiver results in a Doppler shift which is proportional to the

ratio, ξ=vrel/c [7]. ξ denotes the Doppler scale factor and vrel is the relative velocity between the mobile

nodes. The relative motion between the transmitter and receiver causes the path lengths in a multipath

channel to vary and the time-variability of the path delays results in either a time dilation or compression

of the signal, which is characterised by the time scaling factor 1−ξ ("+" sign if transmitter and receiver

are moving towards each other) [66]. Thus, if we consider an input baseband signal of bandwidth B

which is centred around 0 Hz, in the presence of motion the received signal (after carrier demodulation)

will be observed as having a bandwidth (1−ξ)×B (Doppler spreading) centred around −vrel× fc /c

(Doppler shifting), where fc is the carrier frequency [66]. Therefore, motion-induced Doppler shifting
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Figure 2.6: Transmitted CP-OFDM signal.

and spreading are both characterised by the factor, ξ=vrel/c. The speed of moving ROVs is usually in

the order of a few m/s. However, even when they are stationary, currents or tides can force them to

move resulting in slight Doppler shifts. The low speed of sound in water makes motion-induced Doppler

distortion non-negligible. Hence, for Nmp discrete paths, equation (2.28) can be re-written as [3]

h(τ,t )=
Nmp∑
i=1

Aiδ(τ−[τi−ξi t ]). (2.29)

If an underwater vehicle moves at several m/s, ξi will be in the order of 10−3, which is a non-negligible

value as compared to a highly mobile terrestrial system where the factor can be as low as 10−7 [7]. If all

the propagation paths are assumed to have the same Doppler scale factor, i.e., ξi≈ξ, then the expression

in (2.29) can be simplified to

h(τ,t )=
Nmp∑
i=1

Aiδ(τ−[τi−ξt ]). (2.30)

In this case, the common Doppler scale factor ξ can be simply removed through a resampling process at

the receiver as described in the following subsection.
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Figure 2.7: Cross-correlation result between received OFDM signal and known transmitted preambles.

2.2.5.1 Doppler Scale Estimation and Compensation

The multiple reflected copies of the transmitted signal, especially in a horizontal channel, are subjected

to noticeable Doppler shifts when either or (both) the transmitter and receiver are moving [67]. Doppler

shifts reduce the channel coherence time or in other words cause the channel to fluctuate more rapidly

[68]. Doppler scale estimation can be achieved by inserting waveforms in the transmitted signal which

are known at the receiver. One of the approaches is to use a training sequence (or preamble) which

can be created using either Doppler-insensitive waveforms such as Hyperbolic Frequency Modulated

(HFM) or Linear Frequency Modulated (LFM) waveforms or Doppler-sensitive waveforms such as

Costa, m-sequence or polyphase sequence waveforms [69].

An example of a transmitted OFDM frame of duration 1.1 seconds is shown in Figure 2.6 where the

sampling frequency is 100 kHz. In this example, 1024 subcarriers occupy a bandwidth of 25 kHz (OFDM

symbol duration of 40.96 ms) and the CP duration is 10 ms. The number of OFDM symbols between the

preamble and postamble is 20. The preamble/postamble duration is 40.96 ms. The preamble/postamble

is made up of two identical halves which are generated using a pseudo-random m-sequence generator

with a primitive polynomial of x9+x4+1. The maximal length sequence (also known as m-sequence)

is a class of non-linear shift register sequences that has excellent autocorrelation characteristics. It is

assumed that the receiver knows the initial time (or number of samples), Ttx, between the preamble

and postamble. The OFDM signal is then transmitted through a multipath channel where all paths are
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assumed to have a common Doppler scale factor ξ. This means that the signal is scaled in time from

T to T (1+ξ), where T is the OFDM symbol duration [69]. Time synchronisation is achieved through

the cross-correlation of the received OFDM signal with the known transmitted preambles [69]. The

preambles are usually chosen such that they show a high peak when the autocorrelation is performed,

thereby allowing the receiver to identify the exact timing instant at which the preambles are received.

The cross-correlation between the transmitted preambles and received OFDM signal is shown in Figure

2.7. The position of the peaks with the highest amplitudes are the timing instants at which the preambles

are located. The time between the received preambles can be denoted as Trx. The receiver then compares

Trx with Ttx to find an estimate of the Doppler scale factor as follows

ξ̂=Trx

Ttx
−1. (2.31)

The main Doppler effect is eliminated by resampling the received signal with the factor (1+ξ̂), i.e.,

y
(

t
1+ξ̂

)
, where y(t ) is the received passband OFDM signal. If ξ and ξ̂ are not equal, each subcarrier will

have a residual Doppler shift which can be denoted as ε̂= ξ−ξ̂
1+ξ̂ fc where fc is the carrier frequency [70].

So after compensating for the main Doppler scale factor and residual Doppler shifts, the signal can be

expressed as [54]

ỹ(t )=y

(
t

1+ξ̂

)
e− j 2πε̂t . (2.32)

The above technique is suitable when the speed of motion between adjacent preambles is almost constant

[17]. For sudden change in speed, the Doppler scale factor may vary across an OFDM frame [17], In

this case an average of the Doppler scale factor is computed at the expense of a degraded performance.

The method of transmitting a preamble and postamble has low complexity but the disadvantage is that

the whole data frame should be received/buffered before the Doppler scale can be estimated and hence

may cause a delay in receiver processing [54].

2.2.6 Transducer Characteristics

In most active UWA communication systems, the transducer can be used as a sound projector (transmitter)

only, where the electrical signals are converted into pressure (acoustic) waves, or as a transmitter/receiver

combination to both transmit and detect acoustic waves. When used at the receiver, the transducers

serve as hydrophones to sense the transmitted sound waves and convert them into electrical energy.

The underwater acoustic transducers are usually built using piezoelectric materials such as ceramics,

polymers, single crystals and composites [71]. Different UWA transducers have different operational

frequency range, but they are usually designed to operate at their resonance frequency to achieve

the most efficient electrical to acoustical energy coupling [72], thereby maximising the output power.

Therefore, for a target transmission scenario, after finding the optimum operating frequency band, a

suitable transducer needs to be selected to ensure its frequency response is compatible with the chosen

channel bandwidth in order to achieve the highest transmit/receive gain for the acoustic modem [37].

Note that an acoustic modem consists of three main parts; a transducer, an analogue transceiver system
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with an amplifier and pre-amplifier at the transmitter and receiver, respectively, and a Digital Signal

Processing (DSP) platform, which is the core of the communication system. The transducer’s electro-

mechanical specifications usually include the Transmitting Voltage Response (TVR), Open Circuit

Receiving Response (OCRR) and directivity pattern. An example of these specifications for the spherical

ITC-1032 transducer, manufactured by Gavial-International Transducer Corporation (ITC), is shown

in Figure 2.8. The other nominal specifications for the ITC-1032 transducer are provided in Table

2.2. The TVR (transmitting sensitivity) is basically defined as the measured sound pressure level (as

a function of frequency) at a distance of 1 m away from the transducer (projector), per 1 V of input

voltage generated by the transducer [72]. The TVR is measured in dB with a reference pressure value of

1 µPa and therefore its unit is specified as dB re µPa/V. The OCRR (receiving sensitivity) is defined

as the output voltage (V) generated by the transducer when a pressure of 1 µPa is applied to it. The

OCRR is expressed in dB re 1V/µPa and is a function of frequency. As can be observed in Figure 2.8(a),

the performance of the transducer (projector) peaks at its resonance frequency (33 kHz) and declines

rapidly as the transmission frequency moves away from the resonance point. Therefore, only a narrow

frequency range can be used to achieve the best transmission performance. Similar to the TVR plot in

Figure 2.8(a), a peak can be observed at the resonance frequency in the OCRR plot shown in Figure

2.8(b). However, unlike the TVR curve which has a steep slope below the resonance frequency, the

OCRR frequency response, on the other hand, is relatively flat all the way down to ~0 Hz. Therefore,

when the transducer is used as a hydrophone, the entire frequency range below the resonance point can

be used. However, if a flatter frequency response is required over the entire operating frequency range

for the communication scenario of interest, then another model (or brand) of transducer that satisfies this

requirement may be used as hydrophone. Note that when choosing a hydrophone, it is desired that it

has a flat frequency response over a wide frequency range, that is, the aim is to obtain the same amount

of voltage per amount of acoustical excitation, regardless of the frequency. The ITC-1032 transducer

provides uniform omnidirectional characteristics as shown in the directivity pattern in Figure 2.8(c).

The transducers that are used in UWA communication systems usually have an omni-directional beam

pattern in the horizontal plane to minimise reflections from the surface and sea-floor, especially in

shallow water channels [72]. Once the most suitable hardware (in terms of transducer, power amplifier,

voltage pre-amplifier, etc.) has been selected for a given UWA communication scenario, bandwidth-

efficient physical layer schemes can be implemented at the DSP unit to maximise the use of the available

bandwidth, especially for long-range links, and achieve a high bit rate while coping with the channel

impairments.

2.2.7 Underwater Acoustic Channel Generation

A multipath generator [74] is used to compute the number of reflections and their nominal path lengths,

angles of arrival, cumulative reflection coefficient, path gains and delays for a given channel geometry

(see Section 2.2.5). The lower band-edge frequency is used to determine the maximum number of paths

as long as the path gains remain above a pre-defined threshold. Or alternatively, the total number of
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(a) TVR (b) OCRR

(c) Beam pattern

Figure 2.8: ITC-1032 transducer specifications [73].

Table 2.2: Nominal Specifications for ITC-1032 Transducer [73].

Type Projector/Hydrophone
Resonance frequency, fr 33 kHz
Depth rating 1250 m
TVR at fr 149 dB re µPa/V @1m
Midband OCV -194 dB re 1V/µPa
Suggested Band 0.01 - 50 kHz
Beam Type Spherical
Input Power 800 watts

paths can be generated as long as the power difference between the strongest path and the weakest one

is equal to or below a pre-defined value. The Bellhop acoustic software [75] can alternatively be used

to generate the multipath profile for a given channel configuration as shown in Figure 2.11. Unlike

RF channels, there is no standardised channel model for an UAC. Also research in this field depends

heavily on expensive and time-consuming sea experiments [76]. Hence, a suitable channel model which

is consistent with the real-world UAC should be used in order to design an UWA communication system.
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Figure 2.9: Vertical channel geometry.

In this regard, statistical modelling is often used since it considers the fast time fluctuations that occur in

an UAC as a result of phenomena such as random movement between the transmitter and receiver or

scattering [74, 76]. In this research work, a statistical channel model based on the principle of maximum

entropy [76] is used to generate the time-varying channel coefficients, unless otherwise stated. This

model is known to be accurate and consistent with a real UAC even if only partial information about the

channel is known such as the channel Power Delay Profile (PDP) and Doppler spread. Thus, using the

maximum entropy principle an accurate UAC model can be obtained without requiring comprehensive

knowledge about the channel propagation phenomena. The statistical UAC model in [76] is described

next.

A linear time-varying channel can be modelled by its impulse response in terms of a delay τ and

time t , i.e., h(τ,t ) or by its spreading function in terms of a delay τ and Doppler ν, i.e., S (τ,ν). The

latter characterises the scatterer reflectivity and complex attenuation for all the paths with delay τ and

Doppler ν [76]. For an input signal x(t ), the output y(t ) of the system can be expressed as

y(t )=
∫ ∞

−∞
h(τ,t )x(t−τ)dτ (2.33)

=
∫ ∞

−∞

∫ ∞

−∞
S (τ,ν)x(t−τ)e j 2πνt dτdν, (2.34)

where S (τ,ν)=∫ ∞
−∞h(τ,t )e− j 2πνt d t . For a Wide-Sense Stationary Uncorrelated Scattering (WSSUS)

channel, the scatterers with different delay or different Doppler are uncorrelated, i.e.,

E
[
S (τ,ν)S∗(τ′,ν′)]

]=C (τ,ν)δ(τ−τ′)δ(ν−ν′), (2.35)

where C (τ,ν) is known as the scattering function which can be expressed as

C (τ,ν)=E[|S (τ,ν)|2] (2.36)
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Figure 2.10: Operating frequency range and centre frequency for an UWA transmission distance of 1
km.

=
∫ ∞

−∞
E
[
h(τ,t )h∗(τ,t+∆t )

]
e− j 2πν∆t d∆t · (2.37)

The discrete-time baseband equivalent of the channel input-output relation in equation (2.33) can be

written as

y[n]=
Nmp−1∑

i=0
hi [n]x[n−i ], (2.38)

where hi [n], x[n] and y[n] are the sampled versions of h(τ,t ), x(t ) and y(t ), respectively, and Nmp

denotes the total number of discrete paths (taps) in the channel. The scattering function in equation

(2.37) is expressed in discrete-time as follows

Ci (ν)=
+∞∑

u=−∞
E
[
hi [n]h∗

i [n+u]
]
e− j 2πνu . (2.39)

Note that Ci (ν) is discrete along the delay axis but continuous in Doppler. Assuming that the channel

is modelled as a multi-variate random process where H(n)=[
h0[n],···,hNmp−1[n]

]
, and considering that

the only known information about the channel is that it has a total finite energy equal to σ2, then the

channel Probability Density Function (PDF) can be derived by maximising the entropy [76]

−
∫

logP (H)dP (H), (2.40)

given the constraints ∫
dP (H)=1, (2.41)
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Figure 2.11: Illustration of a Bellhop multipath profile for a given transmission scenario.

∫ Nmp−1∑
i=0

|hi |2dP (H)=σ2· (2.42)

Using the Lagrange function, the maximisation problem can be solved as follows

L(P )=−
∫

logP (H)dP (H)+α
(
1−

∫
dP (H)

)
+λ

(
σ2−

∫ Nmp−1∑
i=0

|hi |2dP (H)

)
, (2.43)

and finding the functional derivative of L(P ) and setting it zero yields the following expression [76]

−logP (H)−1−α−λ
Nmp−1∑

i=0
|hi |2=0, (2.44)

where α and λ are known as the Lagrange multipliers. Using equations (2.41), (2.42) and (2.44), the

PDF of the channel is given by

P (H)= 1

(πσ2/Nmp)Nmp

Nmp−1∏
i=0

e−
Nmp |hi |2

σ2 . (2.45)

The expression in (2.45) represents independent and identically distributed (i.i.d) Gaussian distributed

channel taps [76]. If the PDP of the channel is known such that each tap has an average power

E
[|hi |2

]=σ2
i +|si |2 where si=E[hi ] (specular component), then the expression in (2.45) becomes [76]

P (H)=
Nmp−1∏

i=0

1

(πσ2
i )

e
− |hi −si |2

σ2
i . (2.46)

The Rice factor in this channel model is given by |si |2/σ2
i and is exponentially decaying with the tap

delay [76]. From (2.45) and (2.46), it can be inferred that the joint entropy of H can be formulated as the

sum of the entropy of each hi , and therefore the entropy maximisation of H is equivalent to the entropy
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maximisation of each hi separately [76]. Thus, the scattering function that maximises the entropy can

be obtained by deriving the Doppler spectrum of each channel tap. For a discrete-time Gaussian process

h[n], the entropy rate h̄ is given by

h̄=1

2
log(2πe)+1

2

∫ 1/2

−1/2
log C (ν)dν, (2.47)

where C (ν) is the Doppler power spectrum with bounded normalised support [νmin,νmax] and −1/2≤
νmin≤ν≤νmax≤1/2. The aim is to obtain the C (ν) that maximises h̄ for each tap, subject to some

constraints which express the state of knowledge about the time variations in the channel [76]. For each

tap, this knowledge may be formulated in terms of a set of spectral moments, µp , of known functions

mp(ν), i.e.,

µp=
∫ νmax

νmin

mp(ν)C (ν)dν, (2.48)

where p∈P and P denotes a set of constraint orders. It is desirable to limit the parameters of the model

to statistics of order 2 or less, i.e., p≤2, because such statistics become physically simple to interpret

given that their order of magnitude is normally known in a particular environment [76]. It has been

found in [76] that limiting the channel knowledge to second order statistics is enough to generate

an accurate UAC model. In this case, µ0 represents the total average power of h[n], µ1 denotes the

barycentre of C (ν) and µ2 expresses the Root Mean Square (RMS) Doppler spread, Ds, of h[n] such

that Ds=
√
µ2/µ0 − (µ1/µ0)2 [76]. Geometrical moments can alternatively be used to express the state

of knowledge about the time variations in the channel such that mp(ν)=νp . Thus, using (2.47) and

(2.48), the model for the Channel Scattering Function (CSF) can be derived by solving, for each tap, the

following optimisation problem [76]

max
C (ν)

∫ νmax

νmin

log C (ν)dν,

subject to
∫ νmax

νmin

νpC (ν)dν=µp ,∀p∈P · (2.49)

Similar to (2.43), the optimisation problem in (2.49) can be solved using the Lagrange function as

follows

L(C )=
∫

log C (ν)dν−∑
p∈P

λp

(
µp−

∫
νpC (ν)dν

)
· (2.50)

Differentiating L(C ) with respect to C yields the following expression [76]

C (ν)= 1∑
p∈Pλpν

p , (2.51)

where the multipliers λp are obtained by solving the set of non-linear equations∫ νmax

νmin

νq∑
p∈Pλpν

p dν=µq ,∀q∈P · (2.52)

Consider a vertical channel geometry as shown in Figure 2.9 where the transmitter and receiver

heights from the sea floor are 1 m and 999 m, respectively. The water depth is 1000 m. Based on the
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transmission distance of approximately 1000 m, a suitable bandwidth can be obtained using the plot

in Figure 2.10. f0(d) denotes the optimum at which maximum SNR is achieved at the receiver. The

transmission bandwidth is chosen to be around f0(d) based on the 3-dB bandwidth [17]. In Figure 2.10,

the carrier frequency is denoted as fc (d). The multipath calculator in [74] is used to generate the PDP

and the statistical UAC model in [76] is used to generate the baseband Channel Impulse Response (CIR)

for the channel configuration in Figure 2.9. The corresponding channel responses in terms of PDP,

band-limited CIR, time-variant response and CSF are shown in Figure 2.12. The CSF characterises the

average output power in the channel as a function of the delay τ and Doppler ν. In other words, it gives an

indication of the rate of channel variations at different multipath delays. In this example, the maximum

RMS Doppler spread in the UAC is 2 Hz. It should be noted that throughout this thesis, the simulations

of the different systems are performed in a complex discrete-time baseband setting. Furthermore, the

frequency response of the transducers (projectors/hydrophones) and their corresponding beam patterns

are not considered in the simulations.

2.3 Video Coding and Transmission

Next-generation UWA communication systems are expected to support real-time video transmission from

an unmanned underwater vehicle to a surface vessel [3]. It thus becomes increasingly important to reduce

the gap between the supported bit rate of the UAC and that required for achieving video transmission

with acceptable quality [3, 8]. To this end, efficient video compression techniques are necessary to

fit the transmitted videos in the limited acoustic bandwidth without causing a severe degradation on

the overall video quality. Some studies considering underwater image transmission have adopted the

approach of transmitting a sequence of still images over a vertically-configured UAC (see [11–13]

and references therein), where each image in the sequence is usually independently encoded using the

transform domain based on DCT. Sub-band coding such as the Discrete Wavelet Transform (DWT) can

alternatively be used for image coding [8]. In these methods, the DCT or DWT coefficients are first

quantised and then the quantised levels are efficiently encoded such that each image is represented with

as few bits as possible to achieve an acceptable frame rate. Real-time low resolution video transmission

with satisfactory quality has also been achieved over a horizontal acoustic link of a few hundred metres

using MPEG-4 standard (e.g., [16, 17]). Nowadays, better standards in the form of H.264 (MPEG-4

Part 10 AVC) and HEVC are available. The latter two standards improve on the previous MPEG-4

standard with higher bit rate savings and improved visual quality and are typically used in HD and

Ultra High-Definition (UHD) applications. For similar subjective quality, HEVC aims to achieve a

reduction in bit rate by approximately 50% compared to its predecessor H.264/AVC [77]. This aim is

attainable since HEVC brings further enhancements and flexibility compared to previous standards in

terms of partitioning, prediction of Motion Vectors (MVs), interpolation, de-blocking filters and parallel

processing structures [78]. The interested reader is referred to [78] for an overview of HEVC.

In the following subsections, the basics of video coding and compression are covered and an overview
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Figure 2.12: Example of channel responses for a vertical UAC of 1 km (a) PDP (b) band-limited CIR (c)
time-variant channel response (d) CSF.

of the main features of the H.264/AVC standard is provided.

2.3.1 Basics of Video Coding

Video compression is the process whereby an original uncompressed video is processed in such a way

that it occupies less storage space and minimises both the transmission cost and time. Transmission also

involves sending the video and successfully delivering it to the receiver side by using loss protection

and recovery techniques [79]. Lossy video coding standards exploit the redundancies that exist in the

original video scene and also the imperfections in the human visual system to provide a representation

such that the changes made to the video are imperceptible to the human eye. The main terminologies

associated with a video are defined next.

The resolution is a common term associated with images and videos. It defines the number of

31



CHAPTER 2. OVERVIEW OF UNDERWATER COMMUNICATIONS AND VIDEO COMPRESSION

(a) (b) (c)

Figure 2.13: Illustration of chroma sub-sampling formats in YUV space (a) 4:4:4 (b) 4:2:2 (c) 4:2:0.

pixels (basic unit of composition or building blocks of a digital graphic) that can be displayed on the

horizontal (width) and vertical (height) axes of a digital display device. For example, a computer display

of resolution 800×600 is represented by 480,000 pixels, each of which is characterised by its (x,y)

coordinates. Furthermore, in a colour image, a number of bits is used to represent each pixel and this

is typically known as the colour depth. If, for example, a colour image is represented by 24 bits per

pixel (bpp), the total number of different colours available is equal to 224=16,777,216. Therefore, the

higher the resolution and the number of bpp in a colour image, the better is the quality at the expense of

a larger image size. A video consists of a sequence of images which are displayed in a timely fashion to

provide the effect of motion. The number of images or frames that are displayed in one second (fps) is

known as the frame rate and this value dictates the smoothness of the motion. A high value implies a

smoother motion at the expense of a lower compression rate. The term bit rate, measured in bits per

second (bps), is also associated with a video and it gives an indication of the compression level of the

video [80]. In other words, it defines the quality and size of the video, with a high value implying a

higher video quality but large file size. The main principles involved in video coding and compression

are introduced next.

2.3.1.1 Colour Representation

The human perception of colours is stimulated by electromagnetic waves where the visible spectral

range include values from approximately 380 nm to 780 nm [79]. Colours which correspond to a single

wavelength are known as primary colours and the cone cells in the human visual system are most

sensitive to the three primary colours, namely, red, blue and green (RGB). The perception of different

colours is achieved through the combination of these three primary colours. Since the human visual

system is more sensitive to luminance (brightness) than chrominance (colours) [81], a more efficient way

of representing colours is required. In this regard, the YCbCr colour space, also known as the YUV space,

is used by most lossy image and video compression techniques, where more chroma components are

discarded than luma ones without causing a reduction in the perceived quality. The Y-component (luma)

in the YCbCr colour space corresponds to brightness whereas the components Cb (blue chrominance)

and Cr (red chrominance), represent the amount of colour deviation from grey towards blue and red,

respectively [82]. Video coding standards such as the MPEG-4 and H.264/AVC support three types of

chroma sub-sampling formats, namely, 4:4:4, 4:2:2 and 4:2:0. These formats are illustrated in Figure
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Figure 2.14: Illustration of macroblocks in a video frame.

2.13. The 4:4:4 format in Figure 2.13(a) shows that the luma and two chroma components, Cb and Cr,

all have the same resolution. The 4:2:2 format in Figure 2.13(b) shows that the two chroma components

are sub-sampled by a factor of two only in the horizontal dimension, while the 4:2:0 format in Figure

2.13(c) shows that the chroma components are sub-sampled by a factor of two in both the horizontal and

vertical dimensions. Hence, by using the YCbCr colour space instead of the RGB system, video coding

standards are able to represent a scene with less amount of data and this may be regarded as the simplest

means to achieve compression.

2.3.2 Fundamentals of Video Compression

Over the last three decades, several video coding standards ranging from H.261 to H.265/HEVC,

including the MPEG standards, have been proposed for video compression and each standard is expected

to bring a number of improvements over its predecessor, especially in terms of compression efficiency.

While these standards also have different computational complexity and implementation procedure, they

are nevertheless made up of the same basic building blocks. Video coding aims to decrease the amount

of redundancy that exists in an uncompressed video stream. To this end, various tools are used during

the video encoding process, namely, prediction control, transform and quantisation, motion estimation

and compensation and entropy coding. These operations are performed on a block-by-block basis, more

specifically, each frame is partitioned into block-shaped units called MBs, as shown in Figure 2.14. The

MB has a typical size of 16×16 pixels and it represents the basic processing unit in the MPEG-x and
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(a) (b)

Figure 2.15: Two consecutive frames in an underwater video scene (a) Frame 1 (b) Frame 2.

H.26x video compression standards. These standards are also known as block-based video encoders.

2.3.2.1 Prediction

Usually a video scene contains a lot of temporal and spatial redundancies, where consecutive frames or

neighbouring pixels within the same frame show a lot of similarity. The correlation between successive

frames is referred to as temporal redundancy while the correlation between neighbouring pixels within

the same frame is referred to as spatial redundancy [81]. For example, two consecutive frames in an

underwater scenery are shown in Figure 2.15. As can be seen from the latter figure, Frame 1 and Frame 2

seem to be identical and therefore, in this case, it is more efficient to encode only the difference between

them and then use Frame 1 as a reference frame. The basic concept of prediction coding is to obtain a

differential signal (also known as the residual) from the original video signal and its prediction [81]. At

the receiver, the video decoder tries to reconstruct the original signal by summing the residual and the

predicted signals.

Motion estimation and compensation are part of the prediction coding stage in block-based video

encoders. Motion estimation consists of predicting a current block by finding the best matching block,

within a given search range, in one or more reference frames [82]. When the video encoder has more

than one reference frames at its disposal, a further improvement in the prediction process can be achieved

[82]. The best matching block is usually determined based on a cost criterion such as the Mean Squared

Error (MSE), Sum of Squared Error (SSE) or Sum of Absolute Difference (SAD) [83]. The reference

block which results in the smallest error or difference is then chosen. The relative position of the chosen

reference block with respect to the current block gives rise to the motion vector. Figure 2.16 shows

an example of a video frame displaying motion vectors indicated by the arrows. The difference signal

(residual) between the reference block and the current block, along with the motion vector, serve as input

to the next stage in the video encoding process. Encoding only the residual between two frames without

motion compensation does not lead to efficient compression. When there is relative motion of objects
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Figure 2.16: Motion vectors in a video frame.

between successive frames, simple differencing will result in large residual values [84], especially in

scenes where there is a lot of motion, e.g., sport scenes. In this case, it is more efficient to estimate the

relative motion of objects between consecutive frames and then compensate for it. The residual frame

will therefore contain less amount of data that needs to be encoded, as compared to the case where no

motion compensation is used. The decoder is informed about the motion compensation through the

motion vectors. These specify how an object in a scene moves in the horizontal and vertical directions

and thus the decoder can align the blocks and reconstruct the frame [84].

In prediction coding, a sequence of frames in a video sequence can be encoded in such a way that they

make up a Group of Pictures (GOP), making them independent of other frames in the video sequence.

Three types of frames are used during video coding, namely, intra (I), predictive (P) and bidirectional

predictive (B) frames. The first frame in a video sequence is always an I-frame which is independent of

all other frames, that is, it does not need other frames to decode [82]. It uses intra-prediction whereby the

current MB is predicted from previously coded neighbouring blocks within the same frame [85]. While

the frequent use of I-frames limits the propagation of errors when frames are corrupted or lost, they

however tend to have a high bandwidth consumption [86]. A P-frame is an inter-coded frame whereby

only the information that has changed from the previous I-frame is stored [86]. Therefore, P-frames

use fewer bits than I-frames. It is encoded using either a previous I-frame or P-frame as reference

(unidirectional prediction). Since the P-frame depends on a previous reference frame, it is more likely to

be affected by errors. The B-frame is also an inter-coded frame that provides the highest compression

efficiency as compared to I- and P- frames. The B-frames reference the previous I-frames and future

P-frames (bidirectional) and they store only the image differences between them [86]. A sequence of I-,

P- and B-frames is illustrated in Figure 2.17 where the arrows indicate the inter-frame dependencies.
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Figure 2.17: A sequence of I-, B- and P-frames.

2.3.2.2 Transform Coding

In addition to prediction coding, transform coding is used to decrease the amount of correlation that

exists in the residual signal by converting the spatial domain signal to the frequency domain [81]. The

DCT is a widely used mathematical transform in block-based video encoders and decoders since it

allows for an efficient implementation. In a broad sense, DCT converts an input data into the frequency

domain such that most of the information is concentrated on a few coefficients only [82]. The transform

coding operation can be mathematically represented as

Y = A D AT, (2.53)

where D is the block of residual data of size K ×K and A is the DCT matrix, with the element on the i th

row and j th column given by

Ai ,j = fi cos
i (2j + 1)π

2K
(2.54)

for

fi =


1p
K , i = 0√

2
K , i 6= 0 .

(2.55)

As an example, consider an 8×8 block of pixels in Frame 1 of Figure 2.15, which is given by

D =



160 160 160 160 160 160 160 160

105 105 105 105 105 105 105 105

115 115 114 114 114 114 115 115

115 115 115 115 114 114 115 116

115 115 115 115 114 115 115 115

115 115 115 115 114 115 115 114

114 115 114 114 115 114 115 115

114 114 115 115 115 114 115 115


. (2.56)
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Although transform coding is performed on the block of residual data following the prediction coding,

the original frame is considered in this example for illustration purposes only. The 8×8 DCT matrix is

given by

A =



0.3536 0.3536 0.3536 0.3536 0.3536 0.3536 0.3536 0.3536

0.4904 0.4157 0.2778 0.0975 −0.0975 −0.2778 −0.4157 −0.4904

0.4619 0.1913 −0.1913 −0.4619 −0.4619 −0.1913 0.1913 0.4619

0.4157 −0.0975 −0.4904 −0.2778 0.2778 0.4904 0.0975 −0.4157

0.3536 −0.3536 −0.3536 0.3536 0.3536 −0.3536 −0.3536 0.3536

0.2778 −0.4904 0.0975 0.4157 −0.4157 −0.0975 0.4904 −0.2778

0.1913 −0.4619 0.4619 −0.1913 −0.1913 0.4619 −0.4619 0.1913

0.0975 −0.2778 0.4157 −0.4904 0.4904 −0.4157 0.2778 −0.0975


, (2.57)

while output of the transform coding operation is given by

Y =



3.7377 −0.0009 0.0039 −0.0031 −0.0005 0.0013 −0.0021 −0.0001

0.2022 0.0014 0.0019 0.0013 0.0004 −0.0003 0.0012 −0.0012

0.2092 −0.0020 −0.0044 0.0010 0.0012 −0.0017 −0.0008 0.0029

0.2209 0.0022 −0.0023 0.0025 −0.0027 0.0008 0.0013 −0.0019

0.2181 −0.0009 −0.0008 −0.0031 0.0015 0.0013 0.0019 −0.0001

0.1912 −0.0010 0.0028 −0.0009 0.0010 −0.0022 −0.0022 0.0008

0.1452 0.0017 0.0001 0.0010 −0.0010 0.0023 0.0005 −0.0005

0.0772 −0.0009 0.0015 0.0017 −0.0003 −0.0017 −0.0013 0.0002


. (2.58)

As can be seen in (2.58), the top-leftmost element contains the most energy and this element is commonly

known as the ’DC’ coefficient [79]. The main objective of transform coding is to locate those elements

that can be discarded without severely impacting on the reconstructed image/video quality.

2.3.2.3 Quantisation

Quantisation is the process whereby the transformed coefficients are divided by a step size, commonly

referred to as the Quantisation Parameter (QP), and then the results are rounded to the closest integer

so that they can be encoded using fewer bits [82]. The inverse operation is performed by the decoder

whereby the quantised coefficients are multiplied by the same values that were used at the encoder.

Video coding is lossy in nature because of the irreversible quantisation process where the rounding

errors result in some loss of information, which is however, generally imperceptible to the human eyes

[82]. The quantisation process can be mathematically represented as

Yquantised = QP × round
(

Y

QP

)
. (2.59)

The value of QP can be adjusted to control the number of transformed coefficients that are discarded,

with a high value implying a high compression but lower reconstructed image/video quality.
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2.3.2.4 Entropy Coding

Following the quantisation process, the quantised coefficients are fed to an entropy encoder for further

compression. Entropy coding is a lossless compression technique which is used to compress digital data

wherein the frequently occurring symbols are encoded with fewer bits than the rarely occurring ones.

Some common strategies that are used by an entropy encoder to achieve lossless compression include

the arithmetic codes and Variable Length Codes (VLC) such as the Huffman codes.

2.3.3 Video Quality Assessment

Video compression is described as being lossy since partial or redundant information in an original

video sequence is discarded during the encoding process and this cannot be recovered at the receiver

following the decoding process. A quality assessment tool is therefore required to evaluate the effects

of changing or tweaking the encoding parameters on the resulting encoded video quality. It should be

noted that compression is not the only means by which the original image or video quality is affected.

Further distortions may occur, for example, during storage or transmission over an erroneous channel.

The two methods that are used to assess the image/video quality include the subjective or the objective

approach [87]. In the former method, a group of observers rate or score the quality of videos based on

their visual perception. Ideally, the subjective method would be the most suitable for assessing the video

quality but is however, often expensive and time-consuming [87].

The objective method, on the other hand, uses some algorithms to quantify the distortions in the

encoded video. The quantitative values are generally calculated using the original video as a reference

and they indicate whether distortions are present in the encoded video sequence [88]. The PSNR is

a widely used objective video quality metric due to its low complexity [89]. Although the objective

method may not always reflect the human viewer’s judgement of the video quality, the PSNR is found to

be a valid metric for evaluating the quality of a compressed video, as investigated in [89]. Therefore,

throughout this research work, the PSNR metric is used for measuring the quality of the processed

videos. In practice, only the luminance component is considered in the metric computation since, as

mentioned previously, the human eyes are more sensitive to luminance than chrominance. The PSNR

metric is defined as (in dB)

PSN R = 10log10
(2u − 1)2

MSE
, (2.60)

where u denotes the number of bits per sample and the MSE between the original (reference) frame and

the processed frame is computed as

MSE = 1

Npixels

∑
i

∑
j

(
Yoriginal(i ,j ) − Yprocessed(i ,j )

)2 (2.61)

where Npixels is the total number of pixels in the frame, Yoriginal(i ,j ) and Yprocessed(i ,j ) represent the

luminance value at the i th row and j th column in the original and processed frames, respectively. The

higher the PSNR value, the better is the quality of the processed video.
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Figure 2.18: Block-based hybrid coding structure for H.264/AVC [90].

2.3.4 H.264/AVC Coding Standard

The H.264/AVC standard was implemented and published in 2003 through the cooperation of two inter-

national standards bodies, namely, the Telecommunication Standardisation Sector of the International

Telecommunications Union (ITU-T) and the International Organisation for Standardisation/International

Electrotechnical Commission (ISO/IEC). Compared to its predecessors such as MPEG-2 and MPEG-4

Visual, H.264/AVC achieves a better compression efficiency, with bit rate savings as high as 50% for the

same perceived video quality [90]. Even with the emergence of HEVC, the H.264/AVC standard is still

widely used in many applications including High-Definition Television (HDTV), Blu-Ray discs, internet

video streaming, video conferencing and surveillance, multimedia mobile phone applications, among

others.

Figure 2.18 shows the block-based hybrid coding structure of the H.264/AVC standard which creates

an H.264-compliant bitstream from an input video sequence. The following subsections outline some

of the main tools and features introduced in the H.264/AVC standard that distinguish it from previous

video coding standards. The interested reader is referred to [91] for more in-depth information on the

H.264/AVC standard.

2.3.4.1 Layers

In order to handle a wide range of applications and ensure interoperability across both wired and wireless

networks, the H.264/AVC standard specifies two layers, namely, the Network Abstraction Layer (NAL)

and the Video Coding Layer (VCL). The latter was implemented to represent the encoded video content

in an efficient way while the NAL encapsulates the VCL data and specifies header information so that
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Figure 2.19: Illustration of slices in a video frame.

the video data can be easily stored or transmitted over a communication channel [91].

The encoded video data is organised into NAL units, which can be regarded as video packets that

are transmitted through the channel. The type of data in a NAL unit is specified by the header, which is

the first byte of the NAL unit and the remaining bytes consist of the actual payload data [90]. The NAL

units can be further categorised into two groups, namely, the VCL NAL units and non-VCL NAL units.

The VCL NAL units contain the coded slice data or slice partitions for a given frame, where a slice

can be broadly defined as a grouping of MBs. As for the non-VCL NAL units, they hold information

on how the encoded video should be decoded and this include the parameter sets and Supplemental

Enhancement Information (SEI) [90]. The latter refers to additional information, such as picture timing,

that can help improve the usability of the decoded video sequence [90]. The parameter set consists

of information that is likely to change infrequently and it allows the decoding of several VCL NAL

units. [90] The two types of parameter sets include the Sequence Parameter Sets (SPS) and the Picture

Parameter Sets (PPS). The SPS refers to a coded video sequence while the PPS relates to the decoding

of one or more frames in the sequence [90]. Furthermore, the Instantaneous Decoding Refresh (IDR)

access unit marks the beginning of each coded video sequence and this consists of an intra-coded picture

that can be decoded independently without using any previous pictures as reference [90].

2.3.4.2 Slices and Slice Groups

Video packets are very sensitive to errors in the sense that if one or more bit errors are detected in a

packet at the receiver, the whole corrupted packet is dropped [10]. Packet loss affects the overall video

quality and hence in addition to FEC coding, suitable techniques should be used during the video coding

process to provide enhanced error robustness, for examples using slices, frequent coding of I-frames,

and so on. A video frame can be divided into slices as shown in Figure 2.19 and each slice can be
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Figure 2.20: Types of FMO.

independently decoded. This increases the error resilience since errors within a given slice do not spread

to other slices.

Slices can be further grouped into slice groups, where each slice within a group is processed in a

raster scan order [90]. The H.264/AVC standard introduced the Flexible Macroblock Ordering (FMO)

feature in its baseline profile to further enhance the error resiliency. Note that the baseline profile targets

applications which require low delay, low complexity and maximum error robustness [92]. Using FMO,

the slice groups can be grouped in such a way that, if for example, one slice group is missing at the

decoder side, the MBs which are lost can be reconstructed using interpolation based on surrounding

samples of MBs from other slice groups [93]. The H.264/AVC standard defines seven types of FMO

mapping, six of which are illustrated in Figure 2.20. The seventh FMO mapping is completely arbitrary

and the user can specify his own slice grouping in the encoder.

The H.264/AVC standard supports different coding types for each slice, regardless of the slice

grouping. The different slice types are as follows [90]

• I-slice: Intra-prediction is used to code the MBs where the current MB is predicted from previously

coded MBs in the same slice.

• P-slice: Some of the MBs can be coded using inter-prediction as well as the coding types present

in an I-slice, with at most one motion-compensated prediction signal per block.

• B-slice: Some MBs can be coded using inter-prediction as well as the coding types present in a

P-slice, with two motion-compensated prediction signals per block.

For the P- and B-slices, previously coded pictures can be used to create the prediction signal for the

MBs [92]. While previous video coding standards use the I-, P- and B- slice types only, the H.264/AVC

standard introduced two additional slice types, namely, the Switching Predictive (SP) and Switching
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Figure 2.21: Partitioning of a MB for motion-compensated prediction.

Figure 2.22: Partitioning of 8×8 sub-macroblock.

Intra (SI) slices. These slices facilitate switching between streams coded at different bit rates and provide

error resilience [90]. SP-slices can be coded using two different reference pictures and exactly the same

data can be decoded from the SP-slices. An SI-slice is coded in such a way that it decodes exactly the

same data as a corresponding SP-slice. SP-slices are coded at regular intervals and for each SP-slice,

there exists at least one additional SP-slice using another reference picture, or an SI-slice.

2.3.4.3 Prediction in H.264/AVC Standard

Unlike previous standards, H.264/AVC supports inter-prediction with different block sizes ranging from

16×16 down to 4×4. Inter-prediction refers to the process of predicting a MB in a current frame from

one or more MBs in other frame(s) [82]. The motion prediction for P- and B-slices is performed by

partitioning the MB into fixed size blocks as shown in Figure 2.21. Moreover, when the MB is split into

the four 8×8 sub-macroblocks, each of these can be further partitioned as shown in Figure 2.22. Each MB

consists of its own motion vectors (maximum of 16) which are accurate to a quarter-sample resolution

in the luma component, implying that they can point to locations between pixels [82]. The different

partition sizes allow for a better motion compensation as large and small partition sizes can be used

for smooth and detailed areas in a picture, respectively. A better motion compensation also translates

to a higher compression efficiency. The main difference between B- and P- slices in the H.264/AVC

standard is that the MBs in B-slices employ a weighted average of two different motion-compensated

prediction values for finding the prediction signal [92]. In fact, B-slices use two reference picture lists

while P-slices use a single list for prediction [90].

As mentioned in section 2.3.2.1, the I-frame uses intra-prediction, i.e., previously coded MBs
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Figure 2.23: Intra_4×4 prediction modes.

within the same frame are used to predict the current MB [85]. As compared to previous standards, the

intra-prediction in H.264/AVC is performed in the spatial domain instead of the transform domain [92].

The intra-prediction is performed on luma blocks of sizes 16×16, 8×8 or 4×4, commonly denoted as

Intra_16×16, Intra_8×8, and Intra_4×4, respectively. Nine prediction modes are available for the 4×4

luma blocks, as shown in Figure 2.23. The Intra_4×4 mode is mostly used to code parts of an image

which have a high detail level whereas the Intra_16×16 mode is mostly used to code smooth regions

in an image [90]. Note that the Intra_16×16 block supports only four prediction modes, as shown in

Figure 2.24. The Intra_8×8 mode is supported only in the High profile of the H.264/AVC encoder, which

targets mostly HD applications. All its prediction modes are similar to the Intra_4×4 mode, except that

a low-pass filter is used to achieve a better prediction performance [82].

2.3.4.4 Transform and Quantisation in H.264/AVC Standard

As compared to previous video coding standards which use a 2D DCT on residual blocks of size 8×8, the

H.264/AVC standard introduces a group of integer transforms of different block sizes [92]. H.264/AVC

can choose between 4×4 and 8×8 transforms for the MBs. The integer DCT transformation is often

applied to 4×4 blocks to help reduce ringing artefacts (bands which appear near the edges in an image)

[82]. Furthermore, the 4×4 integer transform allows for less computations on the residual data and
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Figure 2.24: Intra_16×16 prediction modes.

also prevents decoding mismatch since an exact inverse transform is possible at the decoder. The 4×4

transform matrix as used by the H.264/AVC standard is given by


1 1 1 1

2 1 −1 −2

1 −1 −1 1

1 −2 2 −1

. (2.62)

The 8×8 transform, on the other hand, is mostly used to preserve the fine details and textures in HD

videos [82].

For the quantisation of the transform coefficients, a total of 52 different QP values are specified

for the encoder in the H.264/AVC standard. This large range of QP allows a trade-off to be achieved

between the bit rate and reconstructed image quality. The quantisation step size is doubled for every

increment of six in the value of QP [92]. In other words, a unitary increment in the value of QP results

in an increase in the quantisation step size by approximately 12%, which also causes a bit rate reduction

by approximately 12% [90].

2.3.4.5 De-blocking Filter

One of the problem that arises in block-based video coding techniques, especially at low bit rates, is

the appearance of block artefacts when a frame is processed using MB structures. This is due to the

block edges that are not reconstructed as accurately as the pixels within the blocks. To address this

issue, H.264/AVC specifies an adaptive in-loop de-blocking filter to make the block transitions smoother

and therefore improve the appearance of the decoded frames. In the encoder, the filter is used after

the inverse transform operation but before the MB is reconstructed and stored for future predictions,

thereby improving the efficiency of the motion compensation [82]. In the decoder, the de-blocking filter

is applied before reconstructing and displaying the MB.
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Figure 2.25: PSNR comparison between compressed H.264/AVC and HEVC video streams prior to
transmission.

2.3.4.6 Entropy Coding in H.264/AVC Standard

H.264/AVC supports two different methods for entropy encoding, which is the final step in the video

encoding process. The first method is the Context Adaptive Variable Length Coding (CAVLC) which

is based on an adaptive variant of the Huffman coding [82] in the sense that several VLC code tables

are used instead of a single one, allowing for a higher compression to be achieved. CAVLC is used in

applications which require fast decoding and where compression efficiency is not a priority. The second

method is the Context Adaptive Binary Arithmetic Coding (CABAC) which is based on the arithmetic

coding technique. CABAC typically achieves a bit rate reduction between 5% and 15% as compared

to CAVLC [90], and is therefore used for HD video compression. The H.264/AVC standard includes

CABAC only in its Main and higher profiles since CABAC requires a larger amount of time to decode.

On the other hand, CAVLC is supported in all the profiles of H.264/AVC .

2.3.5 Comparison between H.264/AVC and HEVC for UWA Video Transmission

In this section, the video quality comparison in terms of PSNR is evaluated for HEVC and H.264/AVC

encoded streams. A SD video of resolution 640×480 with a frame rate of 30 fps is considered. The total

number of frames in both streams is 360. The HEVC and H.264/AVC are both compressed at the same

bit rate of 125 kbps, i.e., they both have the same file sizes. For the purpose of simulation a GOP size of
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Figure 2.26: PSNR plot for received H.264/AVC and HEVC video streams (without error concealment).

8 is chosen. IDR frames are also used during the HEVC encoding to avoid propagation of errors between

frames. The IDR frame can be regarded as a special type of I-frame (as used in H.264/AVC) which

allows the decoding of subsequent frames without using any previously decoded frame before the IDR

frame as reference. The Low Delay Main configuration file is used in the HEVC encoder since it is more

suited for applications requiring low latency [94]. A maximum slice size of 680 bytes is selected for

both encoded streams. The PSNR comparison between the HEVC and H.264/AVC video streams (prior

to transmission) is shown in Figure 2.25. As expected, the HEVC stream has a better video quality than

the H.264/AVC stream for similar compression rate. Note that a video having a PSNR value in the range

between 31 dB and 37 dB is considered to be of good quality while a PSNR value in the range between

25 dB and 31 dB is considered to be of satisfactory quality according to the ITU quality scale [95].

Figure 2.26 shows the PSNR plot between the raw uncompressed 480p video and the received

HEVC and H.264/AVC video streams (after passing through a channel). The Packet Loss Rate (PLR) for

both video streams is assumed to be 5.6%. The received bitstreams were decoded using the FFMPEG

software without using any error concealment technique. As can be observed in Figure 2.26, the received

H.264/AVC stream seems to be more resilient to packet loss than the HEVC encoded stream. In fact,

HEVC is known to have a lower error resilience due to the increase in the temporal dependency [96],

especially when the data is compressed at low bit rates. Hence, in addition to FEC and video coding using

IDR frames and slices, other error resilience techniques such as Multiple Description Coding (MDC)
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or Layer Coding (LC) may be required in HEVC [96]. Furthermore, HEVC usually involves more

computational overheads than H.264/AVC due to the complex prediction process to remove redundant

information in the video [96]. For the above mentioned reasons, H.264/AVC is considered for video

compression in this research work.

2.4 Chapter Summary

This chapter presented a brief introduction to UAC characteristics, including path loss, propagation

speed, ambient noise, multipath and Doppler effect. For simulating such channels, these characteristics

are taken into account when computing the path lengths, angles of arrival, path gains and delays for

a given channel geometry. Finally, the basics of video coding using H.264/AVC were covered and a

comparison between H.264/AVC and HEVC standards for video transmission in an UAC was also

carried out.
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3
PERFORMANCE EVALUATION OF SISO-FBMC SYSTEMS FOR UWA

COMMUNICATION

3.1 Introduction

OFDM is currently the most commonly used multicarrier technique due to its robustness against

ISI -caused by delay spread in frequency selective channels-, higher bandwidth efficiency

compared to traditional Frequency Division Multiplexing (FDM) systems and low complexity

frequency domain equalisation. OFDM, however, does have some limitations. The CP is a key element

in an OFDM system, however its use results in a loss of useful bandwidth that could have been otherwise

used for data transmission. Additionally OFDM exhibits out-of-band power leakage [97] and is sensitive

to frequency dispersion. In the case of UACs, the CIR can span over tens to even hundreds of milliseconds

[7]. In order to cope with the extended CIR in UACs, the duration of the CP and consequently the

OFDM symbol should be increased to preserve the bandwidth efficiency [98]. The problem that may

arise in fast varying UACs is that Doppler distortion caused by motion may cause severe Inter-Carrier

Interference (ICI) in the OFDM system and hence degrade its performance.

One technique that can overcome the drawbacks of OFDM in an UAC and simultaneously improve

the bandwidth efficiency is FBMC. In FBMC transmission where a CP is not used, robust performance in

channels characterised by both time and frequency dispersions (doubly-dispersive) can still be achieved

through the use of suitable pulse shaping filters such as Isotropic Orthogonal Transform Algorithm

(IOTA) [99] and Hermite function based prototype filters [100].

FBMC systems were developed prior to OFDM. In the mid 1960’s Chang [101] and Saltzberg

[102] laid the foundation for multicarrier techniques. In his work Chang presented the procedures for

transmitting Pulse Amplitude Modulation (PAM) symbols in a bandwidth-efficient way by using a bank

of overlapping filters, namely Vestigial sideband (VSB) modulated filters [103]. Saltzberg modified
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Chang’s method to transmit QAM symbols using Double Sideband Modulation (DSB) and both methods

achieve the same bandwidth efficiency. Saltzberg’s method is often referred to as Staggered Multitone

(SMT) or OFDM-OQAM because of the time offset by half a symbol duration between the in-phase

and quadrature components in each QAM symbol. Authors that have managed to efficiently implement

Saltzberg’s system digitally using polyphase structures include Bellanger [104] and Hiroshaki [105]. The

Digital Subscriber Line (DSL) evolution in the 1990’s prompted research on other FBMC techniques

such as the Discrete Wavelet Multitone (DWMT) and FMT. Research has demonstrated that DWMT is

very similar to Chang’s method and it was re-branded as Cosine Modulated Multitone (CMT) since it

uses cosine modulated filterbanks [103]. The only difference between SMT and CMT is that the data

symbols are PAM modulated in CMT and QAM modulated in SMT. The application of CMT or SMT to

a particular scenario is just a matter of choice. While in Chang’s and Saltzberg’s methods the adjacent

subcarriers overlap to achieve high bandwidth efficiency, in FMT they are separated by guard bands in

the same way as conventional FDM (hence lower bandwidth efficiency than other FBMC systems).

Recent studies have addressed the feasibility of FBMC systems for UWA communication (see e.g.,

[106–108] and references therein). For instance in [106] the authors proposed to use an FMT system

with relatively wideband subcarriers. In this work, a novel channel-estimation based DFE is proposed for

the FMT system. Their design required a multi-tap equaliser per subcarrier. Simulation results showed

that FMT may outperform OFDM in the presence of channel variation but the experimental data were

not conclusive in this respect since the channel was almost stable. FMT was also investigated in [107]

where a prototype filter was designed for symbols arranged in a hexagonal lattice structure to address

doubly-dispersive channels. The filter is essentially a more robust version of the Haas and Belfiore [100]

method which is based on Hermite functions. FMT was chosen due to its simpler structure and the

fact that it is easily applicable to MIMO systems. In this modified FMT system, the subcarriers were

allowed to overlap to a smaller extent. In terms of Signal-to-Interference-plus-Noise Ratio (SINR),

the modified FMT system exhibited around 2 dB better performance than OFDM and conventional

non-overlapping FMT in a high mobility environment. Each subcarrier was assumed to experience flat

fading and therefore the channel at each subcarrier was estimated as a complex valued gain using pilot

symbols. A one-tap equaliser was used in this work. CMT was investigated for UWA communication

in [108]. The work focused on Doppler compensation using a low-complexity algorithm based on

the frequency spreading technique. The choice of CMT was based on the fact that it can achieve a

bandwidth efficiency of 100%. Frequency spreading multi-tap equalisation was used in order to have a

wider bandwidth for each subcarrier and achieve a more precise equalisation. A channel that introduced

only a time scaling to the transmit signal was considered. The Signal-to-Interference Ratio (SIR) of a

64-subcarrier system was analysed by varying the Doppler scaling factor. It was shown that for Doppler

scaling factor values ranging from 0 to 0.05, the SIR remained constant at about 65 dB.

In this chapter, the performance of systems based on FBMC modulation is evaluated and the benefits

they can bring to UWA communication as compared to the traditional OFDM system are investigated.

Firstly, the BER performance of a SISO system based on FMT and OFDM-OQAM is evaluated in
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Figure 3.1: OFDM basic block diagram.

AWGN, Rayleigh and UACs without using a CP. Assuming a time-invariant channel and perfect

channel estimation, it is shown that the FBMC systems provide the same performance as OFDM. Since

OFDM-OQAM can achieve 100% bandwidth efficiency as compared to FMT (where the subcarriers

are non-overlapping), it is evaluated in two channel scenarios whereby data is transmitted over a 200 m

horizontally and vertically-configured UACs. It is found that the horizontal channel suffers from greater

time dispersion than a vertical channel and hence the probability of bit errors is higher. The theoretical

bit rate that can be achieved over the 200 m vertical and horizontal UWA links with Turbo-coded SISO

OFDM-OQAM system is 138 kbps as compared to 121 kbps for the SISO OFDM system.

The main contributions of this chapter are published in [48]. The rest of this chapter is organised

as follows. Section 3.2 provides the mathematical formulations for both OFDM and FBMC systems,

namely FMT and OFDM-OQAM. Section 3.3 presents the simulation results of the multicarrier systems

in AWGN, Rayleigh fading and horizontally and vertically configured UACs. Finally, some concluding

remarks are provided in Section 3.4.

3.2 OFDM and FBMC Systems

3.2.1 Introduction to OFDM

The general block diagram of an OFDM transceiver system is shown in Figure 3.1. At the transmitter,

an input bitstream is mapped to QAM symbols followed by a Serial-to-Parallel (S/P) conversion. The

modulated symbols can be represented as X [0],X [1],···,X [M−1] where M is the number of subcarriers.

Inverse Fast Fourier Transform (IFFT) is then applied to the frequency-domain symbol block of length

M to yield the time-domain OFDM waveform. The time-domain OFDM signal prior to CP addition can

be represented in baseband discrete-time as

x[n]=IFFT{X [m]}= 1p
M

M−1∑
m=0

X [m]e j 2π
M nm , 0≤n≤M−1, (3.1)

where n is the sample index and X [m] denotes the modulated QAM symbol on the mth subcarrier. In

order to mitigate ISI between consecutive OFDM symbols, a CP with a length at least equal to the

channel delay spread is appended to each symbol. When a CP is appended to each OFDM symbol, the
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resulting signal can be expressed as x[n]M=x[n mod M ] (denoting a modulo M operation). x[n]M is a

periodic version of x[n] with a period M [109]. The time-domain signal at the channel output is given

by

yCP[n]=h[n]?xCP[n]+ω[n], (3.2)

where xCP[n] is the OFDM signal after CP addition, h[n] is the linear time-invariant channel and ω[n] is

the additive noise. At the receiver, following the CP removal, the time-domain signal can be represented

as

y[n]=h[n]~x[n]+ω[n]. (3.3)

The frequency-domain signal following the Fast Fourier Transform (FFT) demodulation can be expressed

as

Y [m]= 1p
M

M−1∑
n=0

y[n]e− j 2π
M nm , 0≤m≤M−1 (3.4)

=H [m]X [m]+Ω[m], (3.5)

where H [m], X [m], Ω[m] and Y [m] are the M-point FFTs of h[n], x[n], ω[n] and y[n], respectively.

Assuming that the Channel Frequency Response (CFR), H [m], is known, the estimated transmitted

symbols can be obtained using Zero-Forcing (ZF) equalisation as

X̂ [m]=Y [m]

H [m]
. (3.6)

In practice, X̂ [m] is imperfect due to factors such as the additive noise and imperfect channel estimation.

3.2.2 Introduction to OFDM-OQAM

OFDM-OQAM can be implemented using the Frequency-Spreading (FS) technique [110] or the

Polyphase Network (PPN) technique. In the FS approach, the OQAM symbols are filtered in the

frequency domain followed by an IFFT, the size of which is given by the product of the prototype

filter overlapping factor (K ) and the number of subcarriers (M) [110]. Then an overlap and sum oper-

ation is performed on the IFFT output. At the receiver, a sliding window is used in the time domain

followed by K M-point FFT and filtering using a matched prototype filter. The PPN technique, on the

other hand, reduces the complexity introduced by additional filtering operations at the transmitter and

receiver [97]. The PPN simply refers to a set of subchannel digital filters, the coefficients of which are

obtained from a single prototype filter [111]. A polyphase implementation of OFDM-OQAM is shown

in Figure 3.2. The input bitstream is first mapped to complex QAM modulated symbols am[l̄ ] (l̄ is

the sample index at the OQAM pre-processing input and the OQAM post-processing output) followed

by an OQAM pre-processing operation. The latter consists of a complex-to-real conversion where the

real and imaginary parts of each QAM symbol is separated by half of a symbol duration (T /2). This

conversion increases the sampling rate by a factor of two. To fulfil the real orthogonality condition

between adjacent subcarriers, the real-valued symbols bm[l̃ ] are multiplied by ϕm[l̃ ]= j m+l̃ , where l̃ is
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Figure 3.2: OFDM-OQAM block diagram (a) Transmitter (b) Receiver.

the sample index at the pre-processing output and post-processing input and m is the subcarrier index

[112]. In OFDM-OQAM, odd (or even) subcarriers are not overlapped. If only QAM symbols were to

be used then it would only be possible to use the alternate subcarriers. This would however reduce the

capacity of the system by a factor of two [97]. In order to achieve the maximum capacity, all subcarriers

have to be used and therefore real orthogonality is required between adjacent subcarriers [113]. This is

the reason why OQAM modulation is used.

The discrete-time baseband transmitted OFDM-OQAM signal can be expressed as

s[l ]=
M−1∑
m=0

∞∑
l̃=−∞

um[l̃ ]g

[
l− l̃ M

2

]
e

j 2π
M m

(
l− Lg −1

2

)
, (3.7)

53



CHAPTER 3. PERFORMANCE EVALUATION OF SISO-FBMC SYSTEMS FOR UWA
COMMUNICATION

Real part

Imaginary part

2­

2­ 1
Z

-

[ ]
m

a l

[ ]
m

b l

[ ]
m

lj l

[ ]
m

u ll

for m even

Real part

Imaginary part

2­

2­

[ ]
m

a l

[ ]
m

b l

[ ]
m

lj l

[ ]
m

u ll

for m odd

1
Z

-

complex to real conversion

complex to real conversion

Figure 3.3: OQAM pre-processing block diagram.

where l is the sample index at the Synthesis Filter Bank (SFB) output and the Analysis Filter Bank

(AFB) input, g [l ] is the prototype filter of length Lg , and um[l̃ ] is given by

um[l̃ ]=bm[l̃ ]ϕm[l̃ ], (3.8)

where bm[l̃ ] represents the real-valued symbols for the mth subcarrier which are transmitted at a rate of

2/T (T is the symbol duration which is defined as T=1/∆ f where ∆ f is the subcarrier spacing). The

complex-to-real conversion can be represented as [112]

bm[l̃ ]=
R{am[l̄ ]} for m even,

I {am[l̄ ]} for m odd,
(3.9)

bm[l̃+1]=
I {am[l̄ ]} for m even,

R{am[l̄ ]} for m odd,
(3.10)

where the symbols bm[l̃ ] and bm[l̃+1] are respectively the in-phase and quadrature components of the

complex symbol am[l̄ ]. At the receiver side, the inverse operation is performed, that is, real-to-complex

conversion which decreases the sampling rate by a factor of 2. The block diagrams of the OQAM

pre-processing and post-processing are shown in Figure 3.3 and Figure 3.4, respectively. The prototype

filter g [l ] is shifted in frequency to produce the subchannels which cover the whole bandwidth [112].

Therefore, the synthesis filter for the mth subcarrier can be expressed as

gm[l ]=g [l ]exp

(
j

2πm

M

(
l−Lg−1

2

))
, (3.11)

where l=0,1,...,Lg−1. Lg depends on the size of the filter bank (M subcarriers) and the number of

OFDM-OQAM symbol waveforms K that overlap in the time domain as Lg=K M [112]. Assuming
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perfect reconstruction (as in an ideal channel), the mth analysis filter is simply a complex-conjugated

and time-reversed version of the corresponding synthesis filter which can be defined as [112]

g an
m [l ]=g∗

m[Lg−1−l ]. (3.12)

However, since a real wireless channel is not ideal, the prototype filter is usually designed such that it

guarantees Near-Perfect Reconstruction (NPR). This means that the output signals are approximately

delayed versions of the input ones and a small amount of filter bank induced distortion can be tolerated

provided it is smaller than the distortion introduced by the channel [114]. The prototype filter can be

designed using the frequency sampling method or window-based technique [112]. In the former method,

the impulse response of the filter coefficients are obtained by taking the IFFT of the K M uniformly

spaced samples from the desired frequency response of the filter. The window-based technique typically

consists of multiplying the impulse response of a low-pass filter by a window function to obtain the

prototype filter. In this work, a frequency sampling-based prototype filter is considered as proposed in

the Physical Layer for Dynamic Spectrum Access and Cognitive Radio (PHYDYAS) project [113]. The

frequency domain coefficients of the Finite Impulse Response (FIR) prototype filter for an overlapping

factor of K=4 are as follows

G0=1; G±1=0.97196; G±2=
p

2/2; G±3=0.235147. (3.13)

For this value of K , a highly frequency selective filter is achieved with almost no out of band leakage.

The frequency response of the filter is given by [113]

G( f )=
K−1∑

i=−(K−1)
Gi

sin
(
π
(

f − i
MK

)
MK

)
MK sin

(
π
(

f − i
MK

)) , (3.14)
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and the corresponding impulse response (after IFFT) is [97]

g [l ]=1+2
K−1∑
i=1

(−1)i Gi cos

(
2πi

MK
l

)
. (3.15)

For an OFDM-OQAM system implemented using polyphase filtering structures with the IFFT and FFT

pairs, the mth synthesis polyphase filter is given by

fm[l ]=g [m+l M ], (3.16)

and the mth analysis polyphase filter is expressed as [112]

f an
m [l ] = fM−1−m[l ] = g [M−1−m+l M ]. (3.17)

After the synthesis filtering process, the OFDM-OQAM signal undergoes a Parallel-to-Serial (P/S)

conversion and is then transmitted over the wireless channel. The received signal over the mth subcarrier

and l th OFDM-OQAM symbol can be expressed as

ym[l ]=sm[l ]hm[l ]+ωm[l ], m=0,1,···,M−1, (3.18)

where hm[l ] and ωm[l ] are, respectively, the complex-valued channel gain and AWGN experienced by

the mth subcarrier of the l th symbol. The received signal ym[l ] then goes through the AFB and the

resulting signal before the equalisation process in Figure 3.2(b) is given by [112]

rm[l̃ ]=[
ym[l ]?g an

m [l ]
]
↓M/2

=um[l̃ ].χm[l̃ ]+ηm[l̃ ], (3.19)

where χm[l̃ ]=[
hm[l ] gm[l ]?g an

m [l ]
]
↓M/2 and ηm[l̃ ] represents Gaussian noise with variance σ2. Assum-

ing the prototype filter can guarantee NPR, then χm[l̃ ]=[
hm[l ] gm[l ]?g an

m [l ]
]
↓M/2

∼=hm[l̃ ] [112]. In this

case, equation (3.19) can be simplified to

rm[l̃ ]=um[l̃ ]hm[l̃ ]+ηm[l̃ ], m=0,1,···,M−1. (3.20)

Since in OFDM-OQAM the real and imaginary parts of the symbols are transmitted alternatively,

equalisation has to be performed so that ISI due to the frequency-selective nature of the channel does

not occur between the adjacent symbols. If the number of subcarriers in the system is large enough each

subcarrier will experience flat-fading and hence a single-tap equaliser per subcarrier will be adequate to

remove any distortion. A number of per-subcarrier equalisation methods have been proposed in [115]

ranging from a classical one-tap approach, frequency sampling, fractionally-spaced Minimum Mean

Square Error (MMSE), simplified MMSE and fractionally-spaced adaptive Least Mean Squares (LMS).

Multiband band MMSE equalisation is also proposed. Assuming perfect channel estimation, it was

shown that the multiband band MMSE equaliser provides the best performance at high SNR values

in highly frequency selective channels but it has a higher complexity. This equalisation method also
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Figure 3.6: Efficient implementation of FMT.

enables the OFDM-OQAM system to outperform the conventional CP-OFDM system. The equalisation

process in Figure 3.2(b) can be performed as follows [112]

ûm[l̃ ]=rm[l̃ ]

(
ĥ∗

m[l̃ ]∣∣ĥm[l̃ ]
∣∣2

)
, (3.21)

where ûm[l̃ ] and ĥm[l̃ ] are the estimates of the data symbols um[l̃ ] and channel hm[l̃ ], respectively.

Following the equalisation process, OQAM post-processing is performed to obtain estimates of the

transmitted complex-valued symbols, âm[l̄ ].
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3.2.3 Overview of Filtered Multitone (FMT)

The basic concept behind FMT is that the total bandwidth, B , is divided into M non-overlapping

subchannels, where each one has a bandwidth of B/M . Hence, FMT is not as bandwidth-efficient as

OFDM-OQAM. In order to achieve high spectral containment pulse shaping filters are used. Since the

number of subcarriers in FMT is usually much less than in OFDM, the subcarrier bandwidth is wider,

i.e., a shorter symbol duration. The wide subcarrier bandwidth coupled with the ability to contain the

spectrum make FMT very robust against ICI [106]. The filter bank is implemented from the frequency

shifted versions of a low-pass prototype filter ğ [l̈ ] as follows [116]

ğm[l̈ ]= 1p
M

ğ [l̈ ]e j 2πm
M l̈ , (3.22)

where M is the number of subcarriers, l̈=0,1,...,Mζ−1, m=0,1,...,M−1 and ζ is the overlapping factor.

The length of the prototype filter is given by Mζ. The block diagram of a direct implementation of

an FMT transceiver system is shown in Figure 3.5 [116]. am[l̄ ] are PSK or QAM symbols which are

up-sampled by a factor of M with each symbol being filtered at a rate M/T (where T is the FMT symbol

period). The M filtered signals that have been appropriately shifted in frequency are then summed to

give the overall transmit signal xFMT[l̈ ]. Each subcarrier m is centred at a frequency fm=m/T . Note

that the sample indices l̄ and l̈ denote a sampling period of T and T /M , respectively. The transmitted

FMT signal is expressed as [116]

xFMT[l̈ ]=
∞∑

l̄=−∞
ğ (l̈−l̄ M)

1p
M

M−1∑
m=0

am(l̄ )e j 2πml̈ /M . (3.23)

At the receiver, the filters are matched to those of the transmitter. The analysis filter is thus expressed as

ğ an
m [l̈ ]= 1p

M
ğ (l̈−1)e j 2πm

M l̈ , l̈=1,2,...,Mζ. (3.24)

Hence, the output symbol on the mth subcarrier is given by

âm[l̄ ]=
Mζ∑
n=1

yFMT(l̄ M−l̈ )ğ an
m [l̈ ]

= 1p
M

Mζ∑
l̈=1

yFMT(l̄ M−l̈ )ğ (l̈−1)e j 2πm
M l̈ , (3.25)

where yFMT is the received FMT signal. An efficient implementation of FMT using IFFT and FFT

operations can be derived by introducing the polyphase components of the filter where the filtering is

performed at a rate of 1/T instead of M/T as shown in Figure 3.6. In FMT the filters are not designed

to satisfy the perfect reconstruction condition [116]. Hence, while the system is robust against ICI, it

will introduce ISI for each subcarrier in a multipath channel. Equalisation can be performed in the time

or frequency domain using a per-subcarrier MMSE based DFE [116].
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Figure 3.7: Uncoded BER performance of OFDM and FBMC systems in AWGN and 5-tap Rayleigh
fading channels using QPSK modulation.

3.3 Simulation Results

Figure 3.7 shows the BER performance for un-coded OFDM and FBMC (FMT and OFDM-OQAM)

systems in AWGN channel and a 5-tap Rayleigh fading channel. QPSK modulation and 8192 subcarriers

were used for both OFDM and FBMC systems. The prototype filter for the OFDM-OQAM system

is based on equation (3.14) with an overlapping factor of K=4 while the prototype filter for the FMT

system is an FIR Hamming filter with an overlapping factor of ζ=10. It was assumed that the receiver

has perfect channel knowledge and each subcarrier experiences only flat-fading in the Rayleigh channel

scenario. Hence a single-tap equaliser was used for all systems where the received signal on each

subcarrier was divided by the frequency domain channel response to obtain the estimated symbols.

As can be observed from Figure 3.7, the FBMC systems do not require a CP to provide comparable

performance to OFDM both under AWGN and multipath fading channels.

The prototype filter in FMT is usually designed to have a sharp cut-off in the frequency domain. As a

result the filters will be longer and have larger sidelobes in the time domain. So even in an ideal channel

scenario, ISI is likely to occur and per-subcarrier adaptive equalisation will be required to cancel the
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interference. On the other hand, since in OFDM-OQAM each subcarrier is modulated with a real-valued

symbol instead of complex one, pulse shape filters with good time-frequency localisation can be used.

These reduce both ISI and ICI without the need of introducing the CP [117]. It should be noted, however,

that according to Balian Low Theorem [118], for a multicarrier system the following desirable features

cannot be achieved simultaneously:

1. Maximum spectrum efficiency,

T F=1, (3.26)

T and F are the time and subcarrier spacings, respectively.

2. Time localisation

ςt=
√∫ ∞

−∞
(
t−t̄

)2|g (t )|2 dt <∞, (3.27)

3. Frequency localisation

ς f =
√∫ ∞

−∞
(

f − f̄
)2|G( f )|2 d f <∞, (3.28)

4. Orthogonality

〈gm1,l̃1
(t ) , g an

m2,l̃2
(t )〉 = δ(m1−m2),(l̃1−l̃2) (3.29)

i.e., the projection of the transmitted basis pulse, gm,l (t ), onto the received basis pulse, g an
m,l (t ),

and

A
(
T (l̃1−l̃2) , F (m1−m2)

)︸ ︷︷ ︸
Ambiguity function

= δ(m1−m2),(l̃1−l̃2), (3.30)

where δ denotes the Kronecker delta function, the pulse G( f ) is the Fourier transform of the prototype

filter g (t ), t̄=∫ ∞
−∞t |g (t )|2dt and f̄ =∫ ∞

−∞ f |G( f )|2d f are the mean time and mean frequency of the

pulse, respectively. Note that for a multicarrier system using the same prototype filter, g (t ) both at the

transmitter and receiver (matched filtering), the ambiguity function which is used to assess the time and

frequency properties of the filter is defined as [119]

A (τ,ν)=
∫ ∞

−∞
g
(
t−τ

2

)
g∗

(
t+τ

2

)
e j 2πνt dt . (3.31)

Therefore, when designing a multicarrier waveform, at least one of the desirable features needs to be

sacrificed [120]. For instance, while OFDM reduces the computational complexity using rectangular

prototype filters at the transmitter and receiver and the use of a CP helps to preserve orthogonality in

frequency-selective channels, it has poor spectral localisation (due to the rectangular prototype filters)

and lower spectral efficiency (due to the addition of the CP). As for OFDM-OQAM, the complex

orthogonality condition in (3.29) no longer holds as real-valued symbols are transmitted [120]. Equation

(3.7) can be re-written as

s[l ]=
M−1∑
m=0

∞∑
l̃=−∞

bm[l̃ ]g

[
l− l̃ M

2

]
e

j 2π
M m

(
l− Lg −1

2

)
e jβm [l̃ ], (3.32)
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Table 3.1: Spectral Efficiency of OFDM-OQAM, FMT and OFDM Systems.

Multicarrier System Complex Symbol Period Subcarrier Spacing Spectral Efficiency
CP-OFDM T+TCP 1/T T /(T+TCP)

OFDM-OQAM T 1/T 1
FMT T (1+ε)/T 1/(1+ε)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 1 2 3 4 5 6 7

(a)

0.4 0.6 0.8 1 1.2 1.4 1.6

105

-60

-50

-40

-30

-20

-10

0

10

(b)

Figure 3.8: Channel responses of 200 m horizontally-configured UAC (a) Power Delay Profile (b)
Channel Frequency Response.

where βm[l̃ ] is a phase term and e jβm [l̃ ] = e j π2 (m+l̃ ) = ϕm[l̃ ] = j m+l̃ . Due to the phase shift of π
2 (m+l̃ ),

the interference which occurs in OFDM-OQAM is purely imaginary, making channel estimation and the

application of MIMO to OFDM-OQAM particularly challenging [121].

Table 3.1 shows the spectral efficiency of OFDM, FMT and OFDM-OQAM, where T is the

symbol period, TCP is the CP duration in OFDM and ε is the roll-off factor of the prototype filter in

FMT [106]. Since OFDM-OQAM achieves the maximum bandwidth efficiency of 100%, it is a very

good candidate for UWA video transmission. For this reason, this technology is considered for the

following UAC simulation instead of FMT. Two UAC transmission scenarios are investigated, namely,

a horizontally-configured channel and a vertically-configured one. For a shallow water horizontally-

configured multipath channel, the transmitter and receiver are assumed to be submerged at a depth of

20 m and 2 m, respectively, and the water depth is assumed to be 25 m. The transmitter and receiver

are separated by a horizontal distance of 200 m. The frequency ranges from 40 kHz to 155 kHz with

a centre frequency of 97.5 kHz. The maximum delay spread in this scenario is 6.1 ms. The PDP and

CFR for the horizontal UAC is shown in Figure 3.8. As for the vertical transmission scenario, the

transmitter-receiver pair are submerged at a depth of 195 m and 2 m, respectively, in a water depth of

200 m. In this channel configuration, the multipath propagation is less harsh and therefore the achievable
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Figure 3.9: Block diagram of rate-1/3 Turbo encoder.

bit rate is mostly limited by the available bandwidth [8]. Hence, a single path which suffers from a

delay and attenuation is considered for the vertical UWA link. Figure 3.10 shows the BER performance

of OFDM and OFDM-OQAM (referred to as FBMC) in both channel scenarios. For the purpose of

simulation, 16-QAM modulation was used with 8192 subcarriers based on the maximum delay spread of

the channel. The complex symbol duration is 71.2 ms and a CP duration of 10 ms is considered for the

OFDM system in both the horizontal and vertical UACs. In the legend of Figure 3.10, "H" refers to the

shallow water horizontally-configured multipath channel while "V" refers to the vertically-configured

channel. It is to be noted that Doppler effect has not been considered and perfect channel estimation is

assumed. Furthermore, underwater noise is modelled as AWGN in both transmission scenarios. Reed

Solomon (RS) and Turbo codes are used as error correction codes.

The block diagram of the Turbo encoder used in the simulations is shown in Figure 3.9 [122].

The structure of the encoder consists of a parallel concatenation of two identical 8-state constituent

convolutional encoders separated by a random interleaver. The latter can be implemented for input bits

of arbitrary lengths and it basically creates a mapping between the input and output bit positions. If the

input bit sequence has a length of N , then N ! combinations are possible for the mapping but only one

combination is chosen to permute the input bits [123]. The main parameters of the Turbo encoder used

in the simulations throughout this thesis, unless otherwise stated, are as follows:

• Generator polynomials of 8-state convolutional encoders given by G=[1, g0

g1
], where g0=[1 0 1 1]

and g1=[1 1 0 1].

• Random interleaver

• Coding rate = 1
3 .
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Figure 3.10: BER performance of uncoded and coded OFDM and OFDM-OQAM systems in horizontal
and vertical UACs using 16-QAM.

• Number of decoding iterations = 8.

As can be observed in Figure 3.10, the uncoded CP-OFDM and OFDM-OQAM systems achieve

similar performance in both channels. For the same code rate, Turbo codes with 8 decoding iterations

greatly outperform the RS codes. For instance at a BER of 10−4, the Turbo-coded FBMC system

outperforms the RS-coded FBMC system by 8.1 dB in the vertically-configured channel and 5.6 dB in

the horizontally-configured UAC. The useful bit rate of an OFDM system can be computed as

bitrate = rFEC×
M

T+TCP
×no. of bits/symbol, (3.33)

where rFEC is the FEC code rate, M is the number of subcarriers, T is the OFDM symbol duration and

TCP is the CP duration. Assuming M=8192, TCP=10 ms for OFDM, rFEC=1
3 and 16-QAM modulation,

the theoretical bit rates for the OFDM and OFDM-OQAM systems are given in Table 3.2. For the same

transmission bandwidth of 115 kHz, OFDM-OQAM achieves around 14% higher bit rate than OFDM.

For the vertical UAC scenario, higher FEC code rates can be used together with higher modulation

orders to achieve improved bit rates since the number of bit errors in this channel configuration is less
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Table 3.2: Theoretical Achievable Bit Rate for SISO OFDM-OQAM and OFDM Systems.

Complex Symbol
Period (ms)

Bandwidth
(kHz)

No. of
Subcarriers

Bandwidth
Efficiency (sps/Hz)

Bitrate
(kbps)

CP-
OFDM

81.2 115 8192 0.88 121

OFDM-
OQAM

71.2 115 8192 1 138

than that in a horizontal UAC for a given Eb/N0 value. However, the number of errors should be kept as

low as possible for video transmission since only a few bit errors can severely degrade the video quality.

3.4 Conclusion

OFDM is a very popular technique that has been used for terrestrial wireless communication as well

as UWA communication. However, it has some drawbacks which potentially limits its usage in future

generation wireless networks where higher data rates are desirable. In this chapter, it was shown that

FBMC systems can provide the same performance as the traditional OFDM system in AWGN, Rayleigh

and time-invariant UACs without the use of a CP. It was also shown that with the use of robust FEC

codes such as Turbo codes, very good BER performance can be obtained in the UACs. Finally, it was

shown that the Turbo-coded SISO OFDM-OQAM system achieves around 14% higher bit rate than

its OFDM counterpart over the 200 m UACs. This makes FBMC, more specifically OFDM-OQAM,

attractive for UWA video transmission where high data rates are desirable for delivering good quality

video, especially given the very limited acoustic bandwidth.
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4
PERFORMANCE EVALUATION OF MIMO OFDM-OQAM SYSTEMS IN

TIME-VARYING UACS

4.1 Introduction

M IMO systems can be employed to either increase the link reliability (diversity gain) or enhance

the data rate (spatial multiplexing gain). Spatial diversity involves encoding the information

across space and time such that several copies of a signal are transmitted and the receiver

then combines them to achieve a diversity gain. One of the methods to achieve diversity gain is to

use Space-Time Codes (STC). These can be categorised as Space-Time Block Codes (STBC) and

Space-Time Trellis Codes (STTC). In STTC, multiple replicas of a trellis code are transmitted in space

and time dimensions. These codes are optimally decoded using a Viterbi decoder based on Maximum

Likelihood Sequence Estimation (MLSE). STTC typically offer both coding and diversity gain. Increased

performance can be achieved using more trellis states at the expense of a larger decoding complexity

[124]. A very simple STBC technique for two transmit antennas and one receive antenna was proposed

by Alamouti in 1998 [125]. The aim was to improve signal quality at the receiver by transmitting

independent replicas of the signal over narrowband frequency-flat channels. Hence, the probability that

the entire signal will fade at the same time is reduced significantly. The Alamouti STBC is orthogonal

and therefore allows a simple decoding principle to be be used. Alamouti STBC can be easily applied to

OFDM to yield a diversity gain in frequency-selective channels. However, in Alamouti-coded OFDM

systems, two main impairments exist, namely, ISI which is caused by time dispersion and ICI which

results from frequency dispersion. ISI can be mitigated by using a CP. The Alamouti scheme assumes

that the channel remains unchanged over the two adjacent OFDM symbols. However, for time-varying

or fast-fading channels, this assumption may no longer hold as the channel variation over each symbol

becomes significant. Hence, in this case encoding can be performed in the frequency domain on adjacent
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subcarriers for a given OFDM symbol instead of adjacent OFDM symbols for a given subcarrier [126].

This is known as Space-Frequency Block Coding (SFBC). The Alamouti coherence assumption is

expected to hold in this case since the subcarriers in an OFDM system are closely packed together

such that each subcarrier experiences only flat-fading. However when Doppler shift is high, ICI will

occur between adjacent subcarriers. This destroys the orthogonality of the Alamouti scheme resulting

in significant performance degradation. Some UWA studies which have considered diversity gain over

shallow-water horizontally-configured UACs include [18–21] where very low BERs have been achieved

over long distance acoustic links (> 1 km).

In order to increase the bit rate, MIMO systems based on spatial multiplexing can be used, where

parallel streams of information are transmitted simultaneously over multiple transmitting elements

without incurring a power penalty. Several detection techniques can be used at the receiver to recover the

transmitted symbols for example, ZF, MMSE and Maximum Likelihood Detection (MLD). The latter is

known to be an optimal detection technique but it suffers from an exponential increase in complexity

with increasing modulation order and number of transmit antennas. Vertical Bell Laboratories Layered

Space-Time (V-BLAST) is a popular scheme that transmits independent encoded streams over multiple

antennas to exploit the spatial multiplexing gain.

The sole use of the MIMO scheme may not provide much benefits in the presence of channel

impairments. The combination of MIMO with OFDM helps to achieve enhanced spectral efficiency in a

frequency-selective channel while maintaining simple equalisation. SU MIMO-OFDM has been widely

investigated for UWA communication to increase the data rate, see [22–24], and references therein. For

instance in [22], a maximum bit rate of 125.7 kbps was reported over a horizontal transmission distance

of 450 m.

In contrast, the application of MIMO to FBMC systems such as OFDM-OQAM or CMT is challeng-

ing because of the intrinsic imaginary interference which makes channel estimation difficult. Channel

estimation can be carried out using preamble-based (e.g., [127–129]) or scattered pilot-based techniques

[130]. The preamble-based channel estimation methods include Pairs of Pilots (POP), IAM and its vari-

ants. FMT-based MIMO systems can be easily implemented assuming that each subcarrier experiences

flat-fading but is however less bandwidth-efficient than the other categories of FBMC systems.

In this chapter the BER performances of coded and un-coded spatially-multiplexed MIMO-FBMC

based on OFDM-OQAM modulation and MIMO-OFDM are evaluated over 1 km time-varying horizontal

and vertical UACs. Preamble-based channel estimation using the IAM is considered. The theoretical

achievable bit rates of the MIMO systems are also presented for both channel configurations. It is shown

that the Turbo-coded MIMO OFDM-OQAM systems not only achieve a better error performance but also

a higher bit rate than the Turbo-coded MIMO-OFDM systems in both the horizontal and vertical channel

scenarios. Furthermore, the transmission of a SD video is evaluated over the 1 km vertically-configured

time-varying UAC using the systems that achieve the highest bit rates, that is, the Turbo-coded MIMO

OFDM-OQAM. The video stream is compressed using the H.264/AVC standard. Theoretical bit rates

of 73.7 kbps and 105.3 kbps obtained using the 2×12 and 4×12 OFDM-OQAM systems, respectively,
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imply that an acceptable video quality can be achieved over the long-range vertical acoustic link in

real-time (based on the computed video frame rates after compression). The main contributions of this

chapter are published in [45, 47].

This remaining part of this chapter is structured as follows. Section 4.2 provides the discrete-time

baseband models for SISO and MIMO OFDM-OQAM systems. Section 4.3 presents the simulation

results of the systems in horizontally and vertically-configured UACs. The transmission of a SD video

over the 1 km vertically-configured UAC is carried out in Section 4.4. Finally, Section 4.5 concludes

this chapter.

4.2 System Model

4.2.1 SISO OFDM-OQAM

In OFDM-OQAM real symbols are transmitted at twice the rate of OFDM-QAM [128] and a prototype

filter with good Time-Frequency Localisation (TFL) property can be used to combat both ISI and ICI,

while still ensuring maximum bandwidth efficiency. However, the orthogonality condition in OFDM-

OQAM only holds in the real field and therefore there will always be some kind of interference between

neighbouring subcarriers and symbols that makes channel estimation difficult [129]. OFDM-OQAM is

analogous to CP-OFDM, the only difference being the introduction of filter banks at the transmitter and

receiver and the removal of the CP block. Re-writing equation (3.32), the discrete-time signal at the SFB

output can be expressed as [131]

s[l ]=
M−1∑
m=0

∑
l̃

bm,l̃ gm,l̃ [l ], (4.1)

where bm,l̃ are the real OQAM symbols and

gm,l̃ [l ]=g

[
l−l̃

M

2

]
e j 2π

M m(l− Lg −1

2 )e jβm,l̃ , (4.2)

where m and l̃ represent the subcarrier and OQAM symbol time indices, respectively, M is the number

of subcarriers, g is the real symmetric prototype filter of length Lg=K M (K is the filter overlapping

factor) and e jβm,l̃ = j m+l̃ , as defined previously in equation (3.32). The prototype filter g is implemented

in such a way that the functions gm,l̃ have real orthogonality [129]. Thus, assuming perfect time and

frequency synchronisation in an ideal channel (i.e., no channel impairments such as noise, fading, etc),

imaginary interference will still occur at the AFB output, which is represented as

∑
l

gm,l̃ (l )g∗
p,q (l )= j 〈g 〉p,q

m,l̃
, (4.3)

and is referred to as intrinsic interference [129]. If the number of subcarriers is large enough such that

each subcarrier experiences flat-fading and assuming that the channel is constant over the duration of

the prototype filter, then the received signal for the pth subcarrier and qth OFDM-OQAM symbol can
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be expressed as [129]

yp,q=Hp,q bp,q+ j
M−1∑
m=0

∑
l̃︸ ︷︷ ︸

(m,l̃ )6=(p,q)

Hm,l̃ bm,l̃ 〈g 〉p,q

m,l̃

︸ ︷︷ ︸
Ip,q

+ηp,q , (4.4)

where Hp,q is the M-point CFR, Ip,q and ηp,q are the interference and noise terms, respectively. If a

prototype filter with a good TFL property is used, it can be assumed that the interference is due to

only the first-order neighbours of the Frequency-Time (FT) points (p,q), i.e., Np,q={(p±1,q±1),(p,q±
1),(p±1,q)}. Moreover, if the CFR is constant over the first-order neighbours, equation (4.4) can be

approximated as [129]

yp,q≈Hp,q b̃p,q+ηp,q , (4.5)

where

b̃p,q=bp,q+ j
∑

(m,l̃ )∈Np,q

bm,l̃ 〈g 〉p,q

m,l̃︸ ︷︷ ︸
vp,q

=bp,q+ j vp,q , (4.6)

and vp,q is the imaginary part of the interference from the neighbouring FT points. By transmitting

known pilots at a given FT point and its neighbourhood Np,q , the CFR estimate is obtained as follows

[129]

Ĥp,q=
yp,q

b̃p,q
≈Hp,q+

ηp,q

b̃p,q
. (4.7)

The preambles are designed such that the pilots have maximum magnitude and thus the training symbols

around bp,q should allow all the terms in vp,q to have the same sign in order for them to add together

for all frequencies p [129]. In this respect the interference weights 〈g 〉p,q

m,l̃
need to be computed for

neighbours (m,l̃ )∈Np,q at each FT point (p,q). For all symbols q , the weights follow the pattern [129]

(−1)pΘ −Φ (−1)pΘ

−(−1)pΞ bp,q (−1)pΞ

(−1)pΘ Φ (−1)pΘ

, (4.8)

where the vertical and horizontal directions represent frequency and time, respectively. Θ, Φ, Ξ have

positive values less than 1 and generally Φ, Ξ > Θ. A few IAM preamble variants have been proposed in

the literature, namely, IAM-R (real pilot symbols) [127], IAM-I (presence of imaginary pilot symbols)

[128] and IAM-C [132]. The latter is a complex-based preamble and is considered in this work. In [132],

it was shown that the IAM-C preamble structure provides good performance in channels characterised

by both delay and Doppler spreads. Also, the IAM-C preamble slightly outperforms the IAM-R and

IAM-I preambles. The three preamble structures are shown in Figure 4.1 for the SISO case where M=8

and OQPSK modulation is considered [129]. The preamble duration for the SISO system spans over
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Figure 4.1: SISO preambles (a) IAM-R (b) IAM-I (b0,b1 ∈{1,−1}) (c) IAM-C.

three OFDM-OQAM symbols. As can be seen in Figure 4.1, the pilot vector lies between two zero

vectors. This is required to prevent the pilot vector from being affected by interference from the data

symbols (from both the past and current frames) [129].

4.2.2 MIMO OFDM-OQAM

Extending the formulations in the previous subsection to a MIMO system with nt transmitting elements

and nr receiving hydrophones, the signal at each receiving hydrophone can be written as [129]

y r
p,q=

nt∑
t=1

H r ,t
p,q b̃t

p,q+ηr
p,q , r=1,2,···,nr , (4.9)

where H r ,t
p,q is the M-point CFR form the t th transmit antenna to the r th receive antenna, b̃t

p,q and ηr
p,q

are the corresponding virtual transmitted symbol and noise term, respectively. An overall input-output

equation for the MIMO OFDM-OQAM system can be written as

yp,q=Hp,q b̃p,q+ηp,q , (4.10)

where

yp,q=
[

y1
p,q y2

p,q ··· ynr
p,q

]T
,

ηp,q=
[
η1

p,q η2
p,q ··· η

nr
p,q

]T
,

Hp,q=


H 1,1

p,q H 1,2
p,q ··· H 1,nt

p,q

H 2,1
p,q H 2,2

p,q ··· H 2,nt
p,q

...
...

. . .
...

H nr ,1
p,q H nr ,2

p,q ··· H nr ,nt
p,q

,

b̃p,q=bp,q+ j vp,q ,

with

bp,q=
[

b1
p,q b2

p,q ··· bnt
p,q ,

]T
,
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Figure 4.2: 2 x nr IAM-C preamble (a) Transmit transducer 1 (b) Transmit transducer 2.

and vp,q is defined similarly. At least 2nt +1 OFDM-OQAM symbol durations are required to estimate

the CFR [129]. For illustration, a 2×nr MIMO system is considered. The IAM-C preamble structure in

this case is shown in Figure 4.2 (M=8 and Offset Quadrature Phase Shift Keying (OQPSK) modulation

assumed). Considering only the pilot vectors at timing instants q=1,3, equation (4.10) can be re-written

as [129]

[
yp,1 yp,3

]
=Hp,1

[
b̃1

p,1 b̃1
p,3

b̃2
p,1 b̃2

p,3

]
+

[
ηp,1 ηp,3

]
. (4.11)

Analysing the preamble in Figure 4.2, one can notice that b̃1
p,1=b̃1

p,3=b̃2
p,1=−b̃2

p,3≡b̃p and thus

[
y p,1 y p,3

]
=Hp,1

[
b̃p b̃p

b̃p −b̃p

]
+

[
ηp,1 ηp,3

]
(4.12)

=Hp,1b̃p Q2+
[
ηp,1 ηp,3

]
, (4.13)

where Q2 is a Hadamard matrix of order nt . The CFR estimate at the pth subcarrier is obtained as

follows

Ĥp,1=
[

yp,1 yp,3

] 1

b̃p
Q−1

2 (4.14)

=Hp,1+ 1

2b̃p

[
ηp,1 ηp,3

]
Q2. (4.15)

4.3 Simulation Results

Initially, a horizontally-configured time-varying channel of link distance 1000 m and a water depth of

50 m (shallow water) is considered. The transmitter and receiver are located at a depth of 48 m and

6 m, respectively. The bandwidth of the system is 25 kHz with a carrier frequency, fc of 32.5 kHz. A

statistical model of the UAC is used where the channel coefficients are obtained using the maximum

entropy principle [76]. A maximum RMS Doppler spread of 2 Hz is considered. A typical horizontal
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(a) (b)

Figure 4.3: Time-variant channel impulse responses (a) Horizontal UAC (b) Vertical UAC.

CIR as observed between a given transmitting element and receiving element is shown in Figure 4.3(a)

where the maximum delay spread is 18.6 ms. The BER performance for the MIMO-OFDM and MIMO

OFDM-OQAM systems in the horizontal UAC is shown in Figure 4.7. Coloured noise is considered in

the simulations to better reflect the real-world underwater ambient noise. For this purpose, a Low-pass

Filter (LPF) is used to filter white noise such that its response approximates the decaying PSD of

underwater ambient noise [133], as shown in Figure 4.4. The transfer function of the LPF is given by

H (Z )= 1

Z 6−0.9Z 5+0.4Z 4−0.2Z 3+0.1Z 2−0.1Z
. (4.16)

The other parameters include 16-QAM modulation and 1024 subcarriers. The CP duration for the OFDM

system is 20.48 ms. The preambles for the MIMO-OFDM and MIMO OFDM-OQAM systems span

over 2 complex symbol durations and 5 real symbol durations, respectively, for nt =2. For nt =4, the

preamble lengths are 4 complex symbol durations and 9 real symbol durations for the MIMO-OFDM

and MIMO OFDM-OQAM systems, respectively.

The OFDM-OQAM system is based on a Hermite prototype filter with an overlapping factor of

K=4. Haas and Belfiore [100] pointed out that the prototype filter g (t ) can be implemented using a set

of Hermite functions H i (·) as follows [130]

g (t )= 1p
T0

e
−2π

(
t

T0

)2 ∑
i={0,4,8,12,16,20}

ai H i

(
2
p
π

t

T0

)
, (4.17)

where T0 is a parameter that performs a scaling in time and which is dependent on the required subcarrier

(or time) spacing, and the coefficients are given by [130]

a0=1.412692577, a12=−2.2611.10−9,

a4=−3.0145.10−3, a16=−4.4570.10−15,

a8=−8.8041.10−6, a20=1.8633.10−16.

(4.18)
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Figure 4.4: Low-pass filter response used to generate coloured noise.

The prototype filter defined in equation (4.17) guarantees orthogonality for frequency and time spacings

of F=2/T0 and T=T0, respectively [130]. The time and frequency localisation parameters (see equations

(3.27) and (3.28)) for the Hermite filter are given as ςt=0.2015T0 and ς f =0.403/T0, respectively,

(compared to ςt=0.2745T0 and ς f =0.328/T0 for the PHYDYAS filter) [130]. The Hermite filter is based

on the Gaussian function and is symmetrical both in the time and frequency domains. The Hermite pulse

has a joint TFL of ςtς f =0.0812045 and therefore satisfies the bound of ςtς f ≥1/4π which is achieved

by the Gaussian pulse [130]. This makes the Hermite filter suitable for channels characterised by both

time and frequency dispersions (doubly-dispersive). It is to be noted that the PHYDYAS filter has a

better frequency localisation than the Hermite filter but a worse time localisation and a worse joint TFL

[120]. The comparison of the frequency and impulse responses between the Hermite and PHYDYAS

prototype filters for an overlapping factor of K=4 are shown in Figure 4.5.

A single-tap equaliser is used for the MIMO-OFDM system while the receiver structure for the

MIMO OFDM-OQAM system consists of a 3-tap equaliser which is implemented using the frequency-

sampling approach [115]. The latter technique allows the subcarrier frequency response to be equalised

at a number of frequencies which correspond to the number of equaliser coefficients as shown in

Figure 4.6. The subcarrier spacing is denoted as ∆ f . For a single-tap equaliser, the coefficient is simply

computed as EQ(m)=1/C (m) (where m is the subcarrier index and C (m) is the measured value of the

CFR at the mth subcarrier). As for a multi-tap equaliser, the coefficients are computed from multiple

values of the CFR. Recall that at the AFB in the receiver, there is an oversampling by a factor of 2 and

hence the subcarrier sampling frequency is effectively 2∆ f . For the 3-tap equalisation process shown
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Figure 4.5: Comparison of the frequency and impulse responses of Hermite and PHYDYAS prototype
filters (a) Frequency Response (b) Impulse Response.

Figure 4.6: 3-tap equalisation.

in Figure 4.6, three frequencies are of interest: the centre frequency m∆ f and the two intermediate

frequencies (m±1/2)∆ f . The equaliser coefficients are then computed such that its frequency response

passes through EQ1, EQ(m) and EQ2 [115]. Since the frequency sampling step is ∆ f /2, the total

number of samples is equal to 2∆ f /(∆ f /2)=4, implying that one value (denoted as U ) is unknown. The

equaliser coefficients can be computed using the IFFT of the set {U ,EQ1,EQ(m),EQ2} [115]. Let the

coefficients be denoted by {eq0,eq1,eq2,eq3} where eq0 is the centre coefficient which is surrounded

by eq−1=eq3 and eq1. For a 3-tap equaliser, eq2 is set to zero to compute the unknown value U using

the relation [115]

U−EQ1+EQ(m)−EQ2=0. (4.19)

The centre coefficient eq0 is then given by

eq0=U+EQ1+EQ(m)+EQ2. (4.20)
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Figure 4.7: BER performance of uncoded and coded nt×nr OFDM & FBMC systems using 16-QAM
in horizontal UAC.

Assuming linear interpolation, the interpolated values EQ1 and EQ2 are given by

EQ1=[EQ(m−1)+EQ(m)]/2, (4.21)

EQ2=[EQ(m)+EQ(m+1)]/2, (4.22)

and the coefficients are computed as follows

eq0=[EQ(m−1)+EQ(m+1)+2EQ(m)]/4, (4.23)

eq1=[EQ(m−1)+EQ(m+1)−2EQ(m)+ j (EQ(m−1)−EQ(m+1))]/8, (4.24)

eq−1=[EQ(m−1)+EQ(m+1)−2EQ(m)− j (EQ(m−1)−EQ(m+1))]/8. (4.25)

Considering the characteristics of the OQAM scheme, the signs of the coefficients eq1 and eq−1 need

to be changed according to the subcarrier index m and this is done through a multiplication by (−1)m

[115].

As can be observed in Figure 4.7, the MIMO OFDM-OQAM systems achieve better performance

than the MIMO-OFDM systems in the horizontal UAC for the same transmission time. This shows the

robustness of OFDM-OQAM against both time and frequency dispersions. It should be noted that the

subcarriers in a conventional OFDM-OQAM system may not necessarily experience flat-fading since

the lack of a cyclic prefix implies that the condition for circular convolution is not satisfied. Hence, it

is desirable to have a large number of subcarriers so that they can experience flat-fading. Furthermore,
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the approximation in (4.5) is not accurate, especially for channels with high time dispersions [129].

When the number of transmitting elements is increased from 2 to 4, the performance is worse because of

cross-talk between parallel channels.

The data rate can increase linearly with the number of transmitting elements in a MIMO system.

However, in fast-time varying UACs, the number of transmitting elements is kept low to achieve a good

trade-off between data rate and error performance. For a given bandwidth B , M subcarriers and CP

duration TCP, the bandwidth efficiency, Braw of a MIMO-OFDM system in symbols/s/Hz/transmitter is

given by [23]

Braw= 1

1+BTCP/M
. (4.26)

Thus, for nt transmitting elements and modulation level M , the effective bandwidth efficiency is given

by

Beff=nt×Braw×log2M . (4.27)

In a system where overheads such as OFDM CP duration, FEC code rate, pilot and null subcarriers used

for channel and Doppler estimation, respectively, are considered, the effective bandwidth efficiency in

bits/s/Hz is given by

Beff=nt×rFEC×
T

T+TCP
×Mdata

M
×log2M , (4.28)

where rFEC is the FEC code rate, Mdata is the number data-carrying subcarriers and T is the OFDM

symbol duration. For a given system’s bandwidth B , the number of subcarriers M is limited by the

channel coherence time, tcoh [23]. When designing an OFDM system, it is often assumed that the

channel remains approximately constant over one block, i.e., T=M/B¿tcoh [23]. However, the OFDM

symbol duration increases with increasing number of subcarriers and hence it becomes increasingly

difficult to track the channel variations which may result in ICI. A shorter block duration prevents ICI

and ensures minimum system’s complexity but represents an under-usage of the system’s resources since

each block is followed by a CP. Furthermore, the number of transmitting elements cannot be increased

indefinitely due to cross-talk between parallel channels. In [23], the maximum number of transmitting

elements is stated to satisfy the expression nt≤M/Nmp where Nmp is the number of channel impulse

response coefficients (channel span). Therefore, the bandwidth efficiency is limited as [23, 134]

nt /(1+τB/M) ≤ M 2/Nmp(M+Nmp), (4.29)

where τ is the channel delay spread. Ideally, tcohÀτ and hence the system can be designed such that

MÀNmp. In this case, the bandwidth efficiency will behave as M/Nmp¿tcoh/τ [23].

Considering the rate- 1
2 Turbo-coded MIMO systems in Figure 4.7, at a BER of 10−4, the 2×12

and 4×12 OFDM-OQAM systems yield 4 dB and 8 dB better performance than the 2×12 and 4×12

OFDM systems, respectively. Note that puncturing is applied to the original 1
3 -rate Turbo encoded bit

sequence to obtain a sequence with a code rate of 1
2 . This process consists of omitting some of the coded

bits during transmission to reduce the amount of redundancy (therefore better bandwidth efficiency is

achieved) but this however reduces the effectiveness of the error correcting capability of the coding
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Figure 4.8: BER performance of uncoded and coded nt×nr OFDM & FBMC systems using 16-QAM
in vertical UAC.

technique. For the vertically-configured channel, the transmitter and receiver are submerged at a depth

of 998 m and 1 m, respectively. The horizontal separation between them is 1 m. All other parameters

are the same as the horizontal channel scenario except for the number of subcarriers and CP duration

which are set to 512 and 5.12 ms, respectively. A typical CIR as observed between a given transmitting

element and receiving hydrophone in the vertical channel scenario is shown in Figure 4.3(b) where the

delay spread is 3.9 ms. As can be observed in Figure 4.8, the MIMO OFDM-OQAM systems once again

outperform the MIMO-OFDM systems. Considering the same transmission time, at a BER of 10−4, the

Turbo-coded 2×12 and 4×12 OFDM-OQAM systems outperform the coded OFDM systems with the

same MIMO configuration by 2 dB in both cases.

By taking all overhead due to channel estimation into account and considering the same transmission

time for both the OFDM and OFDM-OQAM systems, the theoretical achievable bit rates for the MIMO

systems in the 1000 m horizontal and vertical UACs are provided in Table 4.1. The parameters as used for

the simulations are considered. In the horizontal channel, the 2×12 and 4×12 OFDM-OQAM systems

achieve about 40% and 67% higher bit rate than the 2×12 and 4×12 OFDM systems, respectively. As

for the vertical channel, the increase in bit rate with OFDM-OQAM compared to OFDM is around 17%

and 25% for the 2×12 and 4×12 systems, respectively.
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Table 4.1: Theoretical Bit Rates (kbps) Achieved with MIMO OFDM-OQAM Systems.

Channel Configuration OFDM OFDM-OQAM
nt=2 nt=4 nt=2 nt=4

Horizontal 52.6 63.2 73.7 105.3
Vertical 63.2 84.2 73.7 105.3

Figure 4.9: Error propagation within group of pictures (GOP).

4.4 Video Transmission using MIMO OFDM-OQAM Systems

In this section, the transmission of a SD video is evaluated over the 1000 m vertical time-varying

UAC using the MIMO OFDM-OQAM systems. The bit rate values for the MIMO OFDM-OQAM

systems in Table 4.1 are considered for video transmission. An uncompressed SD video with a resolution

of 640×480, frame rate of 30 fps and duration 12 s is considered. The video stream (365 frames) is

compressed to target bit rates of 70 kbps and 100 kbps for the 2×nr and 4×nr OFDM-OQAM systems,

respectively. Frequent coding of the I-frames avoids propagation of errors between frames, thereby

improving the error resilience of the video streams. Hence, a short intra-period of 8 is used. If for

example there are bit errors causing packet loss in the first I-frame, these errors will only propagate in

the trailing frames within the intra-period as shown in Figure 4.9. The maximum packet size is set at

800 bytes and the number of reference frames for video coding is set to 5.

4.4.0.1 Frame Rate Computation

The average number of bits per frame for the video streams compressed at 70 kbps and 100 kbps are

2355 and 3364, respectively. It is to be noted that the I-frames consist of more bits than the P and/or

B video frames. Assuming the maximum supported capacity of the systems, the calculated frame rate

for the 2×nr and 4×nr OFDM-OQAM systems is 31.3 fps in both cases. This value is greater than the

original frame rate of 30 fps, implying real-time transmission is theoretically feasible.

4.4.0.2 Packet Loss Rate

The H.264/AVC bitstreams are encoded in 502 and 543 video packets for the 2×nr and 4×nr OFDM-

OQAM systems, respectively. Figure 4.10 shows the PLR for the two systems. The PLR is zero at Eb/N0
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Figure 4.10: Packet Loss Rate for the 2×12 and 4×12 OFDM-OQAM systems.

values above 12 dB and 17 dB for 2×nr and 4×nr systems, respectively.

4.4.0.3 Peak-Signal-to-Noise-Ratio (PSNR)

The graph in Figure 4.11 shows the received video quality for the systems under investigation. The

received video quality is assessed using the PSNR metric. The frame copy error concealment technique

is used in order to cope with the partial or complete loss of frames due to packet losses. For low bit

rate video compression, it is very likely that a whole video frame is encoded within a single packet. In

this case, a number of bit errors distributed across the video stream may cause many packet losses (and

therefore frame losses), making error concealment techniques ineffective. The range of Eb/N0 values

shown in Figure 4.11 denotes a maximum PLR of 25% for each system. Beyond this value, the video

quality is so severely degraded that no useful information can be extracted from the received videos.

The higher the supported bit rate of the system, the better is the video quality, as can be observed for the

4×nr system when packet loss is negligible.
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Figure 4.11: Received video quality in terms of PSNR (dB) for the 2×12 and 4×12 OFDM-OQAM
systems.

4.5 Conclusion

In this chapter, it was shown that MIMO OFDM-OQAM provides a better error performance than

MIMO-OFDM in both horizontally and vertically configured time-varying UACs. This shows that

OFDM-OQAM can provide robust performance in doubly-dispersive channels by using prototype filters

with good TFL properties. The channel configuration also determines the optimum parameters that can

be used. For instance, it was shown that in a horizontally-configured channel the error rate is higher than

in a vertical channel due to the more severe time dispersion. The absence of a CP in OFDM-OQAM

implies that more useful bits can be transmitted per second. For instance, the theoretical bit rates of 73.7

kbps and 105.3 kbps obtained using the 2×12 and 4×12 OFDM-OQAM systems, respectively, were

found to be sufficiently high to transmit a SD video with acceptable quality in real-time over the 1 km

vertical acoustic link.
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5
SINGLE-USER AND MULTI-USER UNDERWATER ACOUSTIC

COMMUNICATION USING FBMC-BASED MASSIVE MIMO SYSTEMS

5.1 Introduction

Massive MIMO technology is currently being considered for the Fifth Generation (5G) terrestrial

wireless communication systems in order to provide additional data capacity and enhance the

system’s robustness to channel impairments. This technology is also being investigated for

UWA communication for enhanced bandwidth efficiency. For instance in [98], an FBMC-based MU

massive MIMO system with 32 subcarriers is proposed with 4 transmitting stations and 40 receiving

hydrophones at the base-station. The system’s bandwidth is 5 kHz and the carrier frequency is 8 kHz.

Each of the four transmitting stations is equipped with a single loudspeaker. CMT is selected as the

FBMC system. The short symbol duration allows tracking of channel variations using a blind equalisation

method based on Constant Modulus Algorithm (CMA). Hence pilot symbols are not used, thereby

achieving a high bandwidth efficiency (8 b/s/Hz). A matched filter estimator was used at the receiver.

The self-equalisation property of the massive MIMO system allowed 32 wide subcarriers to be used for

a system’s bandwidth of 5 kHz and a carrier frequency of 8 kHz. Simulation results showed that the

blind tracking algorithm allowed data to be transmitted without the need for pilot symbols. Furthermore,

the SINR for the four users increased from approximately 12 dB to 18 dB with increasing number of

base-station hydrophones (from 20 to 100). The authors of [135] derived a closed-form expression for

the uplink achievable rate in a massive MIMO-OFDM system with carrier aggregation. ZF equalisation

was assumed. A simulated UAC was considered, with a water depth of 5000 m and a fixed receiver

array depth of 5 m. The distance between the transmitter (4 transducers) and receiver (100 hydrophones)

was varied from 1 km to 25 km in the simulations. A system bandwidth of 20.48 kHz was considered

with 2048 subcarriers and a CP duration of 20 ms was assumed. A frequency range from 10 to 500 kHz
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was allocated for the uplink transmission. Simulated capacity curves showed that the carrier aggregated

massive MIMO system can offer high data rates for both short/medium and long distances compared to

systems without carrier aggregation.

In this chapter massive MIMO reception is proposed to improve the communication reliability over

a 1 km vertically-configured time-varying UAC and at the same time boost the achievable bit rate for

both SU and MU scenarios. For the SU scenario, the BER performance of Turbo-coded massive MIMO

systems based on FBMC modulation and OFDM are evaluated over the UAC. The transmission setup

consists of a large array of 100 receiving hydrophones at a surface vessel (BS) while the underwater ROV

is equipped with at most four transducers. To overcome the imaginary interference in the conventional

OFDM-OQAM system and making its application to MIMO straightforward, a modified OFDM-OQAM

system as proposed in [136] is considered whereby complex data symbols are transmitted instead

of real symbols. This is made possible by spreading the data symbols in time while still ensuring

maximum bandwidth efficiency and low complexity. Scattered pilot-based channel estimation is applied

to both the massive MIMO OFDM and OFDM-OQAM systems. It is shown that the coded FBMC

systems outperform the coded OFDM systems both in terms of error performance and bit rate for the

same massive MIMO configuration. The transmission of a 480p video which is compressed using the

H.264/AVC standard is also evaluated in the UAC with the systems that achieve the highest bit rates.

With bit rates as high as 133 kbps and 242 kbps for the 2×100 and 4×100 FBMC systems, respectively,

it is shown that real-time transmission is possible with acceptable video quality over the long range

acoustic link.

The MU scenario consists of four underwater ROVs, each transmitting with four transducers to

the surface BS which is equipped with 100 receiving hydrophones. The performance of the 4-user

Turbo-coded FBMC-based massive MIMO system is assessed over the simulated 1 km time-varying

UAC in terms of BER, Packet Error Rate (PER) and maximum achievable throughput. It is demonstrated

that the implementation of massive MIMO at the receiver allows all the users (ROVs) to use the same

bandwidth to transmit their information reliably to the surface BS. Furthermore, it is shown that each

ROV can achieve a bit rate of approximately 221 kbps, which is high enough to support real-time video

transmission with adequate quality.

The main contributions of this chapter are published in [43, 46]. The rest of this chapter is organised

as follows. Section 5.2 provides the basic concepts of a massive MIMO system. The discrete-time

baseband model for the modified FBMC-OQAM system is presented in Section 5.3. Section 5.4 presents

the performance evaluation of the SU OFDM and FBMC based systems in the vertically-configured

UAC in terms of BER, theoretical achievable bit rate and received video quality. In Section 5.5, the

performance of the 4-user FBMC-based massive MIMO system is evaluated over the 1 km vertical

UAC in terms of BER, PER and maximum achievable bit rate. Finally, concluding remarks are drawn in

Section 5.6.
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Figure 5.1: Illustration of uplink massive MIMO operation.

5.2 Overview of Massive MIMO

Massive MIMO technology is expected to significantly improve the throughput and reliability not only in

future terrestrial communication systems but also for UWA communication. In contrast to conventional

MU-MIMO, Massive MIMO uses a multitude of antennas at the BS which is orders of magnitude more

than the number of users being served by the BS [98]. It is a scalable technology that improves both the

spectral and power efficiencies and simplifies the signal processing as the number of antennas increases

at the BS [137]. It uses spatial division multiplexing whereby the multiple information streams are

transmitted in the same time and frequency resources.

In the downlink operation, the BS must ensure that each user terminal only receives the information

that is meant for it [137]. For the BS to perform the multiplexing process, it must have knowledge of the

channel response between each user and each of its antennas. This response is commonly known as the

Channel State Information (CSI). In the downlink operation, the CSI is used in the pre-coding process to

map the information streams that will be transmitted through the BS antennas. The higher the number of

antennas, the narrower the signal beams become and these can be focused more sharply or selectively to

the intended user [137, 138].

The uplink operation involves the transmission of information streams from the users to the BS over

the same frequency and time resources. An example of the uplink operation in a massive MIMO system
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Table 5.1: Uplink and Downlink Signal Processing in a Massive MIMO System.

Decoding (uplink) Pre-coding (downlink)
MRC HH H∗

ZF (HHH)−1HH H∗(HTH∗)−1

MMSE (HHH+ Z
ρu

IZ)−1HH H∗(HTH∗+ Z
ρd

IZ)−1

where ρu is the uplink average SNR where ρd is the downlink average SNR

assuming single-antenna users (ROVs) is shown in Figure 5.1. The large antenna (hydrophone) array

at the BS captures the signals transmitted from the different users and the BS uses the CSI to decode

(de-multiplex) the composite received signal to finally obtain the individual user signals.

Pilots are used to estimate the channels between the BS antennas and user terminals to obtain the

CSI which is used for the pre-coding and decoding processes. The CSI can be regarded as a group of

spatial transfer functions between each BS antenna and user terminal [139] and which can be arranged

in a matrix (H) as shown in Figure 5.1. For a Time-Division Duplex (TDD) massive MIMO system, the

channels between the BS antennas and users are assumed to be reciprocal, which implies that a given

channel is the same in both the uplink and downlink [138, 139]. This channel reciprocity also implies

that the channels need to be estimated in one direction only. To this end, uplink channel estimation is

preferred since fewer pilot signals need to be transmitted from the users to the BS. Furthermore, the

channel estimation complexity is dependent only on the number of users and not the number of BS

antennas [139]. This fact is of high importance in an environment where the users are in constant motion

and therefore the channels need to be estimated more frequently. Another major advantage of uplink

channel estimation is that this computationally intensive task, as well as other signal processing, are

only performed at the BS [139].

The pre-coding and decoding operations in the downlink and uplink, respectively, can be performed

using linear techniques such as ZF, MMSE and Maximum-Ratio Combining (MRC). The latter is a

simple approach that tries to maximise the received SNR at the expense of multi-user interference.

In contrast, ZF nullifies the interference between users but neglects the effect of noise. MMSE aims

to achieve a balance between noise enhancement and inter-user interference suppression [140] and

therefore, as compared to ZF and MRC, it maximises the received SINR [141]. Considering a massive

MIMO system with nr BS antennas and Z users with single transmitting antenna, the pre-coding and

decoding matrices for MRC, ZF and MMSE are given in Table 5.1. With increasing number of BS

antennas, linear pre-coding and decoding techniques are nearly optimal [137, 138].

Massive MIMO is considered to be a scalable technology because, firstly, only the BS has to

learn the matrix, H; secondly, the number of BS antennas is much higher than the number of user

terminals and thirdly, simple linear processing techniques can be used for both the uplink and downlink

operations [138]. Massive MIMO also ensures simple signal processing due to an effect known as

channel hardening, where the effects caused by small-scale fading are minimised as the number of

BS antenna increases [138]. Small-scale fading can be broadly defined as the rapid fluctuations in
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Figure 5.2: Ambiguity function (see equation (3.31)) of Hermite filter in the case of FBMC-QAM and
OFDM-QAM systems [119].

the channel gain due to very small changes in the propagation channel [142]. These fluctuations can

sometimes result in the channel gain to be very small, causing the transmitted signal to be received in

error. Small-scale fading can be mitigated by exploiting the diversity provided by multiple transmitting

and receiving elements. Owing to the large number of antennas in a massive MIMO system, the channel

hardens and hence the user terminals do not need to perform channel estimation as the channel seen by

each one of them behaves as if it is a non-fading one [138, 142].

5.3 Restoring Complex Orthogonality in OFDM-OQAM

Recall that in a conventional OFDM-OQAM system real symbols are transmitted, allowing prototype

filters with a good TFL property to be used. However, its orthogonality condition only holds in the real

field. It should be noted that OFDM-OQAM is related to FBMC-QAM but has the same symbol density

as OFDM without the CP [119]. There is no unique definition for FBMC-QAM as some authors prefer

to sacrifice frequency localisation, yielding a worse performance than OFDM in terms of out-of-band

radiation while others sacrifice orthogonality to achieve both time and frequency localisation and obtain

a time-frequency spacing of T F≈1 [119]. The working principle of an OFDM-OQAM system can be

described as follows [119]:

1. Design a prototype filter with g (t )=g (−t ), which guarantees orthogonality for frequency and time

spacings of F=2/T0 and T=T0, respectively, such as the Hermite filter in equation (4.17).

2. Reduce both the time and frequency spacings by a factor of 2 such that T F =0.5 in terms of

real-valued symbols, which is equivalent to T F =1 for complex symbols.

3. This compression in time and frequency causes purely imaginary interference due to the phase

shift of π
2 (m+l̃ ).
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This process is illustrated in Figure 5.2 where the left part of the figure shows an FBMC-QAM system

designed using a Hermite filter for a time-frequency spacing of T F =2. This large time-frequency spacing

ensures both time and frequency localisation and complex orthogonality at the expense of a reduced

spectral efficiency. Improved robustness can be achieved in doubly-selective channels in this case [119].

For the case of OFDM-OQAM in the right part of Figure 5.2, the frequency and time spacings are

reduced to F=1/T0 and T=T0/2, respectively. The black dots represent the induced interference due to

the squeezing in time and frequency and it is purely imaginary due to the phase shift of π
2 (m+l̃ ). The

authors of [136] proposed to spread the symbols either in time or frequency to completely eliminate

the imaginary interference. This technique not only allows complex symbols to be transmitted but also

ensures a low complexity since it is based on Hadamard matrices. For an OFDM-OQAM system with

M subcarriers and N symbols, the continuous-time transmitted signal can be expressed as

s(t )=
N∑

l̃=1

M∑
m=1

gm,l̃ (t )bm,l̃ , (5.1)

where bm,l̃ are the transmitted symbols on the mth subcarrier at the l̃ th timing instant. gm,l̃ (t ) is the

time and frequency shifted version of the prototype filter g (t ) which is given by

gm,l̃ (t )=g (t−l̃T )e j 2πmF (t−l̃T )e j%m,l̃ , (5.2)

where %m,l̃=π
2 (m+l̃ ) is the phase shift. The received symbols ym,l̃ are obtained by projecting the received

signal r (t ) on the received basis pulses, g an
m,l̃

(t ) as follows [136]

ym,l̃=〈r (t ),g an
m,l̃

(t )〉=
∫ ∞

−∞
r (t )

(
g an

m,l̃

)∗
(t ) dt . (5.3)

5.3.1 Matrix-based System Model of Conventional OFDM-OQAM System

Equation (5.1) can be formulated in matrix notation as

s=Gb, (5.4)

where each column of G is a vector of the sampled basis pulses gm,l̃ (t ):

G=
[

g1,1 ··· gM ,1 g1,2 ··· gM ,N

]
, (5.5)

and b is the transmitted symbol vector which is represented as

b=
[

b1,1 ··· bM ,1 b1,2 ··· bM ,N

]T
. (5.6)

The sampled basis pulses g an
m,l̃

(t ) at the receiver can also be stacked as column vectors to obtain the

matrix

Gan=
[

gan
1,1 ··· gan

M ,1 gan
1,2 ··· gan

M ,N

]
. (5.7)

The two different transmit and receive pulse matrices in equations (5.5) and (5.7), respectively, provide

a more general description of multicarrier systems such as CP-OFDM and filtered/windowed OFDM.
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Figure 5.3: Block time-spreading of OFDM-OQAM.

However, it should be noted that FBMC usually makes use of a matched filter, i.e., G=Gan [120]. The

received symbols in (5.3) can be reformulated as

y=(Gan)Hr=(Gan)HHGb+η, (5.8)

where H is the channel convolution matrix, r is the sampled received signal vector and η is the random

noise vector. Due to the orthogonality condition in OFDM, (Gan)HG=IM N . However, this is not the case in

OFDM-OQAM where the orthogonality holds only in the real field. In order to obtain an identity matrix,

only the real part of the transmission matrix needs to be considered, i.e., R{(Gan)HG}=R{GHG}=IM N .

Using eigendecomposition, it can be found that GHG contains exactly M N
2 non-zero eigenvalues, each

having a value of two as {M ,N }→∞ [136]. This means that only M N
2 complex symbols can be transmitted

(or equivalently M N real symbols). For OFDM, the channel equalisation can be easily performed using

a ZF equaliser,
[
(Gan)HHG

]−1 or an MMSE equaliser. In conventional OFDM-OQAM, this direct matrix

inversion is not practical due to the imaginary interference and the fact that (Gan)HHG is not a full rank

matrix [120].

5.3.2 OFDM-OQAM based on Block Spreading

To overcome the shortcomings of conventional OFDM-OQAM, the complex orthogonality has to be

restored and this can be achieved when the symbols are spread either in frequency [143] or time [136].

Figure 5.3 illustrates the concept of block spreading for OFDM-OQAM in the time domain. The left part

of Figure 5.3 represents the conventional OFDM-OQAM system where each time-frequency position

consists of one real symbol (therefore one complex symbol is transmitted in two time slots). The

time-spreading process, as shown in the right part of Figure 5.3, consists of spreading one complex

symbol over several time slots, thereby cancelling the imaginary interference and restoring the complex

orthogonality. In fact, an additional dimension (coding) is involved in this process besides the time and

frequency dimensions. OFDM-OQAM with block spreading is closely related to the Code Division
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Multiple Access (CDMA) technique as used in the Third Generation (3G) mobile communication

system [120]. However, a Root Raised Cosine (RRC) filter or RAKE receiver are not required in

this case. Instead, simple one-tap equalisation can be performed assuming that the channel remains

approximately flat in time or frequency depending on the type of block spreading used [120]. Usually,

the spreading increases the sensitivity to both frequency and time selectiveness which occur due to

multipath propagation and Doppler effect, respectively. However, if the delay and Doppler spreads are

not significant, the interference caused by the channel can be neglected and in this case each data symbol

can be allowed to occupy more than only a small time-frequency resource of T F=1 [120]. The spreading

process can be performed using the Walsh-Hadamard method where the complex orthogonality can be

restored with lower computational complexity as compared to the FFT spreading method [136]. One of

the main reason to perform block spreading is to allow the integration of MIMO with OFDM-OQAM

with approximately the same complexity as MIMO-OFDM. Furthermore, all receiver signal processing

methods commonly used in MIMO-OFDM can be straightforwardly applied to its OFDM-OQAM

counterpart using block spreading [136].

5.3.2.1 Block Spreading Procedure

The complex-valued data symbols, denoted by a∈CM N
2 ×1, are precoded using a spreading matrix C∈

CM N× M N
2 such that the transmitted symbols b∈CM N×1 are given by [136]

b=Ca. (5.9)

In order to eliminate the imaginary interference and restore orthogonality, the spreading matrix C should

be selected to satisfy the following condition [136]

CH(Gan)HGC=I M N
2

. (5.10)

At the receiver, decoding is performed such that the received complex data symbols ȳ∈CM N
2 ×1 are

obtained as follows

ȳ=CHy. (5.11)

Let the transmission matrix be denoted by Tmat=(Gan)HG. The condition in (5.10) can be satisfied

by performing the eigenvalue decomposition of the transmission matrix Tmat, i.e., Tmat=UΛUH where Λ

is a diagonal matrix of the eigenvalues and U represents a unitary matrix, and then selecting the first
M N

2 column vectors of U as the spreading matrix C [136]. This method is however not practical since it

will result in a high computational complexity [136]. A more efficient method is to select N
2 appropriate

column vectors from a Hadamard matrix of order N and then spread the complex symbols over several

time slots. This process is done for all subcarriers until a spreading matrix of size M N×M N
2 that satisfies

the condition in (5.10) is obtained [136].

One major advantage of using Hadamard spreading is its low complexity processing as multiplica-

tions are not involved and only additions/subtractions are required at the transmitter and receiver [136].
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Figure 5.4: Example of vertical channel responses (a) Channel Impulse Response (b) Channel Scattering
Function.

The only problem of using Hadamard matrices for spreading is that the spreading length needs to be a

power of two [144]. Hence, integrating OFDM-OQAM with block spreading into an existing terrestrial

communication system may represent a challenge [136]. On the other hand, this will not be an issue for

an underwater communication system since it has to be designed from scratch for a given transmission

scenario and thus the problem of compatibility with existing systems does not arise.

In theory, the number of FBMC symbols can approach infinity but due to the time spreading

over N time slots, this is not practical because of latency constraints. Moreover, for a time-varying

channel the subcarrier orthogonality can be lost. Hence, block-wise transmission should be performed.

However, inter-block interference may occur due to small overlapping between blocks. In conventional

OFDM-OQAM, this overlapping would not be a major concern due to the real orthogonality condition.

Nevertheless, this is no longer valid if time spreading is applied within a transmission block [136]. One

guard slot per block may not completely eliminate the interference between neighbouring blocks. On

the other hand using more guard slots will decrease the spectral efficiency. By using a higher spreading

length in a time-invariant channel, the interference can be spread over a higher number of symbols,

thereby improving the SIR [136]. For a time-varying channel, the robustness of the systems can be

improved by using a smaller spreading length.

5.4 Performance Evaluation of a SU Massive MIMO System in an UAC

5.4.1 BER Performance

A near-vertical channel with a water depth of 1000 m is considered. The transmitter and receiver are

immersed at a depth of 998 m and 1 m, respectively. The horizontal separation between them is assumed
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Figure 5.5: Example of pilot pattern for a 4-transmitting element setup (a) TX 1 (b) TX 2 (c) TX 3 (d)
TX 4 (Blue - Pilot Symbol, Green - Zero Symbol, White - Data Symbol).

to be 5 m. The system’s bandwidth is set at 25 kHz and the carrier frequency fc is 32.5 kHz. The

maximum RMS Doppler spread in the vertical UAC is 2 Hz. Typical channel responses as observed

between a given transmitting element and receiving hydrophone in this channel configuration are shown

in Figure 5.4, where the maximum delay spread in the UAC is 3.9 ms. The number of subcarriers is set

at 256 for both the FBMC and OFDM systems. Coloured noise is also used in the simulations instead

of AWGN to better represent the real-world noise in an UAC. The other system parameters include

64-QAM modulation and rate- 1
2 punctured Turbo codes for the coded MIMO systems (with nt transmit

elements and nr receive hydrophones). Due to the time spreading, block-wise transmission is considered

with 64 FBMC symbols (real) and a zero time-slot per block (to minimise the inter-block interference).
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Figure 5.6: BER performance of rate- 1
2 Turbo-coded OFDM and OFDM-OQAM systems using 64-QAM

and massive MIMO reception (100 elements) in a 1000 m vertical UAC.

With time spreading, 32 complex symbols are available per subcarrier per block for the FBMC system.

Considering a CP duration of 5.12 ms and assuming the same transmission time as in the OFDM-OQAM

system, the OFDM system requires 22 complex symbols per subcarrier per block. No guard slot is

required between blocks for the OFDM case. Pilot-based channel estimation is considered for both the

OFDM and OFDM-OQAM systems with the pilots arranged as per the Long Term Evolution (LTE)

standard and reproduced in Figure 5.5. For the same transmission time, the OFDM-OQAM and OFDM

systems transmit 340 pilots and 255 pilots, respectively, per transducer. To avoid interference, at the

pilot positions of one transmitting element, the other elements should transmit zero symbols. A large

receiver array of 100 hydrophones is assumed. This is perfectly feasible for the scenario of interest

since the receiver will be attached to a surface vessel and can accommodate a large number of receiving

hydrophones. In order to ensure decorrelated received signals, the inter-element spacing must be greater

than at least half a wavelength [23], which is equal to 2.3 cm (assuming a sound velocity of 1500 m/s).

The BER performance for massive MIMO OFDM and FBMC systems in the vertical UAC is shown

in Figure 5.6. The receiver processing consists of least-square (LS) channel estimation with linear

interpolation. Assuming that the receiver has prior knowledge of the transmitted pilots, then the LS
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Figure 5.7: BER performance of Turbo-coded MIMO-OFDM and MIMO OFDM-OQAM systems in a
1000 m vertical UAC.

Table 5.2: Theoretical Achievable Bit Rate (kbps) with Single-User (SU) MIMO and Massive MIMO
Systems.

System Configuration (nt×nr ) OFDM OFDM-OQAM
2×12 40 59
4×12 73 108
2×100 91 133
4×100 164 242

channel estimates at the pilot positions (m,l̄ )∈P can be simply obtained as

ĥP i =
ȳP i

b̄P i

, (5.12)

where m and l̄ are the subcarrier and complex-symbol indices, respectively, b̄P i and ȳP i are the

transmitted and received symbols at the i th pilot position, P i , respectively. Using a linear interpolation

method such as spline, linear MMSE or nearest-neighbour, the LS estimates at the data positions are

given by

ĥm,l̄=wH
m,l̄

ĥP , (5.13)

where ĥP ∈C|P |×1 is a column vector of the LS estimates obtained in (5.12) and wm,l̄∈C|P |×1 is a

vector function which describes the interpolation method used. For instance, the linear MMSE channel
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interpolation can be expressed as [120]

wLMMSE
m,l̄

=arg min
wm,l̄

E
{
|hm,l̄−wH

m,l̄
ĥP |2

}
(5.14)

=R−1
ĥP

rcorr
ĥP ,hm,l̄

, (5.15)

where RĥP
=E

{
ĥP

(
ĥP

)H}
is the correlation matrix and rcorr

ĥP ,hm,l̄

=E
{

ĥP h∗
m,l̄

}
is the correlation vector.

A Hermite filter with an overlapping factor of 4 is considered for the OFDM-OQAM system. Since

the spreading is performed in time, the use of Hermite filter instead of the PHYDYAS prototype filter is

justified as it provides a better localisation in the time domain. If frequency spreading was considered,

then the PHYDYAS filter would have been a better option due to its better localisation in frequency.

Considering the Turbo coded systems in Figure 5.6, the 2×100 and 4×100 OFDM-OQAM systems

outperform the OFDM systems with the same configuration by 2 dB and 2.2 dB, respectively, at a BER

of 10−4. For comparison purposes, the BER performance for standard symmetric MIMO configurations

(2×2 and 4×4) in the same channel is shown in Figure 5.7. The parameters are similar to the massive

MIMO systems. Even with the use of Turbo codes, the 2×2 and 4×4 OFDM-OQAM and OFDM systems

achieve a high error rate. The application of massive MIMO reception to the OFDM and OFDM-OQAM

systems greatly improve the BER performance under the same system parameters. Usually for UWA

communication, asymmetric MIMO configuration is used where nr >nt (see, e.g., [23]). Hence, the

performance of coded 2×12 and 4×12 MIMO systems are included in Figure 5.7. In order to achieve

comparable performance to the coded massive MIMO systems in Figure 5.6, a lower modulation order

(16-QAM) and a lower FEC code rate (1/3) with more decoding iterations were used. As such, the

achievable bit rates are much lower than in the massive MIMO systems.

5.4.2 Theoretical Achievable Bit Rate

The same system parameters as used for the simulations described in the previous subsection are

considered for the bit rate computation. The zero guard slots which are inserted between blocks in the

OFDM-OQAM system cause a bandwidth efficiency loss of 1
N+1 [136]. Hence, for a spreading length

of 64, the loss in bandwidth efficiency is 1.54%. Taking into account this loss for the OFDM-OQAM

system and all the overheads due to channel estimation, the theoretical bit rates that can be achieved

with the standard and massive MIMO systems in the 1000 m vertically configured UAC are given in

Table 5.4.1. The 2×100 and 4×100 OFDM-OQAM systems achieve around 46% and 48% higher bit

rate, respectively, than the OFDM systems with the same configurations. Compared to the nt×12 MIMO

systems, more than 50% increase in bit rate is achieved with the nt×100 massive MIMO systems in the

same channel.

5.4.3 Video Evaluation

For the video transmission part, the 2×100 and 4×100 Turbo-coded OFDM-OQAM systems are

considered since they achieve a higher bit rate and better error performance than the OFDM systems.

93



CHAPTER 5. SINGLE-USER AND MULTI-USER UNDERWATER ACOUSTIC COMMUNICATION
USING FBMC-BASED MASSIVE MIMO SYSTEMS

0 5 10 15 20
Eb/N0(dB)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
L
R

2× 100 FBMC - Turbo
4× 100 FBMC - Turbo

Figure 5.8: PLR for transmission of 480p compressed video using 2×100 and 4×100 OFDM-OQAM
systems.

As previously stated, H264/AVC is considered as the video coding standard. An uncompressed 480p

(854×480) video with a frame rate of 30 fps and duration 12 s is compressed to 130 kbps and 240 kbps

for the 2×100 and 4×100 OFDM-OQAM systems, respectively. The total number of frames in the video

is 365. An intra-period of 8 was selected to provide increased error resilience. It is noted that if the

period is too small the target bit rate becomes difficult to achieve. The maximum packet length was set

to 800 bytes and the number of reference frames was set to 6 to ensure a good compression efficiency.

5.4.3.1 Calculated Frame Rate

The number of bits per frame varies in the video sequence with the I-frames consisting of more bits than

others. Hence an average number of bits per frame is used to compute the frame rate of the encoded

video streams. The H.264/AVC videos compressed at 130 kbps and 240 kbps have an average number of

bits per frame of 4324 and 8024, respectively. Considering the maximum achievable bit rates in Table

5.4.1, the calculated frame rates for the 2×nr and 4×nr OFDM-OQAM systems are 30.76 fps and 30.16

fps, respectively. Hence, real-time video transmission is theoretically possible with both systems.

5.4.3.2 Packet Loss Rate (PLR)

Figure 5.8 shows the PLR for the systems under investigation. The H.264/AVC bitstreams are encoded

in 867 and 1008 video packets for the 2×100 and 4×100 systems, respectively. The Eb/N0 values that
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Figure 5.9: PSNR versus Eb/N0 for received video streams for 2×100 and 4×100 OFDM-OQAM
systems.

are required to achieve negligible bit errors and hence packet loss are 8 dB and 10 dB for the 2×100 and

4×100 systems, respectively.

5.4.3.3 Video Quality

Figure 5.9 shows the PSNR plot of the received H.264/AVC video streams. For each system, the packet

loss rate varies between 0 and 25%. Higher values of packet loss were not considered since the video

streams became practically impossible to decode. With increasing Eb/N0 values, it is observed that the

video quality for each system has a general tendency to increase as the number of packet loss decreases.

Assuming no packet losses, the 4×100 OFDM-OQAM system achieves a higher PSNR value than the

2×100 system.

5.5 Performance Evaluation of a MU Massive MIMO System in an
UAC

5.5.1 MU Massive MIMO System Model

The present work focuses on the uplink where data is transmitted from the users (ROVs) to the BS. In

the uplink, the BS requires CSI to decode the received signals from multiple users. Hence, the users
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Figure 5.10: MU-massive MIMO UWA transmission scenario.

Table 5.3: MU FBMC-based Massive MIMO System Simulation Parameters.

Parameters ROV 1 ROV 2 ROV 3 ROV 4
Bandwidth 25 kHz
Carrier frequency 32.5 kHz
Water depth 1000 m
TX height from sea-floor 4 m 4 m 5 m 7 m
RX height from sea-floor 998 m
Number of transmitting transducers per ROV, nt 4
Number of receiving hydrophones at BS, nr 100
Number of subcarriers 256
Delay spread 5.3 ms 5.3 ms 6.6 ms 9.2 ms
Modulation 64-QAM
Turbo code rate 1/2
Max. RMS Doppler spread 2 Hz
FBMC filter Hermite prototype filter
Filter overlapping factor 4
FBMC spreading factor 16

transmit orthogonal pilots to the BS which in turn performs channel estimation using the received pilot

signals together with linear decoding techniques.

Consider an uplink MU-massive MIMO system with a BS having nr hydrophones and serving Z

users (ROVs) each equipped with nt=4 transmitting elements. Considering also the FBMC-OQAM

physical layer waveform with M subcarriers and N symbols, the received signal vector at the BS,
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Figure 5.11: Typical CIRs as observed between the BS and four ROVs (a) ROV 1 (b) ROV 2 (c) ROV 3
(d) ROV 4.

ỹl̃∈CMnr ×1 for the l̃ th symbol can be expressed as

ỹl̃=
Z−1∑
z=0

H̃z
l̃

s̈z
l̃
+η̃l̃ , (5.16)

where η̃l̃∈CMnr ×1 is the noise vector, H̃z
l̃
∈CMnr ×Mnt is the channel matrix for user z and s̈z

l̃
∈CMnt×1 is

the time-domain FBMC signal vector for user z which is obtained after pre-coding the complex-valued

transmitted symbols with the spreading matrix C as in (5.9) and then performing FBMC modulation. At

the receiver, FBMC demodulation is performed followed by the de-spreading process as in (5.11). Let

the resulting signal vector for the l̄ th complex symbol timing instant be denoted by ȳl̄ . Assuming that

each user transmits pilots so that the BS can perform channel estimation, the frequency domain channel
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Figure 5.12: BER performance of Turbo-coded massive MIMO-FBMC/OQAM systems in the UAC.

matrix for user z, denoted by Hz
l̄
∈CMnr ×Mnt , can be written as

Hz
l̄
=(Inr ⊗FM )Ĥz

l̄
(Int ⊗FH

M ), (5.17)

where FM is the normalised M-point DFT matrix and Ĥz
l̄

is the estimated time-domain matrix for user z.

Considering the mth subcarrier and l̄ th symbol in (5.17), the frequency domain channel matrix for user

z can be denoted as Hz
m,l̄

∈Cnr ×nt . Using the elements of the latter matrix for each user, an overall matrix

denoted as Ḧm,l̄∈Cnr ×(nt×Z) can be constructed. As an example, consider a 2-user transmission scenario

where each user is equipped with two transmitting elements. In this case, the matrix Ḧm,l̄ is defined as

Ḧm,l̄=



0,0H 0
m,l̄

0,0H 1
m,l̄

0,1H 0
m,l̄

0,1H 1
m,l̄

1,0H 0
m,l̄

1,0H 1
m,l̄

1,1H 0
m,l̄

1,1H 1
m,l̄

...
...

...
...

nr −1,0H 0
m,l̄

nr −1,0H 1
m,l̄

nr −1,1H 0
m,l̄

nr −1,1H 1
m,l̄

, (5.18)

where r ,t H z
m,l̄

is the frequency domain channel coefficient for the l̄ th symbol and mth subcarrier between

the t -th transmit element and r -th receive hydrophone for user z. It is known that simple linear processing

techniques such as MMSE or ZF provide near-optimal performance in massive MIMO systems [145].

Hence, assuming ZF technique, the equalised signal ŷm,l̄∈C(nt×Z)×1 can be expressed as

ŷm,l̄=(Ḧm,l̄ )+ȳm,l̄ , (5.19)
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Figure 5.13: PER performance of Turbo-coded massive MIMO-FBMC/OQAM systems in the UAC.

where ȳm,l̄∈Cnr ×1 is the received signal vector (after FBMC demodulation and de-spreading) for the l̄ th

symbol and mth subcarrier and (Ḧm,l̄ )+ is the Moore-Penrose Pseudoinverse of matrix Ḧm,l̄ . Considering

the 2-user scenario each with two transmitting elements, ŷm,l̄ is given by

ŷm,l̄=



0 ŷ0
m,l̄

0 ŷ1
m,l̄

1 ŷ0
m,l̄

1 ŷ1
m,l̄

, (5.20)

where t ŷz
m,l̄

is the equalised signal for the t-th transmit element of user z for a symbol l̄ and subcarrier

m. By separating each user’s signal from ŷm,l̄ and then stacking the results for all subcarriers and

symbols, each user’s signal vector can be denoted as ŷz∈CM N
2 nt×1.

5.5.2 Simulation Results

The physical setup of the MU-massive MIMO UWA communication scenario is shown in Figure 5.10

while the relevant simulation parameters are summarised in Table 5.3. The BS receiver array consists

of 100 receiving hydrophones which can be attached to a surface vessel such as a ship or oil platform.

Four ROVs are deployed at various depths and separation distances and each one is equipped with four

transmitting elements. The ROVs transmit their data simultaneously to the surface vessel in the uplink.
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Figure 5.14: Maximum achievable bit rates for the four ROVs in the UAC.

This scenario can be of interest in the offshore oil and gas industry to carry out time-critical maintenance

or intervention work on sub-sea infrastructure. This underwater communication scenario can also allow

a larger search area to be covered on the ocean floor when looking for sunken objects. The typical CIRs

as observed by the four users (ROVs) are illustrated in Figure 5.11. To approximate a real-world UAC,

coloured noise is assumed in the simulations. The transmission of data is organised in packets where a

zero guard interval is inserted between them to avoid interference in the OFDM-OQAM systems. It is

assumed that the four users send pilot signals and hence imperfect CSI is available at the BS to decode

the users’ signals. A ZF linear detector is used in the system to recover the transmitted symbols from

each user at the BS.

Figures 5.12, 5.13 and 5.14 show the performance of the four users in the UAC in terms of BER,

PER and throughput, respectively. The results show that the 4×100 OFDM-OQAM systems can achieve

robust performance in the time-varying UAC. Furthermore, the massive MIMO system allows all the

ROVs (each equipped with four transmitting elements) to transmit their data simultaneously to the

surface BS over the same frequency and time resources and still achieve a very good error performance

as can be observed in Figure 5.12 and Figure 5.13. In fact, in a massive MIMO FBMC system, it not

essential for the subcarriers to experience approximately flat channel gain [146]. This means that a

smaller number of subcarriers can be used, which in turn reduces the latency or delay caused by the

synthesis and analysis filter-banks. A greater subcarrier spacing also implies that the system will be

less susceptible to carrier frequency offsets. Furthermore, larger modulation orders can be used to
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further boost the bandwidth efficiency as the linear combination of the signals received on the multiple

hydrophones at the BS smooths the channel distortions across the subcarriers, thereby equalising the

channel gain across each one of them [146, 147]. Figure 5.14 shows the Eb/N0 value that is required

to achieve a given level of throughput for each user. It can be inferred that each ROV can reach their

maximum throughput at a low Eb/N0 value. Moreover, the fact that OFDM-OQAM is used instead of

OFDM implies that each user achieves a higher bit rate since no bandwidth resources are wasted in

the transmission of a CP. The overall aggregate throughput in this four-user massive MIMO system is

approximately 886 kbps.

5.6 Conclusion

OFDM-OQAM achieves a higher bit rate than OFDM due to the absence of a CP, making it attractive

for underwater wireless video transmission. However, conventional OFDM-OQAM systems suffer from

inherent imaginary interference. By spreading the symbols in time (or frequency), this interference can

be eliminated and complex orthogonality restored without any increase in complexity. This enables the

application of MIMO to OFDM-OQAM and the use of pilot-based channel estimation as in OFDM. The

use of massive MIMO reception increases the reliability of the communication link, allowing higher

order modulation schemes to be used with higher FEC code rates. This allows a higher bit rate to be

achieved, promoting real-time video transmission. In this chapter, it was shown that the bit rates of

133 kbps and 242 kbps obtained with the 2×100 and 4×100 FBMC systems, respectively, in the SU

scenario are sufficiently high to achieve an acceptable video quality which conveys useful information in

real-time. Furthermore, the application of massive MIMO in a MU scenario allows multiple ROVs to be

deployed simultaneously and the fact that they can all share the same time and frequency resources makes

this technology very attractive for the UWA environment where the bandwidth is extremely limited,

especially for long range links. In this chapter, it was further shown that all the ROVs achieve very good

error performance and high bit rates (221.5 kbps each) over the 1 km UAC using the OFDM-OQAM

waveform shaping. Hence, OFDM-OQAM represents a better candidate than OFDM to be integrated in

a massive MIMO system to satisfy the high data traffic and reliability demands of future underwater

applications.
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INVESTIGATING VIDEO TRANSMISSION USING OFDM-BASED OTFS

SYSTEMS FOR SINGLE-USER AND MULTI-USER UWA
COMMUNICATION

6.1 Introduction

OFDM can achieve a high bandwidth efficiency in a linear time-invariant channel [148], but

this is however not the case in a channel characterised by both frequency and time dispersions,

also known as a doubly-dispersive channel. In this case, the performance of OFDM is severely

degraded due to the significant interference caused by the channel Doppler spread [149]. In this regard,

OTFS modulation is proposed for UWA communication. OTFS is a newly proposed multiplexing scheme

to address channels characterised by extreme Doppler effects, for example in high speed vehicular

environments [150–152]. OTFS typically transforms a time-varying fading channel into a 2-Dimensional

(2D) non-fading and time-independent channel in the DD domain, allowing all the modulation symbols,

e.g., QAM, which are spread across time and frequency to experience the same complex channel gain

[152]. The diversity of the channel can be fully exploited in this scheme, enabling a linear scaling in

spectral efficiency for a MIMO system with increasing number of antennas [151]. Although full diversity

can be achieved in the Time-Frequency (TF) domain using a properly designed equaliser [152], OTFS

however provides a more robust and practical approach in exploiting the diversity as the DD functions

are sparse in nature, where most of the energy due to channel reflectors with associated Doppler is

concentrated in a few bins (due to the lower channel variability in this domain). Another benefit of

OTFS is that pilot signals can be flexibly and densely packed in the DD domain. This is desirable in both

MIMO and massive MIMO systems where many pilot signals need to be multiplexed to simultaneously

estimate the channels between the BS and the users [151].

In OTFS, QAM symbols are indexed by points on a grid in the DD domain. They are then transformed
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Figure 6.1: OTFS channel-symbol coupling [153].

into a TF domain signal using the Inverse Symplectic Finite Fourier Transform (ISFFT) and windowing

[152]. This is familiar to the TF domain in which OFDM symbols reside. However, in OTFS, each

symbol is spread across the whole TF plane. Then the Heisenberg transform is applied to the TF

modulated signal to obtain a time domain signal which is transmitted over the channel [152]. The

receiver performs the reverse operations. The OTFS channel-symbol interaction can be expressed as a

2D convolution between the DD domain CIR and the QAM symbols as shown in Figure 6.1.

Most of the studies in UWA communication have considered SU scenarios. However, for some

time-critical applications such as repairing sub-sea oil pipes or searching for debris due to plane crashes

or ship wrecks, multiple ROVs need to be deployed. This chapter investigates video transmission using

OFDM-based OTFS systems for UWA communication. The BER performances of coded and un-coded

spatially multiplexed MIMO and massive MIMO systems for SU and MU scenarios, respectively,

are evaluated over a 1 km vertically-configured time-varying UAC. Furthermore, the performance of

the systems is assessed in terms of their maximum achievable bit rates. The transmitted videos are

compressed using the H.264/AVC standard and the received video quality is analysed in terms of PSNR.

It is shown that the OFDM-based OTFS systems outperform the conventional OFDM systems in a

dynamic UAC with a short channel coherence time using a high modulation order such as 64-QAM and

frequency-domain pilot-based channel estimation. It is also demonstrated that the implementation of

massive MIMO allows multiple underwater vehicles to be deployed simultaneously and to use the same

frequency and time resources to transmit their information reliably to a single surface station. Bit rates

as high as 109.7 kbps (with 2 transmitting elements) and 198.7 kbps (with 4 transmitting elements) are

achieved in the SU-MIMO and MU-massive MIMO systems using frequency-domain pilot multiplexing.

These maximum bit rate values are found to be sufficiently high to transmit a video with acceptable

quality in real-time to a surface station over the 1 km vertical acoustic link. It is further shown that by
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Figure 6.2: Illustration of the OTFS modulation.

multiplexing much fewer pilots in the DD domain than in the frequency domain to estimate the channel,

a further increase in bit rate is obtained.

The work presented in this chapter has been submitted in [49, 50]. The rest of this chapter is organised

as follows. The mathematical formulations for both SU MIMO and MU massive MIMO OFDM-based

OTFS systems where the ROVs are equipped with multiple transmitting elements are provided in Section

8.2. A thorough investigation is carried out in Section 8.3 by comparing the performances of the different

systems in terms of BER, maximum achievable bit rate and received video quality over the simulated 1

km vertically-configured time-varying UAC. Section 8.4 introduces the concept of DD domain pilot

multiplexing and detection in OTFS systems and provides the corresponding mathematical formulations.

Furthermore, the performance of the OFDM-based OTFS systems using DD domain pilot multiplexing

and detection is evaluated. Finally, concluding remarks are drawn in Section 8.5.

6.2 System Model

The block diagram of the OTFS modulation scheme is shown in Figure 6.2. The pre- and post-processing

blocks refer to two 2D transforms that are performed at the transmitter and receiver, respectively, to

implement the OTFS modulation technique. At the transmitter, the data symbols, x [k ,l ], residing in the

DD domain are converted to a TF domain signal, X [n ,m], using the 2D ISFFT and windowing and this

is known as the OTFS transform [152]. Note that windowing is used to further improve the sparsity of

the DD domain channel [154]. The Heisenberg transform then converts the TF signal, X [n ,m], to a time

domain signal, x(t ), which is subsequently transmitted through the channel. The inverse operations take

place at the receiver side, wherein the received signal, y(t ), is converted to a TF domain signal, Y [n ,m],

using the Wigner transform and then to the DD domain using windowing and Symplectic Finite Fourier

Transform (SFFT) [152].

Consider a block of N ×M QAM symbols, x [k ,l ], residing in a DD grid where k =0,···,N −1 and

l =0,···,M −1. The SFFT of a TF domain signal, X [n ,m], is expressed as

x [k ,l ]=
N −1∑
n=0

M −1∑
m=0

X [n ,m]e− j 2π( nk
N − ml

M ), (6.1)

and the inverse SFFT (SFFT−1) of the information symbols, x [k ,l ], is given by

X [n ,m]= 1√
MN

N −1∑
k =0

M −1∑
l =0

x [k ,l ]e j 2π( nk
N − ml

M ). (6.2)
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6.2.1 Formulation for a SISO OFDM-based OTFS System

Considering an OFDM-based OTFS system, the TF samples X [n ,m] obtained after the ISFFT operation

are fed to an OFDM transmitter to obtain the OTFS transmit signal [149],

S̄=ACPFH
M XT, (6.3)

where X∈ CN ×M contains the TF samples X [n ,m] and is given by

X=[FM X̆TFH
N ]T, (6.4)

where X̆∈ CN ×M contains the DD domain data symbols x [k ,l ]. From (6.4) it can be observed that

the ISFFT operation is implemented using M -point Discrete Fourier Transform (DFT) and N -point

IDFT on the columns and rows of X̆T, respectively [155]. FM is the normalised M -point DFT matrix.

ACP=[GT
CP,ITM ]T is the matrix for appending a CP to the signal and GCP∈ CNCP×M is constructed using

the last NCP (CP length) rows of an identity matrix, IM [154]. Finally, the columns of S̄∈C(M +NCP)×N

contain the time-domain OFDM signals [154]. X in (6.4) can be represented in vectorised form, x, as

x=(FH
N ⊗FM )x̆, (6.5)

where x=vec(XT) and x̆=vec(X̆T). Stacking the transmitted OTFS signal matrix, S̄, as a vector, s̄∈
CN (M +NCP)×1, the received signal can be expressed as

y=Hs̄+η, (6.6)

where H∈ CN (M +NCP)×N (M +NCP) is the CIR matrix and η is the noise vector. The received OFDM

symbols are free from ISI provided that NCP≥Nmp. The receiver then partitions y into N blocks and

performs CP removal for each block. After this process, the output vectors are stacked into one vector

ỹ∈ CNM ×1 given by [155]

ỹ=(IN ⊗RCP)H(IN ⊗ACP)s̃+η (6.7)

=H̃s̃+η, (6.8)

where RCP=[0M ×NCP ,IM ] is the CP removal matrix and s̃ is given by

s̃=(IN ⊗FH
M )x. (6.9)

From (6.8), H̃=(IN ⊗RCP)H(IN ⊗ACP) represents a block diagonal matrix of size MN ×MN which is

given by [155]

H̃=


H̃0 0M ··· 0M

0M H̃1 ··· 0M
...

...
. . .

...

0M 0M ··· H̃N −1

, (6.10)
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where H̃n∈CM ×M is the CIR matrix of the nth OFDM symbol. After OFDM demodulation, the TF

signal vector of length MN is expressed as

y̌=(IN ⊗FM )ỹ. (6.11)

If equalisation is performed in the frequency domain, the overall block diagonal frequency domain

channel matrix, H̃f is given by

H̃f=(IN ⊗FM )H̃(IN ⊗FH
M ). (6.12)

If ZF equalisation is used, the equalised TF signal, ŷeq is given by

ŷeq=(H̃f)
+y̌, (6.13)

where (H̃f)
+ is the Moore-Penrose Pseudoinverse of matrix H̃f. Finally, the equalised TF signal is

converted to the DD domain and the transmitted symbol estimates, i.e, x̂ [k ,l ], are obtained in vectorised

form as [155]
ˆ̆x=(FN ⊗FH

M )ŷeq. (6.14)

6.2.2 Formulation for a MIMO OFDM-based OTFS System

Consider an nt×nr MIMO system with nt transmitting elements and nr receiving hydrophones. The

DD data symbols at the transmitter are stacked for all elements to form an M nt×N matrix as [155]

¯̆X=


X̀0

X̀1

...

X̀nt−1

, (6.15)

where X̀t is the M ×N matrix of DD domain data symbols of the t -th transmitting element. Performing

ISFFT on each sub-matrix X̀t yields

X̄=(Int ⊗FM ) ¯̆XFH
N , (6.16)

where (Int ⊗FM ) is given by

(Int ⊗FM )=


F0

M 0M ··· 0M

0M F1
M ··· 0M

...
...

. . .
...

0M 0M ··· Fnt−1
M

, (6.17)

i.e., FM is repeated to cover the data matrices of all the transmitting elements. Equation (6.16) can be

represented in vectorised form as

x̄=(FH
N ⊗Int ⊗FM )¯̆x, (6.18)
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where ¯̆x∈CMN nt×1 is the vectorised form of ¯̆X∈CM nt×N which is expressed as [155]

¯̆x=


x̆0

x̆1
...

x̆N −1

, x̆n=


x̆0

n

x̆1
n
...

x̆nt−1
n

, x̆t
n=


x̆t

0,n

x̆t
1,n
...

x̆t
M −1,n

, (6.19)

and x̆t
m ,n , where t=0,1,···,nt−1, is the symbol transmitted on the t -th transmitting element. Following

the ISFFT operation, the TF signal goes through an OFDM modulator where it is partitioned into N

blocks, x̄n∈CM nt×1 which is then converted to a time domain signal ¯̃sn∈CM nt×1 as

¯̃sn=(Int ⊗FH
M )x̄n , (6.20)

and stacking in a vector ¯̃s∈CMN nt×1 yields

¯̃s=(IN nt
⊗FH

M )x̄. (6.21)

The OFDM modulator appends a CP to the time domain signal which is then transmitted over the

channel. At the receiver, following the CP removal, the received signal for the n th symbol, ¯̃yn∈CM nr ×1

can be written as [155]

¯̃yn=(Inr ⊗RCP)H̄n (Int ⊗ACP)¯̃sn+η̄n (6.22)

= ¯̃Hn ¯̃sn+η̄n , (6.23)

where ¯̃Hn=(Inr ⊗RCP)H̄n (Int ⊗ACP)∈CM nr ×M nt can be expressed as

¯̃Hn=


¯̃H0,0

n
¯̃H0,1

n ··· ¯̃H0,nt−1
n

¯̃H1,0
n

¯̃H1,1
n ··· ¯̃H1,nt−1

n
...

...
. . .

...
¯̃Hnr −1,0

n
¯̃Hnr −1,1

n ··· ¯̃Hnr −1,nt−1
n

, (6.24)

where ¯̃Hr,t
n ∈CM ×M denotes the CIR matrix between the t -th transmit element and r -th receive hy-

drophone for the n th symbol. The output vectors ¯̃yn are stacked to form ¯̃y∈CMN nr ×1

¯̃y= ¯̃H¯̃s+η̄, (6.25)

where

¯̃H=


¯̃H0 0M nr ×M nt

··· 0M nr ×M nt

0M nr ×M nt
¯̃H1 ··· 0M nr ×M nt

...
...

. . .
...

0M nr ×M nt
0M nr ×M nt

··· ¯̃HN −1

, (6.26)

and ¯̃H is an MN nr×MN nt diagonal matrix. The frequency domain channel matrix for the n th symbol

is given by
¯̃Hfn=(Inr ⊗FM ) ¯̃Hn (Int ⊗FH

M ). (6.27)
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At the receiver, the n th symbol vector after the OFDM demodulation process is expressed as

¯̂yn=(Inr ⊗FM )¯̃yn . (6.28)

Assuming ZF equalisation, the equalised TF signal vector for the n th symbol is given by

¯̂yeqn
=( ¯̃Hfn )+ ¯̂yn . (6.29)

The equalised vectors ¯̂yeqn
are stacked for all symbols to form ¯̂yeq∈CMN nt×1. Finally, the TF vector ¯̂yeq

is converted to the DD domain and the transmitted symbol estimates are acquired as follows

ˆ̆̄x=(FN ⊗Int ⊗FH
M )¯̂yeq. (6.30)

6.2.3 Formulation for a Multi-User (MU) Massive MIMO OFDM-based OTFS System

Consider an uplink MU-massive MIMO system with a BS equipped with nr receiving hydrophones

and serving Z users, each transmitting with nt multiple transducers and nrÀnt . The baseband received

signal vector ÿn∈CM nr ×1 at the BS for the n th symbol can be expressed as

ÿn=
Z−1∑
z=0

¯̃Hz
n ¯̃sz

n+η̄n , (6.31)

where ¯̃Hz
n and ¯̃sz

n are the n th symbol convolution matrix (as in equation (6.24)) and time-domain signal

vector (as in equation (6.20)), respectively, for user z. η̄n∈CM nr ×1 is the noise vector. After OFDM

demodulation, the TF signal vector at the BS for the n th symbol, denoted as ¯̈yn∈CM nr ×1, can be expressed

as
¯̈yn=(Inr ⊗FM )ÿn . (6.32)

The frequency-domain channel matrix for user z, denoted as ¯̃Hf
z
n∈CM nr ×M nt , can be written as

¯̃Hf
z
n=(Inr ⊗FM ) ¯̃Hz

n (Int ⊗FH
M ). (6.33)

Let the frequency-domain channel matrix for user z for the nth symbol and mth subcarrier be denoted

by ¯̃Hf
z
m ,n∈Cnr ×nt . The latter can be constructed by stacking every (M −1)th element row-wise and

column-wise from matrix ¯̃Hf
z
n for m=0,···,M −1.

Next, we define a matrix Ḧm ,n∈Cnr ×(nt×Z), constructed from the elements of ¯̃Hf
z
m ,n for each user

and which will be used for the equalisation process. As an example, consider a 2-user scenario each

equipped with two transmitting elements. In this case, the matrix Ḧm ,n can be defined as

Ḧm ,n=


0,0 ¯̃h0

m ,n
0,0 ¯̃h1

m ,n
0,1 ¯̃h0

m ,n
0,1 ¯̃h1

m ,n
1,0 ¯̃h0

m ,n
1,0 ¯̃h1

m ,n
1,1 ¯̃h0

m ,n
1,1 ¯̃h1

m ,n
...

...
...

...
nr −1,0 ¯̃h0

m ,n
nr −1,0 ¯̃h1

m ,n
nr −1,1 ¯̃h0

m ,n
nr −1,1 ¯̃h1

m ,n

, (6.34)
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Figure 6.3: Target scenario for single-user UWA communication.

where r ,t ¯̃hz
m ,n is the frequency-domain channel coefficient for the n th symbol and m th subcarrier between

the t -th transmit element and r -th receive hydrophone for user z. It is known that simple linear processing

techniques such as MMSE or ZF provide near-optimal performance in massive MIMO systems [145].

Hence, assuming ZF technique, the equalised signal ˆ̈yeqm ,n
∈C(nt×Z)×1 can be expressed as

ˆ̈yeqm ,n
=(Ḧm ,n )+ ¯̈ym ,n , (6.35)

where ¯̈ym ,n∈Cnr ×1 is the received TF signal vector for the nth symbol and mth subcarrier which is

constructed from ¯̈yn by stacking every (M −1)th element for m=0,···,M −1. Considering the same

example as previously, i.e., the 2-user scenario each with two transmitting elements, in this case ˆ̈yeqm ,n
is given by

ˆ̈yeqm ,n
=


0 ˆ̈y0

m ,n
0 ˆ̈y1

m ,n
1 ˆ̈y0

m ,n
1 ˆ̈y1

m ,n

, (6.36)

where t ˆ̈yz
m ,n is the equalised signal of the t -th transmit element of user z for a given symbol n and

subcarrier m . By separating each user’s signal from ˆ̈yeqm ,n
and then stacking the results for all subcarriers

and symbols, each user’s TF signal vector can be denoted as ˆ̈y
z
eq∈CMN nt×1. Finally, the DD domain

estimate of the transmitted vector for each user z is obtained as

ˆ̈xz=(FN ⊗Int ⊗FH
M ) ˆ̈y

z
eq. (6.37)
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Table 6.1: MIMO OFDM-based OTFS System Simulation Parameters.

Bandwidth 25 kHz
Carrier frequency 32.5 kHz

Water depth 1000 m
TX height from sea-floor 1 m
RX height from sea-floor 998 m

Number of transmitting transducers, nt 2 & 4
Number of receiving hydrophones, nr 12

Subcarriers 512
Cyclic prefix duration 5.12 ms

Max. delay spread 3.9 ms
Modulation 64-QAM

Turbo code rate 1/2

(a) (b)

Figure 6.4: Channel representations (a) Time-delay (b) Doppler-delay (max. RMS Doppler spread = 7
Hz).

6.3 Simulation Results

6.3.1 Performance Evaluation of SU-MIMO Systems

An illustration of the transmission scenario for the SU-MIMO systems is shown in Figure 6.3 and

the simulation parameters are given in Table 6.1. The RMS Doppler spread value increases linearly

from 0.5 Hz to a maximum value with the tap delay. The systems’ performances are investigated using

different maximum RMS Doppler spread values. An example of the observed channel response between

a given transmitting element and receiving hydrophone for a maximum RMS Doppler spread of 7 Hz

is shown in Figure 6.4 (in terms of two representations). The maximum delay spread is 3.9 ms in this
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(a) (b)

Figure 6.5: Typical time-variant channel response at a maximum RMS Doppler spread value of (a) 1 Hz
(b) 7 Hz.

case. Each transmit transducer is assigned a set of pilots arranged in a comb-type fashion. This pilot

arrangement is chosen to track the rapid channel variations on all the symbols. For both the 2×nr and

4×nr systems, each transducer transmits 22 equally spaced pilot subcarriers for each timing instant.

Furthermore, considering the 2×nr MIMO system, at the pilot positions of the first transmitting element,

zero symbols are sent by the second transmitting element to prevent interference and vice versa. Thus,

for a 2-transmitting element system, the overhead due to the pilot and zero symbols is around 8.6% for a

transmission block of one second. As for a 4-transmitting element system, the percentage overhead is

approximately 17.2%. There are multiple channels between the transmitter and receiver elements and it

is assumed that the channels are independent of each other. The Least Square (LS) channel estimator and

spline interpolation method are used to estimate the channel at the pilot and data subcarriers, respectively.

The time-variant channel responses as observed between a given transmitting element and receiving

hydrophone under two different RMS Doppler spread values are depicted in Figure 6.5 for a duration

of 500 ms. As the RMS Doppler spread value increases, the channel is observed to vary more rapidly

within this lapse of time. It is stated that the UAC coherence time can be considered to be in the order of

hundreds of milliseconds for practical designs [7]. For example, shallow water sea trials were performed

in [156] where the horizontal transmission distance varied between 250 m and 1500 m. A 5-element

receiver array (1.75 m separation between elements) was deployed at sea occupying a water column

between 9 m to 16 m. Two source depths of 10 m and 12 m were considered. A carrier frequency of

85 kHz was used and the maximum bandwidth was 21.25 kHz. For the two transducers, the channel

coherence time became higher as the transmission range was increased from 250 m to 1500 m. The

recorded coherence times for the transducer at a depth of 10 m were 107.1 ms and 123.5 ms for 250

m and 1500 m respectively. As for the transducer which was at a depth of 12 m, the coherence times
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Figure 6.6: BER performance of un-coded 2×12 OFDM & OTFS systems in the UAC with AWGN for
different maximum RMS Doppler spread values.

were 327.9 ms and 383.1 ms for 250 m and 1500 m, respectively. Furthermore, the average received

SNRs over a distance of 1000 m were 26.1 dB and 32.6 dB with the 12 m and 10 m deep transducers,

respectively. The maximum achievable data rate was 34 kbps at 1500 m using QPSK modulation. It was

also observed that as the transmission range increased, the impulse responses had smaller delay span. It

has also been stated in [156] that the channel characteristics, in terms of arrival paths and coherence

time, observed with a system having a carrier frequency as high as 85 Hz showed much similarity with

those achieved in the commonly used 10 to 50 kHz band for the same distance. Hence, for a practical

vertical transmission scenario of similar range, the coherence time is expected to be higher because the

transmission is least affected by reflections due to the surface and sea floor (hence very small grazing

angles and attenuation). In this case, if the channel response is considered for an RMS Doppler spread

of 1 Hz, the channel coherence time can be considered to be around 100 ms, which is analogous to a

very dynamic sea environment. For larger RMS Doppler spread values, the coherence times are much

smaller. Higher values of RMS Doppler spread are included to investigate the behaviour of the different

systems in extremely harsh channel conditions and to determine whether the receiver processing can

cope with such rapid variations.

The BER performances for the 2×12 OFDM and OTFS un-coded systems in the vertical UAC with

AWGN and coloured noise are shown in Figure 6.6 and Figure 6.7, respectively. This type of MIMO

configuration is often used for SU UWA communication (see, e.g., [19, 22, 157]). Assuming the speed
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of sound is 1500 m/s, the transmitting and receiving elements should be spaced apart by at least half

a wavelength to ensure proper de-correlation between the MIMO channels [23]. Thus, for the MIMO

scenario in Figure 6.3, the separation should be at least 2.3 cm considering a carrier frequency of 32.5

kHz. So the ROV can be easily equipped with 2 to 4 transmit transducers. By comparing Figure 6.6

and Figure 6.7, it is observed that the OFDM and OTFS systems in AWGN perform better than those

in the coloured noise. Considering a maximum RMS Doppler spread value of 1 Hz, the OTFS and

OFDM systems in AWGN outperform those in coloured noise by 7.5 dB and 11.7 dB, respectively, at a

BER of 10−4. Hence, coloured noise impacts on the system’s performance more than AWGN due to the

frequency-dependent nature of coloured noise. However, assuming AWGN for an UAC is not a good

representation of noise in the real-world underwater environment.

Considering the 2×12 systems in coloured noise in Figure 6.7, the superiority of OTFS over OFDM

can be observed. For example, at a maximum RMS Doppler spread value of 1 Hz, the OTFS system

outperform OFDM by 4 dB at a BER of 10−3. The performance improvement with OTFS compared

to OFDM at a Doppler spread value of 3 Hz is 3.3 dB for the same BER. If the blue dotted curve with

perfect CSI is considered, it can be observed that the difference in Eb/N0 value at a BER of 10−3 is

2.4 dB compared to the OTFS system at an RMS Doppler spread value of 1 Hz (imperfect CSI). The

difference in the Eb/N0 value becomes larger with increasing RMS Doppler spread values. Moreover,

as the RMS Doppler spread increases, it is observed that the OTFS and OFDM system performance

approaches each other.

For comparison purposes, OTFS and OFDM systems with QPSK and 16-QAM modulation are

included in Figure 6.7. The RMS Doppler spread value considered for these two modulation schemes is

7 Hz. As expected, the performance of OFDM and OTFS with QPSK is better than those with 16-QAM

and 64-QAM. Moreover, with QPSK modulation, a distinguishable improvement of OTFS over OFDM

is noted (4.7 dB at a BER of 10−3) although an RMS Doppler spread value as high as 7 Hz is considered.

As for the systems with 16-QAM modulation, the performance improvement of OTFS as compared

to OFDM at a BER of 10−3 is 2 dB. This implies that the comb-type pilots can more effectively track

the channel variations at a lower modulation order. ICI may cause higher degradation with increasing

modulation order. High modulation orders are also known to be more affected by phase errors due to the

points in the constellation diagram being more densely packed and as the modulation order increases, the

effect of even small phase errors is magnified [158]. Since 64-QAM symbols have less phase difference

between them as compared to QPSK, it can be deduced that for the same phase error, 64-QAM shows

a greater performance degradation. However, as evaluated in [152], the performance of OTFS can be

improved for high modulation orders by using a non-linear equaliser such as an iterative DFE.

Next, the BER performances of un-coded 4×12 OFDM and OTFS systems are evaluated in coloured

noise as illustrated in Figure 6.8. The same simulation parameters as the 2×12 systems are considered.

Comparing the 2×12 systems in Figure 6.7 with the 4×12 systems in Figure 6.8 for the coloured noise

case, it can be observed that as the number of transmitting elements increases, so does the error rate.

For instance, at an RMS Doppler spread value of 1 Hz, the 2×12 OTFS system outperform the 4×12
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Figure 6.7: BER performance of un-coded 2×12 OFDM & OTFS systems in the UAC with coloured
noise for different maximum RMS Doppler spread values.

OTFS system by 5.7 dB at a BER of 10−3 while for the OFDM case, the difference is 5.1 dB. This is

an expected behavior since the focus is on the spatial multiplexing gain of the MIMO systems instead

of the reliability improvement. In Figure 6.8, the performance of the 4×12 OTFS and OFDM systems

approaches each other as from 5 Hz. It is however realised that in practical sea experiments longer

coherence times are expected. The higher RMS Doppler spread values can be regarded as an upper

limit at which no further improvement is achieved with OTFS as compared to OFDM when 64-QAM

modulation is used.

The probability of errors in a time-varying UAC tends to be very high and hence the use of FEC

coding becomes a necessity. However, this lowers the useful bit rate due to the added redundancy. In

this work, Turbo code is integrated in the MIMO OFDM-based OTFS system and the performance

of the coded system is shown in Figure 6.9. As can be observed in the latter Figure, the Turbo code

greatly reduces the BER over all the RMS Doppler spread values considered for both the 2×12 anf 4×12

systems in the UAC with coloured noise. For instance at an RMS Doppler spread of 1 Hz, the 2×12

Turbo-coded OTFS system outperforms its un-coded counterpart by 7.75 dB at a BER of 10−3. As for

the 4×12 Turbo-coded OTFS system, it outperforms its un-coded counterpart by 9.6 dB at the same BER

value. When Turbo codes are used and the SNR is sufficiently high, the Turbo decoder can progress

beyond the interference limitation and convergence to the noise limitation fixed point becomes possible

[159]. This phenomenon usually occurs at a sharp SNR threshold and this explains the waterfall BER
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Figure 6.8: BER performance of un-coded 4×12 OFDM & OTFS systems in the UAC with coloured
noise for different maximum RMS Doppler spread values.

performance after an arbitrary number of decoding iterations.

For the bit rate computation, the parameters as given in Table 6.1 are considered and the overhead

due to pilot-based channel estimation is taken into account. The theoretical maximum achievable bit

rate (computed using equation (4.28)) for the 2×12 and 4×12 OTFS and OFDM systems considering an

RMS Doppler spread value of 7 Hz is shown in Figure 6.10. The maximum bit rates that can be achieved

with the 2×12 and 4×12 systems are 109.7 kbps and 198.7 kbps, respectively. Hence, increasing the

number of transmitting elements from 2 to 4 yields a bit rate increase of 81%. It is also observed that the

OTFS systems tend to reach their maximum bit rate at a lower Eb/N0 value than the OFDM systems.

Subsequently, one can expect that for the lower RMS Doppler spread values (longer channel coherence

times) as expected in practical systems, the difference in Eb/N0 at which both systems attain their

maximum bit rate will be larger.

6.3.2 Performance Evaluation of MU-Massive MIMO Systems

The MU-massive MIMO setup considered in this work is depicted in Figure 6.11. The BS receiver array

consists of 100 receiving hydrophones which can be attached to a surface vessel such as a ship or oil

platform. Four ROVs are deployed at various depths and separation distances and each one is equipped

with 2 to 4 transmitting elements. The ROVs transmit their data simultaneously to the surface vessel in

the uplink. The relevant simulation parameters for the massive MIMO systems are summarised in Table

116



6.3. SIMULATION RESULTS

0 5 10 15 20 25 30
10-4

10-3

10-2

10-1

100

Figure 6.9: BER performance of Turbo-coded MIMO-OTFS systems in the UAC with coloured noise
for different maximum RMS Doppler spread values.

6.2. The typical CIRs and CSFs as observed between the BS and the four users (ROVs) are shown in

Figure 6.12. Note that the latter figure illustrates an example of the channel response between only one

transmitting element and one receiving hydrophone. It should be noted that for UWA communication,

the problem of pilot contamination is not as critical as in a terrestrial cellular communication system

since the number of users is much less and there is only one surface station which communicate with the

ROVs.

The BER performances of un-coded 2×100 OFDM and OTFS systems in an UAC with coloured

noise are given in Figure 6.13(a) and Figure 6.13(b), respectively, for two RMS Doppler spread values.

For the RMS Doppler spread value of 1 Hz, it can be observed that the OTFS system performs better

than its OFDM counterpart. For example, considering only UE1 (ROV 1) the OTFS system outperforms

the OFDM system with the same MIMO configuration by 4.2 dB at a BER of 10−4. Moreover, for the

same RMS Doppler spread of 1 Hz, the overall BER performance is better than for a 2×12 system. In a

massive MIMO system, larger modulation orders can be used to further boost the bandwidth efficiency.

This is because, as mentioned previously, the linear combination of the signals received on the multiple

hydrophones at the BS results in the channel distortions to be averaged out and the channel gain across

each subcarrier is equalised [146, 147]. As for the RMS Doppler spread value of 7 Hz, both systems

achieve comparable performance.

Next, the BER performances of un-coded 4×100 OFDM and OTFS systems are evaluated in an UAC
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Figure 6.10: Maximum bit rate performance of Turbo-coded MIMO systems in the UAC with coloured
noise for a RMS Doppler spread value of 7 Hz.

with coloured noise as depicted in Figure 6.14(a) and Figure 6.14(b), respectively. Considering UE1

(ROV 1) and an RMS Doppler spread value of 1 Hz, the 4×100 OTFS system outperforms its OFDM

counterpart by 4.6 dB at a BER of 10−4. Comparing the 4×100 OTFS system in Figure 6.14(b) with

the 2×100 OTFS system in Figure 6.13(b) for the same RMS Doppler spread value and user (ROV), a

better performance by 3.1 dB is observed with the latter system at a BER of 10−4. With Turbo code, a

significant improvement is noted as compared to the un-coded systems as shown in Figure 6.15 for an

RMS Doppler spread value of 7 Hz.

The maximum bit rates that can be achieved for each user with the 2×100 and 4×100 OTFS systems

are 109.7 kbps and 198.7 kbps, respectively, as shown in Figure 6.16. In fact, if these values are compared

with those in Figure 6.10, the same bit rates are achieved as the SU-MIMO case for the same number of

transmitting elements. However, the massive MIMO system allows all the ROVs to transmit their data

simultaneously to the surface BS over the same frequency and time resources and still achieve a very

good error performance.

6.3.3 Video Evaluation over the UAC using OFDM-based MIMO-OTFS Systems

The video transmission is evaluated over the 1 km time-varying UAC using the Turbo-coded MIMO-

OTFS systems. The massive MIMO-OTFS systems are not considered in this section since the ROVs
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Figure 6.11: Transmission scenario for multi-user (MU) UWA communication.

Table 6.2: Massive MIMO OFDM-based OTFS System Simulation Parameters.

Parameters ROV 1 ROV 2 ROV 3 ROV 4
Bandwidth 25 kHz
Carrier frequency 32.5 kHz
Water depth 1000 m
TX height from sea-floor 1.8 m 1 m 1.5 m 0.5 m
RX height from sea-floor 998 m
Number of transmitting transducers per ROV, nt 2 & 4
Number of receiving hydrophones at BS, nr 100
Subcarriers 512
Cyclic prefix duration 5.12 ms
Delay spread 3.9 ms 3.3 ms 2.6 ms 5.0 ms
Modulation 64-QAM
Turbo code rate 1/2

achieve the same maximum bit rates as in the SU-MIMO case. The video transmission parameters are

summarised in Table 6.3. The compressed video is organised into NAL units which can be regarded as

video packets that are transmitted through the UAC. With the aim of error resiliency, the frames are also

encoded as slices with a fixed number of bytes. Thus, if a corrupted slice is received for a given frame,

the visual degradation is limited to that frame slice and possibly to the subsequent frames’ slices within

the intra-period. The slice size determines the size of the video packet and consequently has an impact

on the video loss rate. The values in Table 6.3 for intra-period and slice size were chosen with the aim

to implement the video encoder in real-time for a low-bit rate UAC but may not necessarily represent
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Figure 6.12: Typical channel impulse responses (first row) and channel scattering functions (second row)
between BS and ROVs for a maximum RMS Doppler spread value of 7 Hz.

the optimum values. An example of a video frame (not to scale) compressed at 100 kbps and 190 kbps

is shown in Figure 6.17. As expected, the video quality at a higher bit rate is better as more details

can be extracted for the video. However, as can be observed from Figure 6.17, a video compressed at

100 kbps will also provide enough useful visual information to the end-user to actually differentiate

between objects in the video scene. The fact that in an underwater scene, there is little or negligible

motion between consecutive frames, the video encoding can be performed more efficiently, enabling a

high compression ratio without serious perceptible quality loss.

6.3.3.1 Frame Rate Computation

For a video compressed at 100 kbps, the average number of bits per frame is 3320. So considering

the maximum bit rate of the 2×12 system, the calculated frame rate is 33.04 fps. As for the video

compressed at 190 kbps, the average number of bits per frame is 6359. The calculate frame rate for the

4×12 system is thus 31.25 fps. These values are greater than the original recorded frame rate of 30 fps,

implying that real-time transmission is possible. It can also be assumed that the ROVs will have higher

computational power than hand-held devices such as mobiles phones to process the video in real-time.

120



6.3. SIMULATION RESULTS

0 5 10 15 20 25 30
10-5

10-4

10-3

10-2

10-1

100

(a) OFDM

0 5 10 15 20 25 30
10-5

10-4

10-3

10-2

10-1

100

(b) OTFS

Figure 6.13: BER performance of un-coded 2×100 OFDM and OTFS systems in the UAC with coloured
noise for different maximum RMS Doppler spread values.
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Figure 6.14: BER performance of un-coded 4×100 OFDM and OTFS systems in the UAC with coloured
noise for different maximum RMS Doppler spread values.

6.3.3.2 Packet Loss Rate

Figure 6.18 shows the PLR for the 2×12 and 4×12 OTFS systems. The number of video packets refers

to the number of NAL units in each encoded video stream. For both systems, the PLR drops significantly

within 0.2 dB owing to the effectiveness of the Turbo codes used.
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Figure 6.15: BER performance of Turbo-coded massive-MIMO OTFS systems in the UAC with coloured
noise for a RMS Doppler spread of 7 Hz.

6.3.3.3 Video Quality Assessment

The video quality is evaluated using the PSNR metric. Figure 6.19 shows the PSNR plot computed from

the raw uncompressed 480p video and the received H.264/AVC video streams after being transmitted

through the UAC. PLR values between 0 and 60% are considered for the systems. However, it should

be noted that videos affected by a PLR beyond 20-25% does not provide any useful information to the

end-user since most of the frames are severely degraded. Furthermore, the video may suffer from frame

losses for high PLR values because for low bit rate video coding, it is likely a whole frame is encoded

within a single packet. For a zero PLR, a higher PSNR value is obtained with the 4×12 OTFS system

due to the higher supported bit rate of the system. Moreover, the 4×12 OTFS system will suffer lesser

visual degradation than the 2×12 OTFS system for the same PLR as the video is made up of a larger

number of video packets. Hence, the probability of frame losses with the 4×12 OTFS system is smaller

than the 2×12 system.

For further investigation and considering only the 4×12 OTFS system, a video is encoded with

different intra-periods and slice sizes and the video quality of the received streams are analysed as shown

in Table 6.4. Eight sequences are tested at a PLR of 6%. An intra-period of 0 means that only the first

frame of the video stream is an I-frame while the other frames are P- and B-frames. In this case, the video
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Figure 6.16: Maximum bit rate performance of Turbo-coded massive-MIMO OTFS systems in the UAC
with colored noise for a RMS Doppler spread of 7 Hz.

can be encoded more efficiently but the downside is that errors occurring in one frame will propagate to

subsequent frames in the video stream. This effect can be observed in test sequences 1 and 2 in Table

6.4 where the PSNR values are lower than the other sequences. As for frequent coding of I-frames, an

error in one frame is propagated only to the other frames within the GOP. From Table 6.4, it can also

be observed that as the slice size decreases, the number of NAL units increases. Furthermore, there is

only a marginal improvement in PSNR with smaller slice sizes for the same intra-period. Therefore in

this case it is better to use the bigger slice sizes since they introduce a lower packet header overhead

(especially when considering higher layer protocols) and increase the efficiency of the available bit rate.

In addition, considering test sequences 4, 6 and 8 for different intra-periods but same slice size, it can be

observed than there is no significant difference in the PSNR values. Hence, considering the fact that the

use of I-frames results in a higher bandwidth requirement in limited-resource environments and also

makes the target bit rate difficult to achieve when using the rate control algorithm in the video encoder,

it would be preferable to use longer intra-periods and in so-doing increase the video coding efficiency.

6.4 Improving Bit Rate using Delay-Doppler Domain Pilot Multiplexing

A linear time-varying channel may be represented in various forms such as TF, time-delay or DD

representations [160]. The CIR is localised in the DD domain unlike the TF or time-delay representations.

In the latter two representations, the rate of the channel variation depends on the operating frequency and
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Table 6.3: Video Encoding Parameters for 2×12 and 4×12 OTFS Systems.

Video Resolution 640×480
Frame Count 360

Video duration 12 s
Original frame rate 30 fps

Compression

Uncompressed - 162000 KB
Compressed 280 KB (190 kbps)
Compressed 146 KB (100 kbps)

Ratio - 579:1 (190 kbps) & 1110:1 (100 kbps)

NAL count
614 (100 kbps)
793 (190 kbps)

Time taken to encode
2.03 s (100 kbps)
2.15 s (190 kbps)

Intra-period 8
Slice size 680 bytes

Table 6.4: Received Video PSNR with Different Intra-periods and Slice Sizes for a 4×12 OTFS System
with a PLR of 6%.

Test sequence Intra-period Slice size (bytes) NAL count PSNR (dB)
1 0 170 1937 29.68
2 0 340 1023 29.53
3 4 340 1290 32.99
4 4 680 691 32.75
5 8 340 1186 33.20
6 8 680 793 32.77
7 16 170 1979 32.69
8 16 680 732 32.61

mobility [160]. When either of these two factors is high, the channel varies rapidly and hence channel

estimation becomes more challenging. On the other hand, the channel is said to be sparse in the DD

domain, where the peaks associated with a delay and Doppler value represent the physical geometry of

the channel [160]. This sparsity can be exploited for efficient channel estimation, especially in channels

characterised by high Doppler effect.

In an OTFS system, channel estimation can be performed by multiplexing the data symbols with

pilot symbols in the TF domain and then performing ZF or MMSE equalisation, as investigated in

Section 6.2. However, the implementation of an OTFS system in this fashion does not provide additional

diversity [161]. A key aspect of OTFS modulation is its ability to convert a time-varying channel into

a compact and sparse DD domain representation where the taps are essentially time-invariant for a

large observation time [151]. The 2D circular convolution of the data symbols with such a channel as

in Figure 6.1 ensures that the symbols in a given transmission block encounter the same channel gain
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[160]. The authors of [150] stated that the OTFS transform allows full diversity to be obtained in the DD

domain, where full diversity signifies the number of multipath components, or alternatively, the number

of reflectors that can be separated in either the Doppler or delay domain [152].

Several equalisers have been recently proposed for DD domain equalisation for OTFS systems

[160–163]. For instance, the authors of [162] proposed a low-complexity message passing algorithm

which takes advantage of the channel sparsity to recover the data symbols in an OTFS system. The

algorithm was later extended to a MIMO-OTFS system in [163] and channel estimation was also

considered using interleaved pilots in the DD domain. The iterative message passing algorithm proposed

in [163] is described in section 6.4.2. In [160], an OTFS signal detector based on the Markov chain

Monte Carlo sampling method is proposed along with a DD domain channel estimation technique using

pseudo-random noise pilots. The authors of [161] proposed an ISI cancellation technique which uses

soft-symbol feedback to lower the complexity of the maximum-likelihood detection algorithm. More

recently, [164] presented a DD domain embedded pilot-based channel estimation scheme for SISO,

MIMO and MU-MIMO systems where guard symbols are used to minimise interference between the

pilot and data symbols.

6.4.1 Effective Channel Matrix

Rewriting equation (6.3), the time domain transmitted signal is given by [165]

S̄=GtxFH
M (FM X̆FH

N ) (6.38)

=GtxX̆FH
N , (6.39)

where Gtx=diag
[
gtx(0),gtx(T /M ),···,gtx((M −1)T /M ))

]∈CM ×M is a diagonal matrix consisting of pulses

gtx(t ) of duration [0, T ]. It is assumed that the transmitted OTFS frame is of duration N T and the

sampling period is T /M [165]. If rectangular waveforms are considered, then Gtx is simplified to an

identity matrix IM . Equation (6.39) can be represented as an MN ×1 vector as

s̄=vec(S̄)=(FH
N ⊗Gtx)x̆, (6.40)

where x̆=vec(X̆T)∈CMN ×1. It is assumed that a CP of length NCP is appended to the signal s̄ before it is

transmitted through the channel. For a signal, s̄(t ), transmitted over the DD domain channel, h(τ,ν), the

received signal, r (t ), can be expressed as [152]

r (t )=
∫
ν

∫
τ

h(τ,ν)s̄(t−τ)e j 2πν(t−τ)dτdν, (6.41)

where the sparse DD domain channel with Nmp propagation paths is given by [162]

h(τ,ν)=
Nmp∑
i=1

hiδ(τ−τi )δ(ν−νi ), (6.42)

with νi and τi denoting the Doppler shift and delay taps for the i th path, respectively, and hi representing

the channel coefficient. From equations (6.41) and (6.42), the received signal following the removal of
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the CP can be represented in discrete form as [165]

r [l ]=
Nmp∑
i=1

hi e j 2π
kνi (l−lτi )

MN s̄
([

l−lτi

]
MN

)
+ω(l ) for 0≤l≤MN −1, (6.43)

where ω(l ) is the noise term and it is assumed that the Doppler shift and delay taps for the i th path

are integer multiples of 1
NT and 1

M∆ f , respectively, i.e., νi= kνi
N T and τi= lτi

M∆ f [165]. In vector notation,

(6.43) can be written as [165]

r=Ḣs̄+ω, (6.44)

where Ḣ is an MN ×MN matrix which is given by

Ḣ=
Nmp∑
i=1

hii(lτi )k(kνi ), (6.45)

with i denoting a forward cyclic shift matrix given by

i=


0 ··· 0 1

1
. . . 0 0

...
. . . . . .

...

0 ··· 1 0


MN ×MN

, (6.46)

and k is a diagonal matrix of the form

k=


e j 2π

kνi (0)

MN 0 ··· 0

0 e j 2π
kνi (1)

MN ··· 0
...

. . .
...

0 0 ··· e j 2π
kνi (MN −1)

MN


MN ×MN

. (6.47)

i and k model the delay shift (as in OFDM) and the Doppler shift, respectively. The received signal in

DD domain is then expressed as

y̌=(FN ⊗Grx)r (6.48)

=(FN ⊗Grx)Ḣ(FH
N ⊗Gtx)x̆+(FN ⊗Grx)ω (6.49)

=Heffx̆+ω̄, (6.50)

where Heff=(FN ⊗Grx)Ḣ(FH
N ⊗Gtx) is the effective channel matrix and ω̄=(FN ⊗Grx)ω is the noise vector.

Grx is the diagonal matrix which contains the pulses grx(t ) for the filtering operation at the receiver and

is similarly defined as Gtx. For arbitrary pulses, the effective channel matrix is given by [153]

Heff=(IN ⊗Grx)(FN ⊗IM )Ḣ(FH
N ⊗IM )(IN ⊗Gtx). (6.51)

As for rectangular pulses, Gtx=Grx=IM . Therefore, in this case the effective channel matrix is given by

Hrect
eff =

Nmp∑
i=1

hi

[
(FN ⊗IM )i(lτi )(FH

N ⊗IM )
]

︸ ︷︷ ︸
(delay)

[
(FN ⊗IM )k(kνi )(FH

N ⊗IM )
]

︸ ︷︷ ︸
(Doppler)

. (6.52)
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In order to recover the information symbols, x [k ,l ] in (6.50), a deconvolution operation has to be

performed which typically consists of solving a linear system of NM equations [153].

For a MIMO-OTFS system with nt transmitting elements and nr receiving hydrophones, the channel

between the t th transmit element and r th receive hydrophone is given by [163]

hr ,t (τ,ν)=
Nmp∑
i=1

hr ,t
i (τ,ν)δ(τ−τi )δ(ν−νi ), (6.53)

for t=1,2,···,nt and r=1,2,···,nr . The MIMO-OTFS system can be formulated in matrix notation as [163]

y̌MIMO=HMIMO
eff x̆MIMO+ω̄MIMO, (6.54)

where

x̆MIMO=


x̆1

x̆2
...

x̆nt

, y̌MIMO=


y̌1

y̌2
...

y̌nr

, ω̄MIMO=


ω̄1

ω̄2
...

ω̄nr

. (6.55)

x̆MIMO∈Cnt NM ×1 is the DD domain transmitted symbol vector over nt transmitting elements, y̌MIMO∈
Cnr NM ×1 is the received symbol vector over nr receiving hydrophones and ω̄MIMO∈Cnr NM ×1 is the

noise vector over nr receiving hydrophones. HMIMO
eff ∈Cnr NM ×nt NM is expressed as

HMIMO
eff =


H1,1

eff H1,2
eff ··· H1,nt

eff
H2,1

eff H2,2
eff ··· H2,nt

eff
...

...
. . .

...

Hnr ,1
eff Hnr ,2

eff ··· Hnr ,nt

eff

, (6.56)

where Hr ,t
eff is the effective channel matrix between the r -th receive hydrophone and t -th transmit element.

The matrix HMIMO
eff contains only nt×Nmp non-zero elements in each row and nr×Nmp in each column.

6.4.2 Message Passing Detection for MIMO-OTFS

Since HMIMO
eff is sparse in nature, equation (6.54) can be implemented using a sparsely connected factor

graph having nt NM variable and nr NM observation nodes which correspond to the number of elements

in x̆MIMO and y̌MIMO, respectively [163]. Let ζa and ζb denote the groups of non-zero positions in the

ath column and bth row of the matrix HMIMO
eff , respectively. Each observation node y̌b is linked to the set

of variable nodes {x̆c ,c∈ζb } and each variable node x̆a is linked to the set of observation nodes {y̌c ,c∈ζa }

[163]. Applying the maximum a posteriori (MAP) rule to equation (6.54) yields the following [163]

ˆ̆xMIMO= argmax
x̆MIMO∈Snt NM

Pr
(
x̆MIMO|y̌MIMO,HMIMO

eff

)
, (6.57)

where S denotes the modulation alphabet. An optimal performance can be achieved using (6.57).

However, it results in exponential complexity [163]. An alternative method is to use the symbol-by-

symbol MAP detection for 0≤a≤nt NM −1 as follows

ˆ̆xa=argmax
ai∈S

Pr
(
x̆a=ai |y̌MIMO,HMIMO

eff

)
(6.58)

127



CHAPTER 6. INVESTIGATING VIDEO TRANSMISSION USING OFDM-BASED OTFS SYSTEMS
FOR SINGLE-USER AND MULTI-USER UWA COMMUNICATION

=argmax
ai∈S

1

|S|Pr
(
y̌MIMO|x̆a=ai ,HMIMO

eff

)
(6.59)

≈argmax
ai∈S

∏
c∈ζa

Pr
(

y̌c |x̆a=ai ,HMIMO
eff

)
. (6.60)

The message which is passed from x̆a for a={0,1,···,nt NM −1} to y̌b for b∈ζa is the probability mass

function (pmf), defined as pab={pab (ai )|ai∈S}, of the symbols in S. The steps in the message passing

algorithm are as follows [163]:

1. Inputs: y̌MIMO, HMIMO
eff , maximum number of iterations, Niter.

2. Initialisation: Iteration index i ter=0, p(0)
ab =1/|S| ∀ a∈{0,1,···,nt NM −1} and b∈ζa .

3. Messages from y̌b to x̆a: The mean and variance of the interference component Iba are passed

from y̌b to x̆a . The term Iba is expressed as

Iba=
∑

c∈ζb ,c 6=a
x̆c H b,c

eff +ω̄b , (6.61)

where H b,c
eff corresponds to the element in the b-th row and c-th column of HMIMO

eff . The mean of

Iba is given by

µ(i ter )
ba =E{Iba }= ∑

c∈ζb ,c 6=a

|S|∑
i=1

p(i ter )
cb (ai )ai H b,c

eff , (6.62)

while the variance of Iba is computed as

(σ(i ter )
ba )2= ∑

c∈ζb ,c 6=a

( |S|∑
i=1

p(i ter )
cb (ai )|ai |2

∣∣∣H b,c
eff

∣∣∣2−
∣∣∣∣∣ |S|∑
i=1

p(i ter )
cb (ai )ai H b,c

eff

)∣∣∣∣∣
2

+σ2. (6.63)

4. Messages from x̆a to y̌b : The messages that are passed from x̆a to y̌b is the pmf vector p(i ter+1)
ab

whose elements are obtained as

p(i ter+1)
ab =∇p(i ter )

ab (ai )+(1−∇)p(i ter−1)
ab (ai ), (6.64)

where ∇∈(0,1] is known as the damping factor which is used to improve the convergence rate and

p(i ter )
ab ∝ ∏

c∈ζa ,c 6=b
Pr

(
y̌c |x̆a=ai ,HMIMO

eff

)
, (6.65)

where

Pr
(

y̌c |x̆a=ai ,HMIMO
eff

)
∝exp

−
∣∣∣y̌c−µ(i ter )

ca −H c,a
eff ai

∣∣∣2

σ2 (i ter )
ca

. (6.66)

5. Stopping criteria: Steps 3 and 4 are repeated until either of the following conditions is satisfied:

max
a,b,ai

∣∣∣p(i ter+1)
ab (ai )−p(i ter )

ab (ai )
∣∣∣<ε , (6.67)

where ε represents a small value or the maximum iteration count, Niter, is reached.
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6. Output: Finally, the symbol estimate is given by

ˆ̆xa=argmax
ai∈S

pa (ai ), a∈{0,1,···,nt NM −1}, (6.68)

where

pa (ai )=∏
c∈ζa

Pr
(

y̌c |x̆a=ai ,HMIMO
eff

)
. (6.69)

6.4.3 Channel Estimation in Delay-Doppler Domain

Consider an OTFS system with its input-output relation given by [164]

y[k ,l ]=
kν∑

k ′=−kν

lτ∑
l ′=0

b[k ′,l ′]ĥ[k ′,l ′]x
[
[k −k ′]N ,[l −l ′]M

]+ω̄[k ,l ], (6.70)

where ĥ[k ′,l ′]=h[k ′,l ′]e− j 2π k ′
N T

l ′
M∆ f and b[k ′,l ′]∈{0,1} represents a path indicator such that if b[k ′,l ′]=1,

this implies that there exists a path with delay, l ′, and Doppler, k ′, with a path gain, ĥ[k ′,l ′] [164]. On

the other hand, if b[k ′,l ′]=0, no such path exists and hence ĥ[k ′,l ′]=0. The total number of paths in the

channel can be expressed as
kν∑

k ′=−kν

lτ∑
l ′=0

b[k ′,l ′]=Nmp. (6.71)

Figure 6.20 illustrates the transmitted pilots for a 4×nr system. Note that the high peaks imply that a

large pilot power is used as compared to the data symbols. According to [164], the peak transmit power

is not affected by the high pilot power as the ISFFT operation in OTFS spreads each DD domain symbol

in the entire TF grid. The pilot for each transducer is surrounded by a number of guard symbols as

shown in Figure 6.21. The transmitted symbols can be expressed as [164]

x [k ,l ]=


xP , k =kP ,l =lP ,

0, kP −4kν≤k ≤kP +4kν,lP −lτ≤l ≤lP +lτ

xd [k ,l ] otherwise

(6.72)

where kν and lτ are the taps which correspond to the maximum Doppler and delay, respectively, xP

denotes the pilot symbol, xd [k ,l ] represents the data symbols located at [k ,l ] in the DD OTFS grid and

0 represents a guard symbol. The latter are included to prevent the received symbols, which are used

for data detection and channel estimation, from interfering with one another [164]. Consequently, more

accurate channel estimates are obtained for a given OTFS frame. The received symbols that are used for

channel estimation can be expressed as [164]

y[k ,l ]=b[k −kP ,l −lP ]ĥ[k −kP ,l −lP ]xP +ω̄[k ,l ], (6.73)

for k ∈[kP −4kν,kP +4kν] and l ∈[lP ,lP +lτ]. By using a positive detection threshold T , if y[k ,l ]≥T ,

this implies that a path exists with a delay, l −lP , and Doppler, k −kP , i.e., b[k −kP ,l −lP ]=1, and
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Table 6.5: Achievable Bit Rates with TF and DD Domain Equalisations for MIMO-OTFS Systems.

TF domain equalisation DD domain equalisation
2×12 OTFS system 109.7 kbps 119.1 kbps
4×12 OTFS system 198.7 kbps 238.1 kbps

therefore y[k ,l ]=ĥ[k −kP ,l −lP ]xP +ω̄[k ,l ]. Otherwise, b[k −kP ,l −lP ]=ĥ[k −kP ,l −lP ]=0. Therefore,

the existence of a path implies that the received symbol is the scaled pilot plus noise, otherwise it is

solely noise [164]. The threshold T can be varied to prevent incorrect path detections. The received

symbols for data detection can thus be expressed as

y[k ,l ]=
kν∑

k ′=−kν

lτ∑
l ′=0

b[k ′,l ′]ĥ[k ′,l ′]xd
[
[k −k ′]N ,[l −l ′]M

]+ω̄[k ,l ], (6.74)

for k 6∈[kP −4kν,kP +4kν] and l 6∈[lP ,lP +lτ].

6.4.4 Performance Evaluation of OFDM-based MIMO-OTFS Systems using
Delay-Doppler Domain Equalisation

The BER performance of OFDM-based MIMO-OTFS systems using DD domain equalisation is shown

in Figure 6.22. The maximum RMS Doppler spread is set at 2 Hz. The other simulation parameters

are the same as those used in Figures 6.7 and 6.8. As shown in Figure 6.20(e), each transmitting and

receiving element pair experiences a different channel, which only extends to the amount of the channel

delay and Doppler spreads [163]. If the transmitted pilot symbols are sufficiently spaced in the DD

domain, then they should arrive at the receiver without overlapping with each other [163], as shown

in Figure 6.20(e). As can be observed from Figure 6.22, the uncoded 2×12 and 4×12 OTFS systems

with imperfect channel estimation deviate by approximately 3.6 dB and 7.5 dB, respectively, from the

systems with perfect channel estimation at a BER of 10−3. The performance with imperfect channel

estimation is worse possibly due to the interference between symbols used for channel estimation and

data detection. As evaluated in [160], systems with a larger N provide a better performance as the

channel estimates become more accurate. However, a larger value for N is not suitable for applications

requiring a small latency, such as real-time underwater video transmission. The Turbo-coded 2×12 and

4×12 OTFS systems provide approximately 8.4 dB and 11.7 dB better performance, respectively, than

their uncoded counterparts at a BER of 10−3. For channels with larger delay and Doppler spreads, more

guard symbols should be used along the delay and Doppler axis to accurately estimate the channel [164].

However, this will cause a loss in bandwidth efficiency. By multiplexing pilots in the DD domain instead

of the frequency domain, approximately 9% and 20% increase in bit rate is obtained with the 2×12 and

4×12 OTFS systems, respectively, as shown in Table 6.5.
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6.5 Conclusion

In this chapter it was demonstrated through various simulations that OTFS provides a better alternative

to the more commonly used OFDM to cope with dynamic UACs characterised by large Doppler spreads.

It was also shown that using a high modulation order and increasing the number of transmitting elements,

high bit rates get can be achieved with the Turbo-coded OFDM-based OTFS systems with good error

performance over a 1 km vertically-configured time-varying UAC. The application of massive MIMO

reception allows multiple ROVs to be deployed simultaneously and the fact that they can all share the

same time and frequency resources makes this technology very attractive for the UWA environment

where the bandwidth is extremely limited, especially for long range acoustic links. Using frequency

domain pilot multiplexing, bit rates as high as 109.7 kbps and 198.7 kbps were obtained with the 2×12

and 4×12 OTFS systems, respectively, over the 1 km vertical acoustic link. Furthermore, multiple

ROVs deployed in a massive MIMO-OTFS system can achieve the same bit rates with a very good

error performance (but better bandwidth efficiency). These bit rates are sufficiently high to transmit

a 480p video in real-time. The bit rates also enable an acceptable video quality to be achieved using

the H.264/AVC compression standard. Moreover, it was shown that further to FEC coding the video

encoding parameters can be adapted to provide an improved error resiliency in an UAC. To further

increase the achievable bit rates, fewer pilots can be transmitted in the DD domain to estimate the sparse

channel in this domain. Approximately 9% and 20% increase in bit rate is obtained with the 2×12 and

4×12 OTFS systems, respectively, over the 1 km vertically-configured time-varying UAC as compared

to the case where pilots are multiplexed in the frequency domain. These bit rates will further improve

the overall video quality when no bit errors occur for a given SNR.
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(c)

Figure 6.17: Example of a video frame (not to scale) (a) Original (average PSNR = 35.5 dB) (b)
Compressed at 100 kbps (average PSNR = 32.7 dB) (c) Compressed at 190 kbps (average PSNR = 34.4
dB).
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Figure 6.18: Video PLR with Turbo-coded MIMO-OTFS systems (RMS Doppler spread 7 Hz).
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Figure 6.19: Received video PSNR with Turbo-coded MIMO-OTFS systems (RMS Doppler spread 7
Hz).
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Figure 6.20: Transmitted and received pilot symbols in the DD domain for a 4×12 OTFS system.
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Figure 6.21: Example of symbols arrangement in DD domain for transmitting element 1 (Blue - Pilot
symbol, Green - Guard symbols, White - data symbols).
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Figure 6.22: BER performance of MIMO-OTFS systems with DD domain equalisation (RMS Doppler
spread = 2 Hz).
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7
CONCLUSION AND FUTURE WORK

7.1 Thesis Summary and Conclusions

Since the bandwidth is severely limited in an UAC for long distances (≥ 1 km), real-time video

transmission represents a serious challenge. Therefore, the focus of this thesis was to improve the

achievable bit rates over long range acoustic links and at the same time address the feasibility of

real-time video transmission with acceptable quality. In order to capitalise on the restricted acoustic

bandwidth, this thesis investigated and compared bandwidth-efficient physical layer waveforms such

as FBMC and the more popular OFDM modulation. FBMC is a potential candidate for 5G terrestrial

communication systems since it provides a better bandwidth efficiency than OFDM as no redundant CP

is used. Similar to terrestrial communication links, MIMO technology with spatial multiplexing gain is

proposed to be used in conjunction with the physical layer waveforms to boost the bit rates in SU UWA

communication systems.

In some applications several underwater vehicles need to be deployed. For instance, in some time-

critical applications such as carrying out maintenance work or repairing leaks on sub-sea infrastructure

in the offshore oil and gas industry, deploying multiple ROVs can give an edge over SU systems. Another

advantage of using several ROVs would be in pollution control or covering a larger search area when

investigating for sunken objects such as ship wrecks, plane crash, etc. However, while deploying several

ROVs simultaneously, all of which are to communicate with a single surface central node, we do not

want to reduce the throughput per user (ROV) in an already-bandwidth limited UAC. In this regard,

massive MIMO and NOMA techniques are proposed and investigated for MU UWA communication.

The advantage of using technologies such as massive MIMO or NOMA for any communication system is

that they support many users and all of them can communicate with a central node (or base-station) over

the same time and frequency resource. This results in significant improvement in spectrum efficiency
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and is therefore very attractive for UWA communication.

One propagation phenomenon that can hinder the performance of any communication system is the

Doppler effect and in an UAC this factor can be quite severe. In this respect, this research work also

investigated the new modulation technique known as OTFS. This waveform is specifically designed to

address channels with high Doppler Effect. Using the OTFS technique, a time-varying fading channel

is converted into a time-independent one where all the symbols experience an approximately constant

channel gain and, moreover, the diversity of the channel can be fully exploited in both the frequency and

time domains using an appropriate equaliser.

In Chapter 3, the FBMC modulation technique was introduced and the advantages it could bring to

UWA communication as compared to the already well-established OFDM system were investigated. The

BER performance of a SISO system based on FMT and OFDM-OQAM was first evaluated in AWGN

and Rayleigh fading channels and compared to OFDM. Assuming perfect channel estimation, it was

found that the FBMC systems achieve the same performance as CP-OFDM in these channels. Since the

FBMC system based on OFDM-OQAM modulation achieves 100% bandwidth efficiency as compared

to FMT where the subcarriers are non-overlapping, it is more suited for UWA video transmission. The

BER performance comparison between the SISO OFDM-OQAM and CP-OFDM systems was then

carried out in two time-invariant UAC scenarios of link distance 200 m. Assuming that the noise in the

UACs was AWGN, the uncoded OFDM-OQAM and CP-OFDM systems once again achieved the same

performance. Due to the greater time dispersion in the horizontally-configured UAC, the probability

of bit errors was higher than in the vertically-configured UAC. However, with the use of FEC codes

such as Reed Solomon and Turbo codes, the error performance was greatly improved in both channel

configurations. For the same code rate (1/3), the Turbo-coded systems proved to be more robust since

they outperformed the Reed Solomon coded systems in both UAC scenarios. Considering a bandwidth of

115 kHz for the acoustic link distance of 200 m, 16-QAM modulation and 8192 subcarriers, a theoretical

bit rate of 138 kbps was achieved with the Turbo-coded OFDM-OQAM system as compared to 121

kbps for the Turbo-coded CP-OFDM system. Given the severe limitation on the acoustic bandwidth,

the increase in bit rate achieved with OFDM-OQAM modulation makes this scheme better suited for

UWA video transmission where high data rates are desirable for delivering good quality and resolution

real-time video.

Chapter 4 proposed to apply MIMO technology to FBMC modulation in order to boost the bit

rate in UWA communication. In this chapter, the BER performances of coded and un-coded spatially-

multiplexed MIMO OFDM-OQAM and MIMO-OFDM were evaluated over 1 km time-varying horizon-

tal and vertical UACs. Coloured noise was considered in the simulations instead of AWGN to better

reflect the real-world underwater noise. Channel estimation was carried out using the IAM. Based on

the acoustic link distance of 1 km, the system’s bandwidth was set at 25 kHz. The other simulation

parameters consisted of 16-QAM modulation and based on the maximum delay spread in the UACs, the

number of subcarriers was set to 1024 and 512 for the horizontal and vertical channels, respectively.

It was demonstrated that the MIMO OFDM-OQAM systems achieve better error performance than
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the MIMO-OFDM systems in both the horizontal and vertical UACs for the same transmission time.

As demonstrated previously in Chapter 3, the systems’ performance in the vertical UAC was better

than in the horizontal UAC due to the lower time dispersion. The 2×12 and 4×12 rate- 1
2 Turbo-coded

OFDM-OQAM systems achieved maximum bit rates of 73.7 kbps and 105.3 kbps, respectively, in both

channel configurations. The improvement in bit rate with the 2×12 and 4×12 OFDM-OQAM systems

as compared to OFDM with the same MIMO configuration was 40% and 67%, respectively, in the

horizontal channel and 17% and 25%, respectively, in the vertically-configured UAC. In this chapter,

the transmission of a SD video was also evaluated over the 1 km vertically-configured UAC. The raw

video of resolution 640×480 and frame rate 30 fps was compressed to target bit rates of 70 kbps and

100 kbps for the 2×12 and 4×12 Turbo-coded OFDM-OQAM systems, respectively. The H.264/AVC

standard was used ahead of HEVC because as investigated in Chapter 2, the received H.264/AVC stream

is more resilient to video packet loss than the HEVC encoded stream, especially for low bit rate channels.

Furthermore, HEVC involves more computational overheads than H.264/AVC since it uses a complex

prediction process to remove redundant information during video encoding and this may cause a delay

in video transmission. The calculated frame rates for the 2×12 and 4×12 Turbo-coded OFDM-OQAM

systems were found to be greater than the original video frame rate of 30 fps, implying real-time

transmission is theoretically feasible with these bit rates. The 2×12 and 4×12 OFDM-OQAM systems

also achieved a zero video PLR at Eb/N0 values of 12 dB and 17 dB, respectively, with corresponding

PSNR values of 34 dB and 35 dB. This means that the bit rates obtained with the MIMO OFDM-OQAM

systems are sufficiently high for the ROV to transmit a SD video with acceptable quality and in real-time

to a surface vessel over a 1 km vertical acoustic link. This chapter also showed that OFDM-OQAM can

provide robust performance in doubly-dispersive UAC without having to use a CP as in OFDM. In fact,

since the complex orthogonality condition is relaxed to the real field in the conventional OFDM-OQAM

system, pulse shape filters with good TFL properties can be used such as the Hermite filter.

In Chapter 5, massive MIMO reception was proposed to improve the communication reliability

over a 1 km vertically-configured time-varying UAC and at the same time boost the achievable bit

rate for both SU and MU systems. In the SU scenario, the BER performance of Turbo-coded massive

MIMO systems based on FBMC modulation and OFDM were evaluated over the UAC. To overcome

the imaginary interference which is inherent in the conventional OFDM-OQAM system and make its

application to MIMO straightforward, a modified FBMC system as proposed in [121] was considered

whereby complex data symbols are transmitted instead of real-valued ones. This method involves

spreading the data symbols in time without sacrificing the bandwidth efficiency and ensuring a low

system’s complexity. The transmission set-up consisted of a large array of 100 hydrophones at the surface

BS while the underwater ROV was equipped with a maximum of 4 transmitting elements. Scattered

pilot-based channel estimation was used for the massive MIMO OFDM and OFDM-OQAM systems.

It was shown that the Turbo-coded FBMC systems outperform the Turbo-coded OFDM systems both

in terms of error performance and bit rate for the same massive MIMO configuration. For instance,

using a system’s bandwidth of 25 kHz, 64-QAM modulation, 256 subcarriers and rate- 1
2 Turbo code, bit
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rates as high as 133 kbps and 242 kbps were theoretically possible with the 2×100 and 4×100 FBMC

systems, respectively, as compared to 91 kbps and 164 kbps for OFDM systems with the same massive

MIMO configuration. Furthermore, the transmission of a 480p video which was compressed using the

H.264/AVC standard was evaluated in the UAC using the massive MIMO OFDM-OQAM systems. The

raw video of resolution 854×480 and frame rate 30 fps was compressed to target bit rates of 130 kbps

and 240 kbps for the 2×100 and 4×100 OFDM-OQAM systems, respectively, using the rate control

algorithm in the H.264/AVC encoder. The Eb/N0 values that were required to achieve no bit errors and

hence a zero video PLR were 8 dB and 10 dB for the 2×100 and 4×100 systems, respectively, with

corresponding received video PSNR values of 35.5 dB and 37.5 dB. This chapter also investigated

the application of massive MIMO to a MU UWA communication system. The transmission scenario

consisted of four underwater ROVs, each one transmitting with four transducers. It was shown that the

implementation of massive MIMO at the receiver with an array of 100 hydrophones allowed all the

ROVs to use the same frequency bandwidth to transmit their information reliably to the receiver (very

good error performance achieved for all ROVs). Furthermore, considering the simulation parameters

as in the SU scenario but a lower FBMC spreading length, each ROV could transmit at a bit rate of

approximately 221.5 kbps over the simulated 1 km time-varying UAC. This chapter showed that the use

of massive MIMO reception increased the reliability of the long range vertical UWA communication

link, and also enabled a higher modulation order to be used together with a higher FEC code rate. It is

to be noted that the FBCM-OQAM modulation technique with time-spreading allows for a lower pilot

overhead for channel estimation as compared to preamble-based channel estimation in conventional

OFDM-OQAM systems. As a result, high bit rates were achieved over the 1 km vertically-configured

time-varying UAC, which consequently made real-time video transmission with acceptable quality

feasible. Furthermore, the advantage of an FBMC-based massive MIMO system is that it allows a smaller

number of subcarriers to be used. This in turn reduces the delay caused by the synthesis and analysis

filter banks and at the same time makes the system more robust to carrier frequency offsets. Moreover,

higher modulation orders can be utilised to increase the bandwidth efficiency as the linear combination

of the signals received on the multiple hydrophones at the BS smooths the channel distortions across the

subcarriers and therefore equalises the channel gain across each one of them.

Finally, Chapter 6 investigated video transmission using OFDM-based OTFS systems for UWA

communication. The performance of coded and un-coded spatially multiplexed MIMO and massive

MIMO systems for SU and MU scenarios, respectively, was evaluated over a 1 km vertically-configured

time-varying UAC. Using frequency domain pilot multiplexing, bit rates of 109.7 kbps and 198.7 kbps

were obtained using the Turbo-coded 2×12 and 4×12 MIMO-OTFS systems, respectively, over the 1

km vertical acoustic link. Furthermore, four ROVs deployed in a Turbo-coded massive MIMO-OTFS

system achieved the same bit rates with a very good error performance. These bit rates were found

to be sufficiently high to transmit a 480p video, compressed using the H.264/AVC standard, in real-

time and with acceptable quality. It was also shown that further to FEC coding the video encoding

parameters could be tweaked to provide an improved error resiliency in an UAC. The DD domain of the
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OTFS modulation scheme was also exploited to multiplex much fewer pilots than would be required

in the frequency domain. This allowed bit rates as high as 119.1 kbps and 238.1 kbps to be achieved

using the Turbo-coded 2×12 and 4×12 MIMO-OTFS systems, respectively, over the same UAC. This

chapter demonstrated that OTFS represents a better alternative than OFDM to cope with dynamic UACs

characterised by large Doppler spreads and also to improve the overall bit rates of the systems over a

long-range UWA link.

7.2 Future Work

In this thesis, the FBMC physical layer waveform implemented with the time spreading method has been

found to be very attractive for UWA video transmission since it provides a higher bit rate than OFDM

and performs well in doubly-dispersive UACs. Furthermore, the application of massive MIMO to next-

generation UWA communication systems would be highly advantageous since this technology allows

multiple underwater vehicles to be deployed simultaneously and share the same time and frequency

resources to transmit their data to a surface station with excellent communication performance (in terms

of achievable bit rates and link reliability). It was also shown that the OTFS modulation scheme can

cope well with UACs with high Doppler spreads.

The first recommendation for future work is to assess the combination of FBMC and OTFS using

the DD pilot multiplexing and detection. Based on the desired underwater application, MIMO and

massive MIMO can then be applied to the FBMC-based OTFS systems for SU and MU scenarios,

respectively. Furthermore, the sparsity of the UAC using OTFS modulation can be investigated using

different types of transmit and receive pulses/windowing. In Chapter 6, N CPs were used in one OTFS

frame. In the scope to improve the overall spectral efficiency of an OFDM-based OTFS system, it may

be worth appending only one CP to the whole OTFS frame as in [165] and evaluating the system’s

performance over the UAC. Moreover, if frequency-domain equalisation is considered for the OTFS

systems, non-linear equalisers such as iterative DFE can be used to further improve the performance of

OTFS for high modulation orders [152].

Underwater images usually exhibit low contrast, especially with increasing depths. This means that

their information content is more acute at the lower frequencies. Thus, by categorising the information

for each video frame into low and high frequencies and then encoding the information at the lower

frequencies with a higher accuracy, a better compression efficiency can be obtained, for example using

the DWT which may be much faster that the software implementations of H.264/AVC and HEVC

standards. Alternatively, following video decoding at the receiver side, the DWT technique may be used

to enhance the quality of each frame in the low contrast decoded video sequence.

For promoting real-time underwater video transmission, the Scalable Video Coding (SVC) version

of H.264/AVC or HEVC can be investigated for an adaptive UWA communication system where the

bandwidth, and therefore bit rates, vary for different transmission distances. Hence, in this case the

received video quality will depend on how good the channel is for a specific transmission range.
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A lot of research in this field usually depends on field experiments which are however expensive

and time-consuming. Hence, UAC simulators are used to design the UWA communication systems

and test their link and system level performances. However, these simulators do not usually take into

account the beam patterns of the transducers and the combined frequency response of the amplifiers

and transducers. Therefore, in a future contribution these characteristics may be considered in order

to develop a more realistic simulation platform. Furthermore, the author aims to test and validate the

techniques proposed in this thesis on a real-life set-up. Firstly, practical experiments can be performed,

for example in a swimming pool, using a scaled-down version of the proposed UWA communication

system. Then, the experiments can be later extended to sea-trials by designing and implementing a

modem using the Software Defined Radio (SDR) technology but which is however adapted to support

UWA frequencies and hardware components.
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MULTI-USER UNDERWATER ACOUSTIC COMMUNICATION USING AN

FBMC-BASED NOMA SYSTEM

A.1 Introduction

In order to meet the demand for future underwater applications where urgent intervention is

required, multiple unmanned underwater vehicles may be deployed simultaneously. Multiple-

access techniques based on spread spectrum have been investigated for UWA communication to

realise MU communication in an UAC (see, e.g., [166, 167]). CDMA has been used since it provides

good interference suppression capability between users and is robust against multipath effects. However,

the challenge in a MU scenario is to obtain a proper trade-off between user fairness and system

throughput [144]. Orthogonal Multiple Access (OMA) techniques based on CDMA, FDMA, TDMA

and OFDMA have been and are still being used in terrestrial mobile radio communication systems. As

compared to OMA schemes such as Orthogonal Frequency Division Multiple Access (OFDMA), in

NOMA multiple users use the same time and frequency resources, hence achieving a superior overall

spectral efficiency. This makes the NOMA technology very attractive for MU UWA communication

where the bandwidth is extremely limited. It has also been shown in many literatures for terrestrial

mobile communication that the users in a NOMA system achieve a higher throughput than those using

the OMA technique [168].

The basic idea behind NOMA is that the users’ signals are superposed in the power domain by

exploiting the difference in their channel gain and the power allocation is performed such that the

users who experience favourable and poor channel conditions are allocated less power and more power,

respectively [169]. At the receiver, Successive Interference Cancellation (SIC) is then used for MU

detection and decoding. OFDM or FBMC signalling combined with non-orthogonal user multiplexing

can be used to generate the transmit signals for the users.
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Figure A.1: Target scenario for multi-user UWA communication.

In this contribution, the power domain NOMA technique is investigated for MU UWA communi-

cation. The scenario of interest is depicted in Figure A.1 where two underwater ROVs communicate

simultaneously with a surface vessel over a range of approximately 1 km. Each ROV is equipped with 4

transmitting elements while the surface vessel has an array of 48 receiving hydrophones. The downlink

is used for sending control commands to the ROVs while the uplink is used solely for transmitting

real-time video to the surface vessel. The NOMA scheme can be implemented using either OFDM or

FBMC modulation for waveform shaping. In order to boost the throughput over the 1 km time-varying

UAC, spatially multiplexed MIMO systems are considered. The systems are also Turbo-coded to im-

prove the reliability of the communication link. The BER, PER and maximum bit rate performances

of the Turbo-coded NOMA-OFDM and NOMA-FBMC systems are evaluated for the 2-user scenario

where both users utilise the same frequency bandwidth. An FBMC system based on OFDM-OQAM

modulation is considered since the subcarriers maximally overlap and hence 100% bandwidth efficiency

is achievable. Moreover, to cope with the imaginary interference in conventional OFDM-OQAM and

make its application to MIMO straightforward, a modified OFDM-OQAM system as proposed in [136]

is considered (See Section 5.3). It is shown that while both the NOMA-OFDM and NOMA-FBMC

systems show comparable performance in terms of BER and PER, the MIMO NOMA-FBMC system

however achieves a higher bit rate than the OFDM-based MIMO-NOMA system (125.5 kbps with

FBMC compared to 88.72 kbps with OFDM).

The main contributions of this work are reported in [44]. The rest of this appendix is organised

as follows. Section A.2 provides the mathematical formulations of the NOMA systems for the 2-user

scenario. The performance evaluation of the systems in terms of BER, PER and maximum achievable

bit rate is presented in Section A.3. Finally, conclusions are drawn in Section A.4.
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Figure A.2: Block diagram of a 2-user uplink OFDM-based NOMA system.

A.2 System Model

A.2.1 SISO-NOMA

NOMA is a potential candidate for the 5G mobile communication systems since it can provide a better

bandwidth efficiency than OMA techniques such as OFDMA [168]. In NOMA, all the subcarriers in

the system are assigned to each user. Hence the bandwidth resources which are assigned to the user

in poor channel conditions are also available to the one in strong channel conditions, significantly

improving the spectral efficiency [170]. Compared to conventional power allocation strategies where a

user experiencing strong channel conditions is allocated more power, NOMA on the other hand allocates

more power to the user in less favourable channel conditions [169]. SIC is then used at the receiver

for detection and decoding, whereby the strongest signal is decoded first (treating other signals as

interference) which is then subtracted from the overall received signal to get the next strongest signal

[171]. Similarly, the latter is decoded and subtracted from the combined signal and this process is

repeated until all information signals are decoded [171]. In our scenario, each ROV utilises the same

spectrum resources to transmit simultaneously in the uplink to a BS which is located at the surface.

Depending on the channel gain differences, each ROV transmits at a maximum or a controlled power

level. The superposed signal received at the BS from the different ROVs interfere with each other. Hence,

the BS applies SIC to decode the message signal from each ROV. The block diagram of a 2-user SISO

OFDM-based NOMA system is shown in Figure A.2. At the BS, the received superposed signal is given

by

y=h1

√
P1?x1+h2

√
P2?x2+ω, (A.1)
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Table A.1: FBMC-based NOMA System Simulation Parameters.

Parameters ROV 1 ROV 2
Bandwidth 25 kHz
Carrier frequency 32.5 kHz
Water depth 1000 m
TX height from sea-floor 3 m 1 m
RX height from sea-floor 998 m
Number of transmitting transducers per ROV, nt 4
Number of receiving hydrophones at BS, nr 48
Subcarriers 256
Max. delay spread 2.6 ms 3.9 ms
OFDM CP duration 5.12 ms
Modulation 16-QAM
Turbo code rate 1/3
Maximum RMS Doppler spread 2 Hz
Average channel gain ≈-27 dB ≈-32 dB
NOMA power allocation factor 0.4 0.6

where the signal transmitted by ROV-i (i=1, 2) is denoted by xi (E[|xi |2]=1), Pi is the allocated power

for ROV-i , hi is the channel coefficient between the BS and ROV-i , and ω represents the channel noise

with a PSD of N0. The frequency-domain representation of (A.1) is given by

Y =H1

√
P1 X1+H2

√
P2 X2+Ω, (A.2)

where Hi is the frequency-domain channel coefficient of ROV-i which can be estimated using the

received pilot symbols from the two ROVs at the BS. In Figure A.1, ROV-1 experiences a higher channel

gain than ROV-2 and hence P1<P2. At the BS, the equalised signal for ROV-2 is obtained as

Y2= Y

H2
p

P2
=X2+H1

p
P1 X1

H2
p

P2
+ Ω

H2
p

P2
. (A.3)

The equalised signal for ROV-1 is then computed as

Y1=Y −H2
p

P2 X2

H1
p

P1
=X1+ Ω

H1
p

P1
. (A.4)

The estimated transmitted bits of ROV-1 and ROV-2 are then obtained by de-mapping Y1 and Y2,

respectively.

A.2.2 MIMO-NOMA

MIMO technology can be applied to NOMA to exploit both the spatial and power domains, thus further

improving the performance of the system. In this case, the users are separated in the power domain while

the spatial domain is used for multiplexing the information signal of each user on multiple transmitting
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(a) (b)

Figure A.3: A typical channel response between BS and (a) ROV 1 (b) ROV 2.

elements. Consider an uplink MIMO system with nr receive hydrophones at the BS and nt transmitting

elements at each ROV. Thus, the received signal vectors before equalisation for the two ROVs at the BS

can be expressed as

y2=H1

√
P1x1+H2

√
P2x2+η, (A.5)

y1=y2−(H2

√
P2 x̂2)+η, (A.6)

where yi is the nr×1 received signal vector from ROV-i , xi is the nt×1 transmitted symbol vector for

ROV-i , Hi is the nr×nt channel matrix for ROV-i , η is the nr×1 noise vector and Pi is the power

allocation factor for ROV-i . At the receiver side, a ZF or MMSE detection matrix can be used to decode

the signals, x̂i . The detection matrix can be generated by the BS using the CSI from the two ROVs.

Assuming MMSE, the detection matrix of the channel matrices H1 and H2 is given by

Wi=
(
Hi HH

i +ρ−1
rx Int

)−1
, (A.7)

where Int is an nt×nt identity matrix and ρrx is the receive SNR at the BS. The detected symbol vectors

for ROV-i is thus given by

x̂i=Wi yi . (A.8)

A.3 Simulation Results

The simulation parameters are summarised in Table A.1 while the physical setup of the transmission

scenario is illustrated in Figure A.1. Typical channel responses as observed by the two ROVs are

illustrated in Figure A.3. The BER and PER performances for the two ROVs using Turbo-coded

4×48 NOMA-OFDM and NOMA OFDM-OQAM signalling are shown in Figure A.4 and Figure A.5,
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Figure A.4: BER performance of Turbo-coded NOMA OFDM-OQAM and NOMA-OFDM systems in
the UAC.

respectively. For comparison purposes only, the BER performances of 4×12 NOMA systems in the

same channel and using the same parameters as the 4×48 systems are shown in Figure A.4. This

type of MIMO configuration is often used for SU UWA communication (e.g., [22]). In order to better

represent the real-world UAC, coloured noise is used in the simulations instead of AWGN. Packet-based

transmission is considered for both the OFDM-OQAM and OFDM-based NOMA systems. For the

modified OFDM-OQAM system (See Section 5.3), a Hermite-based prototype filter with an overlapping

factor of 4 is considered. Also, the time spreading can cause interference between packets and hence a

guard (zero) time-slot is included between each packet. A spreading factor of 16 FBMC (real) symbols

is considered.

It can be observed from Figure A.4 that for both ROVs, the Turbo-coded 4×12 NOMA systems

achieve a high error rate. This justifies the use of a larger receiving array (nr=48) for the scenario of

interest. Furthermore, the SINR for each user (ROV) can be improved when the number of receiving

hydrophones is increased [98]. In Figure A.4 and Figure A.5, the FBMC system achieves a marginal

improvement over the OFDM system. Considering the 4×48 NOMA-FBMC system in Figure A.4,

ROV-2 achieves around 7.5 dB better performance than ROV-1 at a BER of 10−4. It can be inferred that

although ROV-2 suffers from weaker channel conditions, the BS can successfully decode its message

signal using SIC as the interference from ROV-1 can be compensated for using a greater power allocation
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Figure A.5: PER performance of Turbo-coded NOMA OFDM-OQAM and NOMA-OFDM systems in
the UAC.

for ROV-2. Using the PER, the maximum achievable bit rate for the two ROVs can be calculated as

[168]

bit rate = (1−PER)×Nbits/packet

Tpacket(s)
, (A.9)

where Nbits/packet represents the number of bits per packet and Tpacket is the packet duration. Considering

the simulation parameters in Table A.1 and the PER performance in Figure A.5, the maximum throughput

that can be achieved for the two ROVs using OFDM and OFDM-OQAM signalling is shown in Figure

A.6. The guard time-slots which are inserted in the modified OFDM-OQAM system cause a bandwidth

efficiency loss of 1
N+1 . Despite this loss, it can be observed from Figure A.6 that for both ROVs, the

improvement in bit rate with NOMA OFDM-OQAM (125.5 kbps) compared to NOMA-OFDM (88.7

kbps) is approximately 41.5%.

A.4 Conclusion

This work examined the feasibility of the NOMA technique for MU UWA communication whereby

all ROVs utilised the same available spectrum resources to transmit data simultaneously in the uplink

to a surface BS. The BER, PER and maximum bit rate performances of Turbo-coded NOMA-OFDM
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Figure A.6: Maximum achievable bit rates for the two ROVs in the UAC.

and NOMA-FBMC systems were evaluated for a 2-user scenario over a 1 km vertically-configured

time-varying UAC. The FBMC system was implemented using the time spreading method as in Chapter

5 to make the application of MIMO straightforward and keep the system’s complexity low. It was shown

that while both the NOMA-OFDM and NOMA-FBMC systems showed comparable performance in

terms of BER and PER, the MIMO NOMA-FBMC system however achieved higher bit rates than the

OFDM-based NOMA system. More specifically, using a signal bandwidth of 25 kHz, 256 subcarriers,

16-QAM modulation and rate- 1
3 Turbo code, the 4×48 NOMA OFDM-OQAM system achieved a bit rate

of 125.5 kbps as compared to 88.72 kbps for the 4×48 NOMA OFDM system over the 1 km vertical UAC.

The performance of 4×12 MIMO-NOMA systems were also evaluated for the 2-user scenario. However,

they achieved a high error rate even with the use of Turbo-codes, justifying the use of a larger receiving

array for this particular scenario. If the surface BS does not have any specific requirements on the number

of hydrophones it can accommodate, then having more receiving hydrophones is desirable since the

SINR for each transmitting ROV can be consequently improved. It could be inferred that although one

ROV suffered from less favourable channel conditions, the BS could successfully decode its message

signal using the SIC algorithm as it was allocated a greater power allocation, thus minimising the

interference from the ROV in better channel conditions. By using the power domain NOMA technique,

a good trade-off between user fairness and system throughput was achieved for the ROVs which were
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located in different channel conditions. It is to be noted that for the NOMA technique to work properly,

there should be sufficient channel gain difference between the ROVs. Else, error which occurs during

the SIC decoding of one ROV may cause the decoding of other ROVs’ signals to become erroneous.

This downside usually limits the number of users in a given system. However, for UWA communication

this may not be a problem as the number users (ROVs) will be much less than in a RF terrestrial system

and they are expected to be deployed at different locations for a given application.
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