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Abstract

In this thesis, we investigate the impact of using visual landmarks with spa-
tial knowledge to improve the performance of vision-based localisation. We
separate our work into two parts. First, we introduce a new place recognition
method based on a novel representation called landmark distribution descrip-

tor (LDD) which combines landmark identification based on CNN features
with their spatial distribution across a view. We use the representation to do
matching within an image-to-image place recognition framework, which is to
compare test images with single images taken at distinct locations in urban en-
vironments. Results on large datasets from 10 different cities obtained from
Google StreetView and Bing Streetside demonstrate an average precision of
around 70% (at 100% recall), compared with 58% obtained using whole im-
age CNN features and 50% for a comparable landmark method without spatial
information. Second, we investigate the problem of localisation in urban envi-
ronments using only image data and a 2-D map of the area. We employ binary

semantic descriptors (BSD): 4-bit binary descriptors indicating the presence or
otherwise of salient landmarks at a given location which are indicated on the 2-
D map. On their own, these descriptors are not sufficiently distinctive to allow
localisation. However, when combined sequentially over routes, the resulting
concatenated descriptors prove to be highly discriminative, enabling robust lo-
calisation corresponds to the map. Performance can be further improved by
incorporating the turn information along with a route. Landmark presence in
360-degree images taken at a given location is detected using a CNN binary
classifier, trained using Google StreetView and OpenStreetMap data. Experi-
ments with over 6,000 locations in an urban area show that the approach can
give 95% of accuracy using an average route length of 200 metres. Thus, in
both works, we demonstrate that landmarks combined with spatial knowledge
provide an effective means of improving vision-based localisation.
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Chapter 1

Introduction

Modern technologies have made significant progress and are merging with daily life in
all areas, from basic operations, such as household activities, leisure, and entertainment,
to the infrastructure level, such as transportation, security, and exploration. Technology
development is moving towards the concept of autonomy, which refers to the ability of
systems to execute their tasks with limited or no inputs from humans. Examples include
mobile robots, self-driving cars, drones, and some wearable applications, as illustrated in
Figure 1.1. This thesis focuses on autonomous navigation.

1.1 Autonomous localisation and navigation

To move from one place to another is the common concept of the navigation. To auto-
mate the task, which is the large-scale operation, systems should be able to identify where
they are in the world and to navigate themselves to new locations. The general processes
for autonomous navigation are (i) self-localisation, (ii) path planning, and (iii) navigation.
Consider the scenario of an autonomous robot being placed in a city and commanded to go
from its current location to a given destination; to accomplish that, the robot needs to know
where it is in the world by comparing stored knowledge with data obtained from sensors.
Once localised, the robot makes a decision based on that location to navigate itself to the
destination. The given example can be integrated into numerous real-world applications,
such as the systems that assist human during shopping [32, 33] and the automated system
that helps to navigate impaired people [34, 35], as well as into industrial applications, such
as an unmanned aerial vehicle for military operations [36].

Therefore, ‘Where am I?’ is the first question for autonomous navigation. The task of
identifying the current location is known as localisation. To do that, the systems rely on
their equipped sensors to read their surroundings. For large-scale operations, the sensors
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Figure 1.1: Examples of autonomous systems: (a) a mobile robot in a humanoid form, (b)
self-driving car, (c) drone, (d) smartwatches and (e) smart glasses. The examples in (a),
(b), and (c) are systems with high autonomy. They can operate without human guidance.
The examples in (d) and (e) are wearable devices that have autonomous applications, such
as health monitoring and exercise planning. Note that these images are taken from [1, 2, 3,
4, 5, 6].

autonomous systems usually rely on are in some form of odometry, such as wheel move-
ment, and a range of sensors, such as sonar, laser, structured light, and global positioning
system (GPS). The raw sensor inputs are interpreted via algorithms and compared with
records of the surrounding environment, and the systems orient themselves in relation to
the records. In general, the records of the environment are known as maps. They can be
pre-defined or simultaneously built by the system during the localisation process (often
known as simultaneous localisation and mapping [SLAM] in robotics [37, 38]). As illus-
trated in Figure 1.2, several types of maps contain different data. Choosing the type of map
usually depends on the purposes of the systems and their equipment.

For example, self-driving cars (Figure 1.1b) typically make use of LIDAR (pulsed laser)
depth sensors, so the map they produce is in a 3-D form (Figure 1.2c). The mobile robot
(Figure 1.1a) usually projects the map in topological or metric forms (Figure 1.2a). As for
aerial vehicles, like drones (Figure 1.1c), to localise the ground-level area, the most suitable
map is in a 2-D form (Figure 1.2b). Using the map for autonomous navigation is similar to
how humans orient themselves in an unknown environment. Humans retrieve surrounding
information via their sensory organs (eyes, nose, or ears) and combine the information
with their mental or physical maps. The techniques of map-making, or cartography, have
been around since ancient times [39] and developed in parallel with technology [40]. More
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details are provided in Chapter 4.

(a) (b) (c)

Figure 1.2: Different types of maps using in autonomous navigation: (a) topological and
metric maps from [7], (b) a segmented 2-D map retrieved from drones and segmented
using commercial-level API for autonomous vehicles [8], and (c) 3-D map generated by the
pulsed laser of the Google self-driving car from [9]. Each map displays different degrees
of information stored.

1.2 Vision-based localisation

The well-known technique for localisation is to use positioning systems, such as GPS.
However, in a cluttered environment, like urban areas, positioning-based systems are not
fully functioning due to the limitations of the signals. As the positioning-based system re-
quires information about the external infrastructure, it creates a sense of infrastructure de-
pendence, meaning the autonomous system is reliant on its availability at all times, which
lessens degrees of autonomy. Therefore, sensors with more degrees of independence from
infrastructure are preferable. Some applications use LIDAR depth sensors to generate the
3-D representation of the surroundings. The depth sensor’s benefits include precision and
speed. However, it only provides geometric information, which has limitations for recog-
nising places and objects. In addition, by making use of point cloud data, this technique
contains high operating costs that directly affect scalability for large-scale applications.

This thesis focuses on using a vision sensor for localisation, as this approach provides
cheaper costs for installation, is more lightweight, is readily available without needing
much knowledge, and, once combined with techniques from computer vision, the visual
information retrieved from the sensor also provides multiple forms of information, such as
colour, motion, and the presence of pedestrians and objects. Tasks of vision-based localisa-
tion consist of (i) recognising a place (place recognition) and (ii) identifying where it is lo-
cated on the map (localisation) using only visual information. In this respect, vision-based
localisation can be grouped as a part of content-based image retrieval (CBIR) (reviewed in
[41]), with specific tasks for retrieving locations. Apart from image retrieval, the systems
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are integrated with a variety of computer vision techniques, such as image segmentation
[42, 43], object detection [16, 44, 45], and pattern recognition [46, 47]. This is discussed
in greater detail in Chapter 2.

The major techniques for vision-based localisation are pose estimation and image match-
ing. The former directly obtains the 6 degrees of freedom (6-DoF) pose estimation of the
query (including the location and orientation). The techniques usually combine with 3-
D point cloud maps, as in [48, 49]. The latter uses image-to-image matching techniques
to find the most similarity between the query and references in the geo-tagged database.
There are two types of data manipulation: comparing the query with static databases, as
in [50, 51, 52], and sequentially tracking the current location, as in vSLAM [53] and the
probabilistic FAB-MAP [54, 55].

These stated methods introduced the ability to identify the current location of a system
using only visual information. However, issues of concern are invariance and scalability.
For invariance, without positioning infrastructure, automated localisation based purely on
visual information highly depends on the location characteristics. Figure 1.3 illustrates
the environmental changes, including temporal changes (season, time of day, and lighting
direction) and spatial changes (viewpoints and occlusions). These changes can significantly
affect the performance of place recognition systems; as reported in several studies [56, 57,
58, 59, 60, 61], the traditional techniques failed to cope with the issue. Figure 1.4 illustrates
a simple environmental change: the time of day and the interest features (or salient features)
detected in each image are different.

For scalability, the visual information requires massive amounts of storage, which, in
practice, are limited by physical resources. Aside from maintaining accuracy, to support
long-term operations, the main focus for scalability is speed. One factor that directly im-
pacts the query time is the size of the database. For example, in [54, 55], even when using
image features, which is smaller than using whole images, the storage needed for 1000 km
routes is 177 GB. For the speed, the stated works compressed data using the vocabulary
tree, but the technique is still insufficient for long-term operations. In other words, with an
increase in explored areas, the traditional data structures and searching techniques do not
entirely cover the problem, especially in terms of space and processing time.

In this respect, autonomous systems require the ability to handle environmental changes
in visual information and to maintain performance even in the larger areas. Further details
about the problems of invariance and scalability are provided in Chapter 2. To overcome
these limitations, the studies of vision-based localisation shift to semantic reasoning ap-
proaches, which are more similar to human perception in location-based activities.
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Figure 1.3: Challenges in place recognition using visual information. All images are taken
at the same place, with variation, including temporal changes (season, time of day, lighting
direction, etc.), spatial changes (viewpoints, occlusions, etc.), and domain changes (from
digital to sketch).

1.3 Vision-based localisation using semantic features

Semantic approaches in the location-related study refer to the use of higher-order concepts
of linguistic description. For example, a scene can be described in natural language, such
as ‘a building A is on the left-hand side of a building B’, ‘there is a junction in front of the
building A’, or ‘there is a gap between those buildings’. These semantic features are similar
to the way humans describe their surroundings. For example, if a person takes an image
of London’s Tower Bridge and presents it to other people, the image can be described by
the name of the location (London Tower Bridge), the usage (a bridge to cross the river),
and the geographical location in which the image is taken (London, the United Kingdom).
Humans can perceive these semantic descriptions by glancing at the image. Additionally,
when compared to another image taken at the same location, even with environmental
changes, humans can still recognise the similarity. This contrasts with the way feature-
based techniques work. As depicted in Figure 1.4b, the feature representation of the image
is in a set of points or regions of interest. It does not include any meaningful information
about the image.

Therefore, by integrating semantic information, the systems are likely to overcome both
invariance and scalability. Regarding invariance, as shown in Figure 1.3, even with the envi-
ronmental changes, viewpoint changes, and domain changes, the meaning of the objects in
all examples (a building) is still the same. Figure 1.4 demonstrates a similar concept; even
with changes, semantic information within the pair of images remains unchanged. In this
respect, we believe that the use of semantic features is likely to cope better with invariance.
Regarding scalability, by using the natural language description, the size of descriptors is
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(a) (b)

Figure 1.4: (a) features matching between a pair of images taken at the same location
(London’s Tower Bridge), but at a different time of day and with a slight change in viewing
position, while (b) highlights some of the strongest 150 extracted features. Note that the
image has been cropped for visualisation. The yellow lines represent the correspondence
between detected points of interest. This demonstrates the difficulty of using feature-based
methods for recognising a place in terms of invariance. Both images used in this example
are retrieved from [10].

likely to be more compact. For example, as illustrated in Figure 1.4b, describing an image
requires a number of features, yet the whole scene can be semantically described using one
or two linguistic terms. Therefore, as the size of the database directly affects its querying
time, the use of semantic features also improves the sense of scalability. Motivated by this,
a number of vision-based localisation systems have imitated the movement of humans us-
ing the higher concept of semantic features, such as landmarks [62], road lanes [63, 64],
and texts of streets and shopfronts [65, 66], and by segmenting the semantic information
from the scene, as in [65, 66]. These systems have demonstrated the robustness of localisa-
tion compared to feature-based methods, especially in terms of invariance to environmental
changes.

As localisation using semantic approaches is inspired by humans, who describe places
in terms of semantic information, it aligns better with human wayfinding, which is the
human act of taking visible cues from their surroundings to orient themselves over their
mental or physical maps [67, 68]. The visual cues include landmarks (either natural or
manmade), texts, and symbols. Many psychology studies have also supported the use of se-
mantic information in human wayfinding, especially spatial knowledge [69, 70, 71]. There
are records of integrating spatial distribution in autonomous navigation [72]; however, the
study still provides no solid foundation, which leads to the present research focus described
in the next section.

1.4 Contributions

The main focus of this thesis is on investigating the use of semantic features in vision-based
localisation. We explore this in two areas: image-to-image matching and image-to-2-D-
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map matching. The main contributions of this research are as follows:

• We investigate the impact of using spatial distribution for place recognition. We
propose the use of image descriptors that encode the spatial distribution of objects
in the scene. By applying semantic approaches, we aim to handle the invariance
(temporal changes, spatial changes) and scalability of the system.
• We investigate the possibility of localisation on a 2-D map using visual informa-

tion. We introduce the novel technique of using semantic representations. Therefore,
we aim for a representation that is robust to invariance (temporal changes, spatial
changes, and domain changes), compact for scalability, and closer to how humans
perceive this problem.

This thesis includes seven chapters in total. The first contribution is covered in Chapters
2 and 3, while the second contribution is covered in Chapters 4–6. The outline is as follows:

• Chapter 2 provides a review of image-to-image place recognition techniques from
the early to the recent stage and discusses the related works.
• Chapter 3 presents a novel approach to vision-based place recognition that enforces

the spatial distribution of landmarks, called the landmark distribution descriptor (LDD),
and demonstrates the use of LDDs.
• Chapter 4 provides a review of image-based localisation over cross-view references,

especially 2-D maps, and discusses the related works.
• Chapter 5 presents a novel approach to using 2-D maps for localisation by applying

a binary semantic descriptor (BSD) constructed by making use of the presence of
semantic features, such as junctions and gaps between buildings.
• Chapter 6 explains the process of converting four directional images to a BSD by

training classifiers to detect the presence of the selected semantic features and demon-
strates the use of BSDs for localisation.
• Chapter 7 discusses final conclusions, findings, limitations of the systems, and future

research directions.

The aforementioned works have been included in the following publications:

• Panphattarasap, P and Calway, A, 2017, Vision-based Place Recognition Using Land-
mark Distribution Descriptors. in: Computer Vision - ACCV 2016: 13th Asian Con-
ference on Computer Vision, ACCV 2016, Revised Selected Papers. Springer-Verlag
Berlin, pp. 487-502
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• Panphattarasap, P and Calway, A, 2018, Automated Map Reading: Image Based
Localisation in 2-D Maps Using Binary Semantic Descriptors. in: Proceedings of
the IEEE/RSJ International Conference on Intelligent Robots and Systems. Institute
of Electrical and Electronics Engineers (IEEE)
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Chapter 2

Vision-based place recognition

This chapter provides a review of techniques related to place recognition using image-to-
image database matching. In Section 2.1, we explain the overall ideas of vision-based
place recognition. In Section 2.2, we consider traditional feature-based and learning-based
approaches, while in Section 2.3, we discuss the current state and limitations of vision-
based place recognition applications. In Section 2.4, we present the integration of semantic
information into place recognition systems. In Section 2.5, we examine the use of spatial
knowledge in human place recognition. Finally, in Section 2.6, we summarise the reviewed
techniques and outline problems we intend to solve.

2.1 Vision-based place recognition using image-to-image
matching

The term ‘place’ generally refers to the knowledge of a location [73]. Recognising a place
is an act of identifying a place one has previously visited. Therefore, vision-based place
recognition refers to the technique of using received visual information to recognise the
revisited location. However, to automatically recognise places purely relying on visual
information, rather than using a positioning infrastructure such as GPS, requires more so-
phisticated methods. The task highly depends on the characteristics of places, the viewing
positions and directions, and the environmental conditions, such as light and visibility, as
illustrated in Figure 2.1. This further complicates the problem.

2.1.1 Visual information

There are several forms in which the reference images can be stored, such as a single
image per view, multiple images per view, or a sequence of images (or video frames) along
the finite route. Having more data per location means more chances to obtain the correct
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(a) (b) (c)

Figure 2.1: Examples of challenges in recognising places: (a) day/night, (b) changes in
vegetation, and (c) the presence of transient objects. We can see that the changes are
highly affected by the appearance of images, but we can still see the maintenance of static
information using semantic reasoning.

results. Chance, in this case, can be viewed in two aspects. First, at a given location,
the database records a set of static images taken at the location, with multiple changes.
Based on this, when they perform matching, the system has more chances to retrieve the
correct result because there are more reference views, which mean more correct choices.
Second, chance can be viewed in the context of recording a location in the form of video
sequences. The higher chance results from the higher level of techniques applied. For
example, in FAB-MAP [54, 55] , the system applied the probabilistic methods to localise
sequentially by tracking the detected visual vocabulary. Therefore, even when the system
predicts the wrong location at the earlier state, with more data gathered in the long run, they
have more chances to use prior knowledge to recognise the current location. This is also
supported by [74], which demonstrated the comparison of image matching using various
resolutions of visual data. The results indicate that using longer image sequences provides
better performance than using single images or short image sequences. However, using
only images does not provide depth information. Another alternative is to integrate 3-D
information from other sensors, such as lasers [75] or RGB-D [76, 77], or to use geometric
techniques such as stereo vision [78, 79]. Although such techniques might improve the
quality of the description, extra information still requires extra space, and this affects the
scalability of the system.

In this thesis, we consider using static databases of a single-image database (i.e. one test
and one reference). This could reduce the chance of obtaining the correct result; however,
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it also increases the degree of challenge. In addition, if we can make simpler and harder
problems work, there is a chance for better performance using higher-level techniques.

2.1.2 Image-to-image matching processes

Given two images, image features are extracted to construct image representations and
compared to indicate the similarity between those features. Figure 2.2 summarises the
processes of image-to-image matching. First, each image is represented using interesting
points or regions, known as image features. These detected features are then used to con-
struct feature vectors, or image descriptors. In other words, both images are transformed
into a set of visual feature information or salient points. Finally, the two image descriptors
are compared, most often using the technique of L2 norm or Euclidean distance. The result
is a similar score, which indicates the similarity between the two images.

For place recognition applications, as illustrated in Figure 2.3, the given query image
is compared with all geo-tagged images stored in the database, and it is common to use
the search algorithm to speed up the matching process. The nearest neighbour technique,
which is used to compare the whole database one by one, usually applies when the number
of references to compare is acceptable. However, in larger-scale applications, more sophis-
ticated methods for data pre-processing and searching are needed. More details regarding
the size of the database are discussed in Section 2.3. The geo-tagged image retrieved from
the search process is treated as the best candidate, and its geolocation is likely to be treated
as the geolocation of the query. This information is further used in other location-based op-
erations, such as path planning and navigation. Note that, in this respect, place recognition
can be viewed as a content-based image retrieval (CBIR) problem [41] in the sense that a
database is searched to find the most similar images to the query.

2.2 Place representations

Among the processes represented in Figure 2.2, key in vision-based place recognition
is finding suitable location-representing features that tolerate environmental changes, as
demonstrated in Figure 2.1. In general, the feature extraction approaches fall into two
broad categories: traditional approaches and learning-based approaches.

2.2.1 Traditional approaches

For traditional approaches, the central process is to select the most salient features that
could differentiate the image from others. In other words, the selected features are used to

11



Figure 2.2: The fundamental processes of image-to-image place recognition. The main
element is finding the similarity between two images: one from the query and another
fetched from the geo-tagged database. To match between two images, each of them is
applied the feature extracting methods to create a feature descriptor. The feature descriptors
of the two are compared using the matching algorithm. The final product is the similarity
score, which represents the similarity between the two.

describe the information that is relevant to the image. Due to the characteristics of feature
selection, the traditional approaches are also known as hand-crafted features. Commonly
selected features include geometric information, such as corners, edges, blobs, and ridges,
and low-level visual information, such as colours, pixel intensity, textures, and contours.
The techniques can be divided into two broad categories: local-based and global-based.
Figure 2.4 illustrates the concept of each type of approach.

Local-based approaches represent an image by making use of salient points or regions
of interest. The techniques dominating the early state are the scale-invariant feature trans-
form (SIFT) [80] and speeded up robust features (SURF) [81]. These techniques are com-
monly incorporated with a visual dictionary, such as bag of words (BoW) or bag of features
(BoF) [82]. The primary process involves treating the repeated patterns of local features
and quantising them in the form of visual vocabulary or a visual codebook (dictionary).
A common technique for quantisation is to cluster the visual words using an algorithm,
such as k-means clustering. Among the systems using local-based features, the probabilis-
tic FABMAP method [54, 55] is the most well-known in vision-based place recognition;
the system recorded the scenes using over 100,000 visual words and used them for se-
quentially tracking the current location. The place recognition process was used for loop
closure operation; in other words, the system recognised the revisited places by consider-
ing the similarity between the set of stored visual words. Each contained rarity indexing,
which boosted the distinctiveness of the scene.

For the global-based approaches, instead of focusing on points of interest, the tech-
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Figure 2.3: The general overview of a place recognition system using the static image-to-
image database. Given a query image, the system searches for the best match from the
geo-tagged images stored in the database. Once the result is returned, the query image is
assumed to be taken at the same geo-location. This information can further be used for
localisation.

niques are applied to the whole image. As illustrated in Figure 2.4b, the colour his-
togram extracted from the whole image is a simple example of a global feature. One
of the most well-known global-based techniques is the GIST descriptor [83], which is
the low-dimensional holistic scene descriptor using spectral representation spatial enve-
lope features. Compared to local-based techniques, the global-based techniques consume
less computational time and space. Several works have applied these types of features for
location-based applications, such as a large-scale place matching [84, 85, 86] and localisa-
tion and navigation [87, 88, 89, 90].

(a) (b)

Figure 2.4: Traditional approaches consist of (a) local feature-based descriptors and (b)
global feature-based descriptors. The main difference is how each technique is applied to
the image. The local-based techniques are only interested in some parts, while the global-
based techniques apply equally to the whole image.

It was noted in [91] that both approaches have complementary attributes: local features
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provide invariance to viewing positions and directions, while global descriptors provide
better invariance to changes in viewing conditions; however, neither one can perform both.
In response to this, hybrid approaches have been introduced to overcome invariance in both
viewing directions and condition problems by making use of both local and global features.
The first aspect of hybrid approaches is to use patch-based features combined with global-
based techniques [50, 92]. The second aspect is to combine the usage of two or more types
of global and local features. For example, a representation is created by combining both
local and global features [93], or, in the matching process, GIST is applied first to narrow
down the candidates, and SIFT is then applied to find the best match [94]. However, in
recent years, these hand-crafted descriptors have been outperformed by the learning-based
approaches in both performance and invariance. This is discussed in further detail in the
next section.

2.2.2 Learning-based approaches

The key difference between the traditional approaches and the learning-based approaches
is that, for the latter, the system makes use of the learned mathematical models for auto-
matically predicting or making a decision without human involvement. The core process of
learning is to observe the patterns in data and automatically learn from them. The learning-
based approaches generally fall into two categories: unsupervised learning (clustering) and
supervised learning (classification). The former does not require any prior knowledge or la-
belled data; examples include k-mean clustering and the Gaussian mixture model (GMM).
Its purpose is for grouping similar data together by using the function to infer the hidden
patterns of unlabelled data. The latter works based on the pre-defined image classes and
the support vector machines (SVM) is widely used. A group of works [95, 96, 97] have
applied SVM to solve the problem of place recognition. These stated techniques were con-
sidered state of the art until learning-based approaches using deep learning made substantial
progress, especially for image-related problems including recognising places.

Among the deep-learning approaches, the convolutional neural network (CNN) is the
most well-known model, especially for image-based problems. This model was introduced
in the 1990s; however, its use did not become widespread until the introduction of the
AlexNet model, which set a new state of the art for object classification over millions of
data. This leads to other CNN models [98, 99, 100] which have later been extensively used
in many fields, including robotics and computer vision.

To apply CNN to image matching tasks, two common techniques are used: (i) gen-
erating similarity functions and (ii) extracting features. The former applies the Siamese
model [101] to learn the similarity between fed image pairs, as in [102, 103, 104]. For
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Figure 2.5: Architecture of AlexNet adopted from [11]. The model consists of five con-
volutional layers and three fully connected layers. Several place recognition applications
[12, 13, 14] use the intermediate results retrieved from mid-layers (such as conv3, conv5,
and fc6) as the image descriptors.

the latter, the results from CNN layers are used as image descriptors. To provide a better
understanding, Figure 2.5 illustrates the structure of the AlexNet model, which consists
of five convolutional layers (conv1, conv2, conv3, conv4, and conv5) and three fully con-
nected layers (fc6, fc7, and fc8). Numerous works [12, 13, 14] have demonstrated the use
of products from the mid-layers (such as conv3, conv5, and fc6) as the image descriptors.
The results indicate that using mid-level features provides benefits for performance. In
addition, the approach of CNN as a feature descriptor can be sub-categorised into whole
image descriptors [51, 52, 105] and patch-based descriptors [106], depending on how they
are applied.

Although these stated techniques demonstrate improvement for image matching, CNN
still contains major drawbacks, including the high computational cost and massive amounts
of labelled data the network requires for training. Additionally, the structures of networks
are still unclear. In particular, the state-of-the-art AlexNet model [11] (the architecture
illustrated in Figure 2.5), consists of 600 million parameters and 650,000 neurons. Hence,
it is difficult to interpret their learning due to this amount of data. This problem may require
further investigation. However, CNN models are still widely used in all areas, including
vision-based place recognition.
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2.3 Challenges in vision-based place recognition

The previous section reviewed the general techniques of image-based feature extraction for
representing a place. However, as in [56, 57], the tendency of vision-based applications has
shifted towards the ‘lifelong’ approach. The key characteristics of lifelong systems include
their ability to be used any time, at any location, and in any conditions. In other words, for
the long run, the system should be able to operate at any time of day, ideally 24/7. Based
on the current state of research, under the fixed-scale area, repetitive visiting, and static
environment, it is possible for feature-based systems to operate endlessly. However, the
stated situation is not practical in the real world, which is full of changes, as illustrated in
Figure 2.1. As reported in [56, 57, 58, 61], the feature-based approaches do not cope with
this issue. For instance, in [58], they demonstrated failure in using the FAB-MAP system
at night (after 7 pm). Based on this, the challenges in vision-based place recognition can
be characterised as invariance and scalability. More details on the impacts of these issues
are discussed in the next sections.

2.3.1 Invariance

Invariance refers to the property of remaining unaffected by any variation. For vision-
based place recognition, the variation comes from the use of visual information as the main
source. Figure 2.1 illustrates examples of data variation, including temporal changes such
as seasons, time of day, and lighting directions, and spatial changes such as viewpoints and
occlusions. To deal with changes, some researches proposed improvements to the state-of-
the-art feature extraction techniques [81, 107, 108] or made use of custom feature-based
techniques, such as in [56, 58, 59, 109, 110]. These techniques attempted to present robust
place representations that tolerate environmental changes. The key is to identify the static
or semi-static points of interest, as those are hardly affected by the spatial and temporal
conditions. For example, in [59], given an image taken at the same location but in the
different seasons, researchers represented the scene using the static features within that
scene. This technique is more similar to how humans recognise a scene. Humans do not
rely on non-static information such as trees, because their appearance could be affected by
seasonal changes. Instead, they recognise more static elements such as buildings, signs, or
posts.

The notable systems challenging for invariance is seqSLAM [111], which is a vision-
based place recognition for a day and night dataset using patch-normalised sequences of
images. The seqSLAM system was evaluated over the Nordland dataset [112], which in-
cluded sets of routes over 750 km recorded across four seasons. The findings demon-

16



strate the performance of seqSLAM, yet they also show that the system is poorly condi-
tioned if viewpoint changes are too drastic. This problem was later extended to studies by
[113, 114, 115], which showed the improvement of seqSLAM. However, these techniques
have been outperformed by the introduction of deep-learning models. A group of works
[13, 62, 115, 116] faced the data variation by using CNN as a place representation. One
of the notable systems [52] introduced an architecture called NetVLAD. This network is
specifically trained for place recognition using images obtained from Google Street View
Time Machine, which represent images taking at the same place over time. With this, and
subsequent works in [117, 118, 119], the place recognition using NetVLAD shows great
potential for vision-based place recognition, especially in terms of dealing with changes
in time of day and viewpoints. Although these stated methods have demonstrated signs
of progress in terms of invariance, they still relied on the lower-level concept of semantic
features, which are still not robust enough to deal with the problem.

2.3.2 Scalability

Scalability refers to the capability of the system to handle expansion. In this case, it implies
that when the systems explore larger areas and the image database increases in size, they
should be able to maintain their performance, especially in terms of accuracy and speed.
The recent state of autonomous navigation shows high potential over a large-scale building.
However, when the exploration expands to the city or country level, the autonomous sys-
tems are limited by their internal resources. For vision-based applications, which require
significant storage, the scalability of the system is of great concern. For example, as re-
ported in [55], to store a single 1000 km route, they required 177 GB of storage. To put this
into perspective, in 2016, the explorable roads in England recorded in [120] were 188500
km in length. If the goal were to have a system that covers all roads in England, storage of
at least 33 TB space would be needed.

Using the tree structure to reduce the searching time, the average processing time re-
ported in the same paper was around 480 ms to update their 100,000 visual words over the
1000 km routes. Applying this to the England case, the processing time in the average case
would be around 90 seconds for the update. However, these assumptions are based on the
settings stated in the paper. In practice, having the expansion of the database, the time to
search might not grow linearly. Moreover, the 100,000 visual words might not be sufficient
to describe the whole England scenes. As a result, increasing amount of vocabulary affects
both storage size and processing time. These examples reflect the importance of scalability
for image-to-image database matching.
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To overcome the data size issue at the hardware level, the techniques for complex-
ity reduction include sparsification, parallel computation, and work distribution [121]. At
the algorithm level, the preprocessing algorithm is the dimensional reduction [122, 123],
the visual dictionary [82, 124], and indexing techniques [125]. The aim of using these
preprocessing techniques is to compress the data so it would consume less storage space.
However, even with these techniques, the growth of data is still the main problem for image-
based applications.

2.4 Vision-based place recognition using semantic infor-
mation

In response to the problems of invariance and scalability, recent studies of vision-based
applications have moved toward semantic reasoning approaches. The term ‘semantic’ in
computer vision can be interpreted in different degrees, from a low level, such as texture
and colour, to a higher level, such as a physical address, types of buildings, and historical
eras. Compared to traditional features, semantic information has the potential to cope better
with changes in the environment and is likely to be more impact. For instance, Figure 2.1
presents examples of environmental changes in a scene, including (i) day and night, (ii)
seasons, and (iii) transient objects. Even with these changes, the semantic information of
the scene is the same; given images of a building taken at daytime and nighttime, they still
depict the same building. Based on this property, we can handle the invariance problem.
For scalability, we rely on the compact nature of the semantic descriptor.

Another example is displayed in Figure 2.1a. One might describe each scene as ‘a
building’, ‘a tree’, ‘at noon’ (top row), or ‘at night’ (bottom row), and most humans would
understand these descriptions. This contrasts with the way feature-based descriptors rep-
resent a scene as a set of salient points. Given a situation in which the scene is recorded
during daytime and nighttime, the detected image features of that scene might change to
the degree that the system needs to record a new set of visual words. However, in the same
situation, humans can still describe the scene using the same term – ‘a building’ – with no
additional description needed. We believe that this property could support the scalability
issue.

For autonomous localisation, a number of techniques have increased the semantic senses
in feature-based methods by integrating the visual dictionary or the statistical models, as
in [82, 124, 126]. However, these visual words in the human perception do not contain
any linguistic information. To recognise a place, humans rely on the visual cues retrieved
from their surroundings. The term ‘landmark’ refers to the visual components of a scene
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that influence localisation and navigation [127]. Based on this, several autonomous naviga-
tion systems have moved towards the higher concept of semantic information. Figure 2.6
illustrates the common semantic-related techniques used for location-based applications.
In computer vision, semantic approaches are generally characterised as segmentation or
classification.

(a)

(b) (c)

Figure 2.6: Examples of methods to extract semantic information from a scene. The top
row presents (a) a visual pattern using mid-level visual representation. The bottom row
shows (b) the concept of scene segmentation, in which components in the scene are seg-
mented and labelled, and (c) the concept of object/landmark detection within a scene; all
boxes represent the detected landmark regions.

For segmentation, the common process of retrieving semantic information is to segment
images and label each segmented group using semantic labels such as buildings, trees,
and cars (Figure 2.6b). The state-of-the-art techniques for segmentation include Markov
Random Field (MRF) [128] and superpixels [65, 66], which are used to detect a group
of connected pixels with similar intensity (either colour or grey level). Each of them is
further processed by feeding to the learned model to obtain a semantic label. Recently,
both segmentation and semantic labelling processes have been replaced by CNN models,
as in [129, 130, 131].

An alternative to segmentation is to extract the architecture or the style of buildings,
which contains a higher level of semantic information (Figure 2.6a), such as building façade
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segmentation, which is used to detect the surface of each building [46, 132, 133]. A number
of studies [134, 135] have applied a method of mid-level visual representation trained using
SVM, which contained a higher sense of semantic reasoning than visual words, but lower
than actual semantic objects. The others [136, 137] proposed methods using the learning-
based techniques to train the systems to distinguish the characteristics of patches taken
inside and outside the cities. The final products of these techniques are typically applied to
geo-localisation problems, such as city classification [137, 138, 139], scene understanding
[140], and cross-domain/cross-view matching [92, 141].

The task of classification is to detect linguistic objects or salient landmarks appearing in
the scene, such as cars, trees, signposts, and buildings (Figure 2.6c). Common techniques
include salient region detection [142, 143], geometric detection [16, 45, 144, 145], and text
detection [146, 147]. Similar to the segmentation approach, the classification technique can
also be replaced by CNN’s region detection models [148, 149]. In practice, classification
approaches are usually combined with segmentation to classify segmented pixels.

Figure 2.7 summarises the process of semantic extraction from visual information for
navigational purposes, as in [15]. The systems make use of the ‘semantic map’, which is
the coarse semantic segmentation of the scene using scene segmentation combined with the
previously stated classification techniques. In the earlier state, the system only performed
feature extraction and quantised them into a set of visual words. For example, in [43],
they segmented the image query and quantised them using visual words. These words are
matched with a list of visual words stored in the system as a semantic map. However, even
these techniques have introduced the use of the higher level of semantic features; in terms
of the systems, they only rely on the coloured representation (groups of labelled pixels),
rather than the real linguistic semantic context.

Figure 2.7: The concept of semantic extraction from visual information for localisation
and navigation systems derived from [15]. Note that the robotic map depicted in this figure
refers to metric and topological maps, which are the general maps used in robotics. More
details about these maps are presented in Chapter 4.

Therefore, to integrate semantic information into the system, the extracted features are
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labelled using natural language descriptors, such as buildings and road segments. The
standard method is to assign salient objects to represent the place, such as regions of interest
[62], road lanes [63, 64], traffic lights [44], and text [150, 151]. These representations are
further combined with the robotic map to create the semantic map. However, for humans,
knowing only salient objects may not be enough to recognise the place. The locality of
objects is also important. Thus, we address the integration of relative positions between the
objects in the scene. To provide a better understanding, Figure 2.8 illustrates the importance
of spatial knowledge. Figure 2.8a contains only objects. In Figures 2.8b, 2.8c, and 2.8d,
road segments are added to shape the spatial relation between objects. Therefore, if we
compare Figures 2.8b, 2.8c, and 2.8d, which contain the same objects, with the spatial
relationship provided, we differentiate Figure 2.8c from Figure 2.8b and Figure 2.8d. Given
this information, we believe that the spatial arrangement of landmarks is vital to semantic-
based place recognition. This is further discussed in the next section.

2.5 Spatial awareness in the human place recognition

For humans to recognise a place, they rely on their mental representations for spatial knowl-
edge, known as the cognitive ‘map’ [67, 68, 152], which relates to the field of automated
reasoning. Spatial knowledge refers to the acquisition of the orientation in a large-scale
space. A review in cognitive studies [69] concluded that humans recognise a place by
relying on their spatial knowledge, which consists of (i) local landmarks, (ii) spatial rela-
tionships among the local landmarks, and (iii) how local landmarks are oriented in relation
the observer. This suggests the integration of semantic information in human place recog-
nition.

To gain a better understanding of human abilities, experiments were conducted in which
participants were prompted to draw a directional map that led to a certain location [153].
The continuity of the studies indicates that the varying representations in the drawings did
not affect the map interpretation ability of the participants. For example, one person might
project the building as a square, while another one draws it in a circular shape. Based on its
locality (where it is placed) in the scene, both the square and the circle would be success-
fully interpreted as a building. Another study based on the human sketch map was detailed
in [72]. They asked the participants, who regularly visited a place, to draw it on a map. The
researchers observed a loss of information on the sketched map compared to the real-world
data; however, the experiments revealed that the drawn maps contained cognitively ade-
quate, accurate, and reliable spatial information with 90% accuracy, including landmarks,

21



(a) (b)

(c) (d)

Figure 2.8: The use of spatial knowledge combined with the salient objects in the scene.
Although the landmarks appearing in the scene are the same, the arrangement in (c) differs
from (b), which indicates that it is a different location. If we observe carefully, the arrange-
ment of landmarks in (d) is similar to (b) in the reverse direction. We can infer that spatial
knowledge is important in the image-to-image matching task.

road segments, and junctions. The findings imply that humans have some ability to project
their knowledge in the form of landmarks and spatial arrangement.

In the computer vision and robotics field, the use of the spatial distribution is conceptu-
ally applied in many research areas. For example, for feature-based descriptors like SIFT,
the descriptor itself also consists of the orientation between detected keypoints’ features.
This concept of spatial integration has been demonstrated in several studies to improve the
traditional feature techniques, such as in [154, 155, 156]; these stated methods integrated
the spatial contextual information into BoW to strengthen the matching process. Another
scenario is the way in which autonomous systems store their surroundings as a map; the
typical forms of the robotic map are topological based and metric based (more details in
Chapter 4), which include some degree of spatial knowledge.
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Regarding robot navigation, [157] demonstrated the use of spatial knowledge (i) to
make the robot learn to generate the cognitive map and (ii) to train the robot to make a de-
cision by finding shortcuts and establishing new routes. Both applications are based on the
landmark, route and survey (LRS) theory [21], which refers to the cognitive map construc-
tion of humans using landmarks and their spatial relationships (more details about LRS
theory are discussed in Chapter 4). In addition, others [158, 159, 160] used this concept to
create a map that contained abstraction between the level of the sketch map (human cog-
nitive representation) and topographic map (spatial representation) for robot navigation;
this map was shared between the robot and the human instructor. Conceptually, the robot
received human instructions in natural language and performed the navigation task based
on that command. To do that, the robot needed to understand the human context, including
the spatial representation of the scene. These provisional experiments indicate some im-
provement in robot navigation using spatial knowledge. However, studies of the full use of
spatial context and the impact on performing location-based activities still receive limited
attention from the community.

2.6 Discussion

This chapter has presented several image-to-image-based place recognition systems, start-
ing from traditional techniques using local-based and global-based features, then moving
to the learning-based approach. Still, gaps and open questions remain. We chose semantic-
based approaches because they are better for invariance, more compact, and more similar
to human perception. For this, we propose a method of place recognition that enforces the
spatial relations among salient objects.

We consider that applying spatial knowledge to the system impacts the performance of
recognising the place. This is similar to [58, 59], which worked on environmental changes
by identifying the static features appearing in the scene across seasons. In this respect,
the spatial distribution is also static information that is highly resistant to any changes. For
example, as demonstrated in Figure 2.1b, even across the seasons, the distribution of salient
objects such as buildings, trees, and road junctions is still the same. This is also true for
the other examples in Figure 2.1. Based on this, we propose a method that contains the
following mechanisms:

(i) Detect salient landmark regions

(ii) Create landmarks feature vectors

(iii) Match landmark regions
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(iv) Maintain consistency of spatial distribution of landmarks

Although we aim to observe the impact of spatial knowledge, selecting salient objects
is also important. To do that, we seek a method to detect the regions of interest within a
scene and convert each salient region into some form of representation; the place represen-
tation needs to be invariant to changes in the scene. Based on these conditions, we adopt
the method of Sünderhauf et al. [62], who demonstrated improved vision-based place
recognition using proposal regions from Edge Boxes [16] combined with vector features
from CNNs [11] to match regions between scenes. By using Edge Boxes, the system is
free from training a network for a specific environment. They evaluated the method on an
urban environment using road sequences in Berlin, Germany. The results revealed some
improvement over the earlier state-of-the-art techniques, SMART [114] and FAB-MAP
[54], especially in terms of invariance. However, their process of region matching did not
include any spatial knowledge; we later explain this limitation.

We then extend the approach by encoding the spatial distribution of the regions within
a scene. The number of scene understanding applications is based on the relationships
between object alignment or their hierarchical connections. As noted in [41], in CBIR
problems, several proposals store the spatial location of each region of interest and use it
for searching. An example of using this for the scene-related problem is a model called
visual Memex (Memory and Index), which records objects and their spatial relationships
[161]. The model is used to predict the lost object within a scene. For example, given a
hidden object, such as a car, the Memex model makes an assumption based on the following
characteristics: the object connects to a road, nearby is another car, and trees and windows
are in a higher position. These spatial relationships are used to predict the missing object
to be a car. This demonstrates the importance of spatial distribution within a scene.

For place recognition, the work in [162] presented scene matching using the histogram
of forces (F-histogram) as a scene representation and created the object map; this work
relates to our interest, as, for matching, they enforced the use of the spatial relationship
between all object pairs in the scene. By using this representation, they coped well with the
changes in viewpoints between scenes, but they were limited by the number of objects in
the scene. If there are several objects, the computation costs can be loaded for real-world
applications. Similar to this, the related work presented the semantic-based matching be-
tween scenes, which were widely disparate by making use of the relative positions between
the detected traffic lights in each scene [163]; this method demonstrated the potential of
recognising a place, even with the drastic viewpoint changes. Motivated by these studies,
we adopt the same concepts by storing the order of landmarks. More details on this are
provided in Chapter 3.
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Chapter 3

Place recognition using landmark
distribution descriptors

In the previous chapter, we reviewed several works on vision-based place recognition. The
key element behind the task is to find a suitable representation for the view. The com-
mon approaches of feature extraction fall into two main categories: matching local features
between views (local descriptors) and comparing whole-image characteristics (global de-
scriptors). However, as highlighted in [91], none of these features are simultaneously in-
variant to viewing positions, directions, and changes in viewing conditions. As the problem
we focus on is finding the match between different views of the same location taken at a
different time, we sought the alternative.

In this work, we focus on single images for matching. Using a one-to-one pair of
the test and reference views may lead to inaccuracy compared to the use of image se-
quences, but the latter would make the problem more challenging. In addition, there is a
chance that a suitable algorithm for a single-image problem, can later be extended to work
with sequences. Therefore, we demonstrate that linking spatial knowledge to the detected
landmarks can improve the performance of single-image place recognition with no addi-
tional information provided. Figure 3.1 illustrates an example of image matching using the
feature-based technique (top row) and the salient regions technique (bottom row). Upon
careful observation, the matching features are not well aligned compared to the salient
landmark regions that visibly maintain their spatial arrangement. However, matching be-
tween scenes is not a straightforward task. As depicted in Figure 3.2, similar landmarks
appear in different places; though the individual landmark may match, their relative posi-
tions might be incorrect. Therefore, along with feature vector matching, the system should
maintain the consistency of the spatial pattern of landmarks between views of a place.

To achieve this, we introduce a method for place representation called the landmark

distribution descriptor (LDD), which consists of the horizontal stack of landmark feature
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Figure 3.1: An example of an image pair captured from the same location but with a slight
displacement. The top row displays matching using the features method, and the bottom
row depicts matching using salient landmarks. The matched features are not well aligned
compared to the salient landmark pairs.

vectors. In Section 3.1, we summarise the system overview of the LDD, which consists of
the processes of Section 3.1.1 – landmark selection and construction of LDD, and Section
3.1.2 – a comparison between two LDDs, with spatial knowledge enforced. In Section 3.2,
we compare our described method with the selection of image-to-image-based methods.
Finally, in Section 3.3, we summarise the overall results, which lead to future research
possibilities, discussed further in Chapter 7. Note that the arguments, figures, and results
described in Chapter 3 have been published in [164] and, in this part of work, we use the
terms ‘landmark’ and ‘salient regions/objects’ interchangeably, which differs slightly from
how humans linguistically perceive actual landmarks.

3.1 Vision-based place recognition using landmark distri-
bution descriptors

The general idea of the image-to-image matching processes is summarised in Figure 2.2.
We designed our descriptor following this concept, with an additional mechanism for spa-
tial integration, as illustrated in Figure 3.3. Based on this, in this section, we describe the
processes of (i) constructing the landmark distribution descriptor (LDD) (Figure 3.3a-c)
and (ii) comparing between two LDDs (Figure 3.3d). There are three steps to constructing
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Figure 3.2: Examples of views captured in the same cities but positioned differently. The
similarity in architecture is clear. This makes our problem more challenging.

an LDD. The first is to select a set of landmarks or salient regions (Figure 3.3a). The second
is to identify the connection between each landmark to create a spatial relationship (Figure
3.3b). Finally, the linked landmarks are stacked to create an LDD (Figure 3.3c). This is
discussed in greater detail in the following section.

3.1.1 Constructing landmark distribution descriptors

In this section, we discuss the processes of constructing LDDs: landmark selection and
spatial integration and landmark feature vector construction. The processes are as follows.

Landmark selection and spatial integration

An urban scene typically contains various objects, as depicted in Figure 3.4. Thus, selecting
a set of objects that represent a scene is a challenging task. Vision-based applications
apply a variety of objects, such as traffic lights [44, 163] and road lanes [165]. We can
relate this problem to object detection and visual saliency detection [166]. In general, the
techniques can be grouped as non-learning based and learning based. For non-learning-
based approaches, the standard method is proposal detection [167], such as in [16, 45,
145]. For learning-based approaches, the general technique is to train systems to detect the
presence of instance objects, such as cars, trees, and buildings, as reviewed in [168]. In
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Figure 3.3: The concept of image-to-image-based place recognition using landmark distri-
bution descriptors. The key steps are (a–c) to construct the descriptor by detecting salient
landmarks and integrating the spatial relationship between detected landmarks, and (d) to
compare between two descriptors to obtain the similarity score, which indicates how close
they are.

recent years, a common technique is to apply CNN models for region detection, such as
R-CNN [148] and Faster R-CNN [149].

Initially, we chose the simple non-learning method for proposal detection to reduce
the complexity of our system. Among the stated techniques, we used Edge Boxes [16], a
tool for object recognition, which later demonstrated effectiveness for our application. The
process of Edge Boxes is based on the observation of the likelihood that something is an
object of the contours contained within a bounding box. Those boxes form a set of proposal
regions suitable for further processing. Similar to [16, 62], we made use of the Edge Boxes
ranking to limit the number of landmark proposals and to speed up our computational time.

Figure 3.4: Examples of semantic objects appear in the scene; how can we detect all pos-
sible objects? For this, we sought techniques that provided proposal regions with those
objects in the scene that are likely to be salient.

The next step was to integrate the detected regions with spatial knowledge. To construct
the ordering relationship between salient regions, a number of works have used graph-based
techniques to identify the connectivity or hierarchical structure between landmarks, such as
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[161, 162]. However, for the same purpose as with proposal detection, we chose a simpler
operation to specify the relationship of each salient region. To do that, we vertically par-
titioned the image and selected a fixed number of the highest-ranking landmark proposals
in each section. We call these panoramic sections. In addition, we allowed partial overlap-
ping between sections so that individual landmarks could belong to more than one adjacent
section. This is important when matching landmarks, as we avoid discarding any boundary
straddle proposals.

In general, we denote L = {l1, l2, . . . , lN} as the set of landmark proposals in an image
detected using the Edge Boxes algorithm. We selected a subset of landmarks L̂ such that
L̂ ⊂ L and

L̂ =
S⋃
s=1

L̂s (3.1)

where L̂s is a subset of top-ranking proposals in a panoramic section s, and S is the number
of panoramic sections.

(a) (b) (c)

Figure 3.5: Examples of the reverse direction situation – set (a) and (b) is an image pair
captured from different directions, but each of them points to the same location. In (c),
we show the horizontal flip of (b). There are some landmarks missing, and some new
landmarks appear, which makes the problem more challenging.

By using the panoramic sections, we gain spatial knowledge of the scene; however,
there are situations that our method cannot cover, such as the reverse direction. A related
work proposed a technique using regions of interest similar to ours, but they handled a
reverse scene situation using the deep-learning method to link the salient regions [169].
However, this solution can partially solve the problem. An example of a more difficult
situation is shown in Figure 3.5. The appearance of a scene in Figure 3.5b and Figure 3.5c
(the flipped version) seems to differ from Figure 3.5a, especially in the middle areas. This
is further discussed in Chapter 7.

Landmark feature vectors

Given a view, we constructed feature vectors for all of the landmark regions in the se-
lected subset of proposals L̂. The vectors corresponding to the section subsets L̂s then
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formed the LDD for the view. To do that, we constructed feature vectors using CNN mod-
els. Such models are typically used in image matching (i) to generate similarity functions
between image pairs [102, 103, 104] and (ii) to extract feature descriptors [12, 13, 14]. Fol-
lowed [62], we used an off-the-shelf pre-trained AlexNet network [11] provided by Mat-
ConvNet [170] and extracted the feature vector from the third convolutional layer (conv3).
To match the required network input size, each landmark region was resized to 227 × 227

pixels. We used the results from the conv3 layer to produce feature vectors of dimen-
sions 13 × 13 × 384 = 64, 896. However, this number is quite large. To reduce the size
of the feature vectors, there are several techniques for dimensional reduction, such as in
[122, 123]. We followed [62] to project each vector onto a lower-dimensional space using
a Gaussian distribution matrix. This is a simple but effective method for dimensional re-
duction, as feature vectors are projected onto a significantly smaller number of orthogonal
random vectors. For the experiments, we applied the integer-based random projection ma-
trix Gaussian random projection (GRP) stated in [171] to dimensionally reduce our feature
vectors.

3.1.2 Comparison of landmark distribution descriptors

Figure 3.6: Concepts of LDD comparison using three panoramic sections (S = 3). We
only compared proposal regions within the same panoramic section, which is the final step
in enforcing the spatial distribution of landmarks in the scene.

Given two images, to perform image-to-image matching, we convert them into LDDs
and indicate the similarity between the two feature vectors. There are several methods for
measuring this. The most widely used is the L2-norm or Euclidean distance. However, we
found that computing their cosine similarity yields some improvement over using a straight
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Euclidean distance. Using cosine similarity to match between two CNN features has been
reported in several works, such as [62, 172, 173, 174].

Therefore, in each of the corresponding panoramic sections, we determined the best
matching feature vectors (the maximum cosine similarity) of each section and summed
them up to reveal the similarity score between a pair, as illustrated in Figure 3.6. Note that
the provisional experiment showed that it is more efficient to use only one best pair per
section. In general, given two descriptors, LDD1 and LDD2, containing a set of landmarks

{L̂k1, L̂k2, . . . , L̂kS} (3.2)

for k = 1 and 2, we look for the set of S pairs (l̂1i , l̂
2
j )
s, 1 ≤ s ≤ S, such that

(l̂1i , l̂
2
j )
s = argmax

l1i∈L̂1
s,l

2
j∈L̂2

s

c(v1
i ,v

2
j ) (3.3)

where v1
i and v2

j are the feature vectors associated with landmarks l1i and l2j , respectively,
and c(u,v) = u.v/||u||||v|| denotes the cosine similarity between two vectors u and v,
where ‘.’ denotes the dot product and ||u|| is the length of u.

To avoid duplicating matching landmarks, we set a constraint that no landmark is al-
lowed to be in more than one matching pair. The overall similarity score between the two
LDDs (the two views) is then given by the sum of the S cosine similarities:

sim12 =
∑

(l̂1i ,l̂
2
j )

s

1≤s≤S

c(v̂1
i , v̂

2
j ) (3.4)

The process of strictly matching each panoramic section is our final measure to enforce
spatial knowledge. This is to ensure that the compared landmarks are aligned in the same
order.

For place recognition using LDDs, we applied this matching process to test and refer-
ence views. Given an image, we searched for LDDs within the database that were closest
to the LDD of the test view. Note that, because numbers of test data were acceptable, we
used the nearest neighbour technique to search the database. In other words, the LDD of
the test view was compared to the LDDs of all reference views in the database. However,
in the long-run, the search strategy might need improvement when the size of the dataset
increases.

31



test LDD reference LDD

similarity

LDD comparison

test view reference view

generate proposal
regions

generate proposal
regions

CNN

GRP

CNN

GRP

CNN

GRP

CNN

GRP

PS1 PS2 PS3 PS1 PS2 PS3

similarity

LDD1

LDD2

closest
match

LDD comparison

PS1

PS2

PS3

PS1

PS2

PS3

C

C

C

(a) (b)

Figure 3.7: Construction and comparison of landmark distribution descriptors (LDDs): (a)
landmark proposals are generated for the test and reference image using Edge Boxes [16]
distributed within panoramic sections (PS1-PS3). Landmark feature vectors derived from
a CNN [11] followed by GRP [17] are then horizontally stacked in spatial order to form
an LDD for each image, and (b) descriptors LDD1 and LDD2 are compared by identifying
closest landmark feature vectors within each panoramic section and summing the (cosine
similarity) distances between them to derive a similarity score.

3.1.3 Summary of the system

In sum, we have introduced a novel method of using proposal regions coupled with feature
vectors from CNNs to match landmarks between views. By extending the approach of
Sünderhauf et al. [62], we propose descriptors created from landmark features that encode
the spatial distribution of the landmarks within a view. Descriptors are matched while
enforcing the consistency of the relative positions of landmarks between views.

Figure 3.7 illustrates the overall concept of image-to-image based place recognition
using LDDs. The technique of Edge Boxes is applied for landmark region detection. To
maintain the spatial distribution between the landmark, the scene is vertically separated into
panoramic sections. In this example, the numbers of the panoramic section have been set
to three (as shown in Figure 3.7, PS1–PS3). The spatial-encoded landmarks within each
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section are converted into feature vectors using the CNN features, specifically AlexNet
[11]. To make the descriptor more compact, GRP [17] is applied for dimensional reduction.
The product from these processes is the LDD, as illustrated in Figure 3.7a.

For the matching process, we measure the similarity of two LDDs using cosine dis-
tances. Only landmark features from the same panoramic section can be compared. In
particular, given two LDDs from image A and image B, the landmark features within PS1
of image A can compare only with landmark features within PS1 of image B, and can-
not match across its section to PS2 and PS3 of image B. The same rule applies to other
panoramic sections. This is to ensure the spatial distribution within the scene is maintained.
The maximum cosine scores of each section are summed up to get the final similarity score
to indicate the similarity between two LDDs.

3.2 Experiments and results

In this section, we evaluate the method using single-image pairs (one reference and one
test) datasets taken from urban environments. Large datasets of random places were gen-
erated using online image provider services. The experiments demonstrate the comparison
between our method and the selection of image-to-image-based methods.

3.2.1 Data providers

There are several image provider services, such as Google Street View1, Bing Streetside2,
and Mapillary3. For this work, we used datasets obtained from Google Street View and
Bing Streetside. There are three benefits of using more than one image provider. First,
both Google Street View and Bing Streetside provide a large amount of data. Second,
using more than one image providers allows for variation of data, which means that, even
at the same location, the appearance of the captured image pair is slightly different in terms
of shade, tone, and viewing angle. Finally, as displayed in Figure 3.8, with a pair of only
Google Street View images, even with some displacement, the matching features seem to
target the sky patterns, rather than other significant semantic patterns such as buildings or
roads. By using Bing Streetside, we retrieved a more proper test environment.

Figure 3.9 illustrates an overview of the data gathering processes on Google Street
View and Bing Streetside. Specifically, we set up an area for inspection and randomly
selected a set of locations using latitude and longitude coordinates. For each location, we

1https://www.google.co.th/maps
2https://www.bing.com/maps
3https://www.mapillary.com/app
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Figure 3.8: An example of image pairs captured using Google Street View with displace-
ment, consisting of the original image pair (top row) and feature matching (bottom row).
The alignment of feature pairs focused on sky patterns, rather than other features. Thus,
we decided not to use the pair of Google Street View images in our experiments.

obtained image data by sending the corresponding coordinates to Google Street View and
Bing Streetside APIs.

To add more variation to our dataset, we introduced a small displacement between the
image pair. This range of displacement was selected under the condition that numerous
similar landmark proposals appeared in the scenes, because if the images are too far apart,
it is difficult to recognise the similarity, even for humans. Therefore, given the latitude and
longitude randomly obtained from Google Street View, latG and lonG, we applied:

[latB, lonB] = [latG, lonG]− γ (3.5)

where latB and lonB is the latitude and longitude set from Bing Streetside. In this work,
we set the displacement γ = 0.0001 as it reflects the distance by 5–10 metres apart.

3.2.2 Data variation

To evaluate our system over invariance, aside from having two data sources and the afore-
mentioned small displacement, we added more variation by using datasets from different
cities. This enabled us to observe the performance of the method across various urban ar-
chitectures. Specifically, we selected 200 random locations in six different cities: London,
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Figure 3.9: Conceptualisation of the image pair gathered using Google Street View and
Bing Streetside. We first selected the area for the experiment and randomly determined the
locations (depicted by the cross signs). At each location, we requested the corresponding
images by sending their coordinates (latitudes and longitudes) to each program’s APIs.
In this experiment, we initiated the displacement between the two as γ = 0.0001, which
reflects a distance of 5–10 metres apart.

Bristol, Birmingham, Liverpool, Manchester, and Paris. In addition, the London and Bris-
tol datasets were gathered three times (set1, set2, and set3). The difference between each
set was the distance from the city centre, i.e., the test areas moved further away from an
urban environment. Hence, there were ten test datasets with 2,000 different locations in
total.

Figure 3.10 displays examples of image pairs from different cities. Although the phys-
ical distance between the viewing positions is not substantial, there are significant changes
in structural appearance caused by varying lighting and visibility conditions, such as the
presence of pedestrians and vehicles, as well as significant changes in the scale or focus of
buildings. This makes the process of recognition more challenging. However, even with
these environmental changes, the spatial patterns of the visible landmarks are still main-
tained; this is the characteristic of the urban scene that we aim to investigate through this
experiment.

3.2.3 Comparison methods

To evaluate the performance of our method, we applied the same datasets and compared
our results with four other methods: (i) the CNN landmark-matching method of [62], (ii)
whole-image CNN matching [13], (iii) whole-image SIFT matching, and (iv) whole-image
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Figure 3.10: Examples of image pairs from each of the six cities in the ten datasets used in
the experiments. Each pair is displayed vertically, and there are three pairs per row. From
the top row to the bottom row and left to right are London, Bristol, Birmingham, Liverpool,
Manchester, and Paris.
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GIST matching. Relevant details for each method are discussed in this section.

CNN Landmark matching (CLM)

(a) (b)

Figure 3.11: Conceptualisation of (a) CLM and (b) LDD landmark proposal matching.
Though the basis is the same, LDD enforces the spatial distribution. Landmark proposals,
in our method, can match within their section when CLM proposals contain no restriction
for matching.

As illustrated in Figure 3.11, the primary difference between our method and that
described in [62] is that matching in the latter is based on identifying similar land-
marks across both views without a relative position. Specifically, best-matching pairs
of CNN-GRP feature vectors are selected from Edge Boxes proposals, and the over-
all similarity between two views is the sum of the cosine similarities, weighted by
a measure of similarity of the box size. In regard to clarity concerning our experi-
ments, we found that the similarity metric provided in [62] did not yield sufficient
performance. Therefore, we used a modified version that provided significantly bet-
ter performance.

To find the similarity score Sab between scene images Ia and Ib, we applied the
modified version of equations (2) and (3) stated in [62] as:

Sab =
1

na · nb

∑
ij

(dij · sij)) (3.6)

where na and nb denote the total number of detected Edge Boxes in Ia and Ib, and
dij denotes the cosine similarity of the ith and jth Edge Boxes detected within scene
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images Ia and Ib, respectively. The variable sij denotes the shape similarity scores
calculated from

sij = 1− (
1

2
(
|wi − wj|

max(wi, wj)
+
|hi − hj|

max(hi, hj)
)) (3.7)

, where wi and wj are the width and hi and hj are the height of the ith and jth Edge
boxes, respectively.

For comparison, we chose the same number of landmark proposals and the same
GRP reduction size as ours. One used 25 proposals (CLM-25) and another used 50
proposals (CLM-50). Note that it is possible to improve the matching process of
CLM using the technique of aligning the matching salient regions. However, this ne-
cessitates further investigation. In the present research, we only focus on evaluating
the impact of spatial knowledge integration; using this method is an efficient way to
represent the contrast of applying spatial knowledge.

CNN whole image matching (CWI)

Rather than finding landmark proposal regions for whole-image matching, we di-
rectly extracted the same CNN-GRP feature vectors from the whole image as used
in [62]. Therefore, cosine similarity is again used as the comparison metric. We
apply this method to observe the result using a CNN model in whole-image form
comparing to patch-based form.

Dense SIFT matching (SIFT)

We chose a dense keypoint version of SIFT descriptors [80] as the representation of
local feature-based methods. Specifically, we applied the implementation provided
in the VLFeat library [175]. Note that by using dense keypoints, the accuracy of
matching might be better than the normal SIFT; however, the processing time is
slower, as there are a greater number of features. However, in this work, we focus on
the precision of matching, rather than processing time.

GIST matching (GIST)

We selected the GIST descriptors as the representation of global feature-based meth-
ods. Therefore, we compared our method with whole-image GIST matching based
on the implementation provided by Oliva and Torralba, as described in [83].

We then applied the above methods to our image pair datasets and compared the results
with our method.

38



3.2.4 Place recognition using LDDs

We compared the performance of our method against the comparison methods for all ten
datasets from six different cities. Each dataset contained 200 view pairs from various loca-
tions, one view taken from Google Street View and the other from Bing Streetside. Note
that we used the Streetside images as test images and the Street View images as reference
images. There are several methods to measure the performance of retrieval. At the initial
state of work, we followed [62] to record precision and recall, indicating the overall accu-
racy of the system. This is also a standard evaluation method for place recognition systems,
as stated in [91]. We discuss further improvements in Chapter 7.

Therefore, precision (P ) and recall (R) are defined as:

P =
tp

tp+ fp
R =

tp

tp+ fn
(3.8)

, where tp, fp and fn denote the number of true positives, false positives, and false nega-
tives, respectively. We define each term as:

• True positive: the test image is matched with the reference image taken at the same
location.

• False positive: the test image is matched with a reference image taken at a different
location.

• False negative: the test image is not matched with any of the reference images based
on a threshold of the ratio between the closest and second closest matches. Note that
the variation of this threshold also enables us to create precision-recall curves.

Hence, in the experiment, we used the initial set-up as follows:

• Size of the test images

We set the image sizes as 640 × 480 pixels for both Google Street View and Bing
Streetside and used sections of size 320 pixels. Our provisional tests showed that us-
ing the larger number of proposals in the central panoramic section had a significant
impact on performance.

• Panoramic section

To gain a sense of spatial distribution, we applied the concept of vertically partition-
ing the image. In this work, we used three panoramic sections: left, middle, and right
(in equation 3.1, S = 3), which allowed for 50% overlap with their adjacent sections,
as illustrated in Figure 3.12. This overlap reduced the sensitivity to the positioning
of section boundaries.
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(a) (b)

Figure 3.12: An example of segmenting the view into three panoramic sections (S = 3). In
this work, we assume that the vanishing position is at the centre of the image, as depicted
in (a), and (b) Edge Boxes detection applies to each section separately. Note that for the
middle section, we used a smaller patch to avoid detecting elements on the road.

• Centre of the partition

We assumed the images had been taken from a regular viewpoint, which is the camera
pointing to the road. Therefore, we used the image centre as the centre of partitioning,
as illustrated in Figure 3.12. However, the data might not always align in the regular
viewpoint, and we propose later using the vanishing position (VP) as the centre. This
is discussed in greater detail in Section 3.2.5.

• Number of top-ranking proposals

We fix the number of top-ranking proposals according to the panoramic section. In
this work, we limited the number of top proposals to 25 (10 left - 15 middle - 10
right) and 50 (15 left - 20 middle - 15 right) and labelled them as LDD-25 and LDD-
50, respectively. A proposal was counted in a section only if each of its Edge Box
was entirely within the section boundary, and the size of Edge Box region passed the
threshold. Therefore, it is possible to have fewer proposals than stated. For example,
at top proposals of 25, it is possible to have an LDD containing only 22 proposals
(e.g. 7 Left - 15 middle - 10 right) as other proposals do not pass the constraint.

• Size of the descriptor

As we apply GRP for dimensional reduction, we conducted some provisional tests,
reducing the feature vectors from 64,896 down to 512, 1024, and 4096. After com-
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Table 3.1: The record of precision values for 100% recall for all ten datasets using all seven
comparison methods. It is clear that our LDDs, both in 25 and 50 proposals, generally
performed better than other techniques.

LDD-25 CLM-25 LDD-50 CLM-50 SIFT GIST CWI
London1 84.5 55 88 73.5 59.5 47 66
London2 83 68 90 84 58 44 74
London3 72 57 83 69 51 58 64
Bristol1 66.5 51.5 68.5 58 51.5 33 60.5
Bristol2 63.5 50.5 65.5 59.5 40.5 26 54.5
Bristol3 59.5 47 67 64.5 48 37 61
Birmingham 62 44 71.5 60 26.5 38 44
Manchester 69 50.5 71.5 63.5 33.5 33.5 63
Liverpool 74 46 75 62 52.5 40.5 53
Paris 61 35 70.5 49 40 35 38

paring the results and processing time, we chose to fix the dimension size down to
1024. Therefore, with a total of 25 and 50 proposals per view distributed over three
panoramic sections, each descriptor was of size 25 × 1024 and 50 × 1024, respec-
tively. By stacking feature vectors in this manner, we maintained the encoded spatial
relationship between each landmark in the LDD.

Table 3.1 displays the precision values recorded for the various methods at 100% recall
(all matches are treated as positives). Among all datasets, the LDD-50 method showed the
best performance, and, with the exception of two datasets, the LDD-25 method was the
second best. On the average, LDD-25 and LDD-50 got around 68% and 74% of precision,
when CLM-25 and CLM-50 get 48% and 62%. As the bottleneck in this method is the
CNN feature vector extraction, using 25 landmark proposals reduces the computational
load by half. This finding shows the significant impact of using LDDs. By reducing the
number from 50 to 25, our method still maintains a good performance compared to the
CLM method. We believe this directly results from enforcing spatial distribution along
with matching as our representation creates more distinctive views. However, the results
of London datasets and Bristol datasets in Table 3.1 show the trend of gradually dropping
precision. The precision of set2 and set3 of both cities are lower than set1. We believe that
this causes by the different urban characteristic because data in set2 and set3 are gathered
further away from the city centre area comparing to data in set1.

Analysing this deeper, it is also noticeable that the results from the London datasets
were better than the others. Upon close inspection of the samples in Figure 3.13, we find
that the predominant characteristics of places in London contained a highly distinctive ap-
pearance (low degrees of ubiquity). This contrasts with a mix of vegetation and buildings
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in the Bristol datasets and high degrees of ubiquitous architecture within the Paris dataset.
Similar to London, the Liverpool dataset also contained characteristics of high distinction;
however, like Bristol, there were changes in vegetation. For the other cities, the Birm-
ingham and Manchester datasets contained characteristics similar to Liverpool, with lesser
distinction and some vegetation. These urban characteristics are consistent with the results
in Table 3.1.

We selected the London1 and Paris datasets for further investigation, as they exhibited
highly contrasting characteristics in the ubiquitous architecture. Figure 3.14 demonstrates
the variation in precision for the two; this variation in precision comes from reducing recall
by increasing the number of false negatives via the threshold on the ratio of the closest and
second closest matches. Both versions of our method, LDD-25 and LDD-50, outperformed
the other methods. The difference in LDD-25 and CLM-25 was noticeable, with the former
achieving a nearly 30% (60 locations) increase in precision using the same number of pro-
posal landmarks. The results clearly illustrate the advantage of using landmark distribution
to characterise views. Another useful result is displayed in Figure 3.15, which illustrates
the similarity matrices for the same two datasets using methods LDD-50 and CLM-50. The
matrices recorded the similarity scores between each test and reference view. There were
high values down the main diagonal for the LDD-50 method, indicating the strong dis-
tinction of the correct places. In contrast, without spatial distribution, using the CLM-50
method, the closeness of the values was obtained, especially for the Paris dataset.

In addition, Figure 3.16 demonstrates examples of correctly matched views, and none of

these examples are correctly matched by the other methods. In each case, the best matching
landmarks found in each panoramic section are indicated by the colours red, blue, and
yellow, from left to right, respectively. Each colour indicates corresponding landmarks in
each view. These are challenging examples, as they contain differences in appearance and
structure between the reference and test views, particularly with changes in vegetation and
building structure. The similarity between the matched landmark pairs is clearly shown.
Figure 3.17 illustrates examples in which our method failed to match the correct view. The
top row shows the test images, the middle row shows the incorrectly matched views, and
the bottom row shows the correct views. These are particularly challenging examples, as
they are further complicated by a partial disappearance of landmarks. Dealing with cases
such as these will be the subject of future research.

3.2.5 Vanishing position integration

As mentioned, in the previous experiments, we used the centre of the image as the centre
for partition, implementing a slight pan (around 5◦) from the viewing direction between
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Figure 3.13: Examples of image pairs from four different cities. From top to bottom are
London (high discrimination), Bristol (vegetation effect), Paris (high ubiquity), and Liver-
pool (high discrimination with some vegetation). The variation in each dataset is clearly
depicted. This seems to reflect the high precision results of London in Table 3.1, as the
city contains less vegetation and more ubiquity than the others in terms of buildings and
architecture.
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(a) (b)

Figure 3.14: Precision-recall curves obtained for all comparison methods for (a) the Lon-
don1 dataset and (b) the Paris dataset. These figures support our belief that the spatial
arrangement helps improve the performance of place recognition, especially in a city with
less discrimination (as shown in Figure 3.13), like Paris.

image pairs. In this section, we investigate the case of a severe change in the viewing
direction and provide a provisional solution.

In general, the centre position has little impact, since the vanishing position is often
close to the image centre. However, in several cases, such as with a high degree of change
in viewing direction, it makes a difference and corrects the matching of previously incor-
rect places. Therefore, we experimented with adapting the positioning of the panoramic
sections according to view content. Rather than dividing the image evenly into three sec-
tions about the image centre, we computed the location of the vanishing point in each view.
We applied the method described in [176] to centre the middle section, with the adaptation
of the two outer sections.

Table 3.2 displays the provisional results of using the vanishing position. For thedataset-

vp1, which only contains 10◦ changes from the centre of the viewing direction, there is a
slight improvement. However, in the dataset-vp2, which contains 30◦ changes from the
centre of the viewing direction, applying a pre-defined vanishing position showed more
effectiveness. Figure 3.18 further illustrates examples from dataset-vp2. The top row dis-
plays a pair of views captured at the same place, with selected landmark regions derived
using the image centre; this was the incorrect solution, as the detected landmarks in each
test view did not correspond to the same landmarks in the reference views. In contrast, by
shifting the centre to the detected vanishing position of each view, the detected landmark
proposals in the test and the reference views successfully matched. However, these are
only provisional results, and further investigation is necessary to determine the generality
of using the vanishing position.
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(a) (b)

(c) (d)

Figure 3.15: Matrices record similarity scores for 30 locations in the London1 and Paris
datasets using (a) and (c) LDD-50, and (c) and (d) CLM-50. Note that we used 30 randomly
selected location pairs, rather than all 200, for visualisation purposes.

3.2.6 Humans and place recognition

Our previous tests revealed the impact of using spatial knowledge for vision-based place
recognition. However, there are some cases that both our algorithm and the state-of-the-art
techniques could not solve. To reinforce the assertion that humans are better aligned with
solving this problem, we conducted a small online experiment by selecting ten images from
the London1 and Bristol1 datasets, 20 in total. The level of difficulty varied; 80% of these
questions are unsolvable by the system. There were five choices of answers: four of them
were images we manually selected, and another was a ‘no match’ choice. The latter was to
ensure that the participants would carefully observe all choices.

In total, 112 participants joined this experiment; 54% of the participants were between
18 and 24 years old. All were Thai, were unfamiliar with Western architecture, and had
never been to London and Bristol. The average processing time to complete the test was
around 2-5 minutes per set, which was consistent with the psychology studies in [177, 178,
179] claiming that each person has varying levels of ability in location-based activities
depending on their background knowledge.

The provisional results revealed that the average percentage of participants getting each
dataset correct was 72% and 64% for the London and Bristol datasets, respectively. Figure
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Figure 3.16: Examples of the correct view matches obtained using the LDD-50 method.
Matches are displayed one above the other, and there are three matches per row; the match
images contain the sensible match landmark pairs in all three panoramic sections.
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(a) (b) (c)

Figure 3.17: Examples of incorrectly matched views obtained using the LDD-50 method
consisting of test images (top row), best match images (middle row), and the correct re-
sults (bottom row). The correct pairs shown in the top and bottom rows differ in terms of
appearance due to the changes in occlusion, such as (a) shadows and light and (b) a tree, as
well as (c) the partial disappearance of landmarks.
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Table 3.2: Records of accuracy using centre partition at a centre of images and at a vanish-
ing position. Dataset-vp1 contains image pairs with only a small change in the centre of the
viewing direction, while dataset-vp2 contains image pairs with higher degrees of changes.
The cLDD method refers to LDDs with the image centre, and vLDD refers to LDDs with
the vanishing position.

CLM-25 cLDD-25 vLDD-25
Dataset-vp1 38% 60% 66%
Dataset-vp2 20% 38% 62%

Figure 3.18: Using the view vanishing point to centre the panoramic sections improved the
matching of landmarks (right) as compared to using the image centre (left).

3.19 presents an example of a test view given to the participants and the percentage of peo-
ple that chose each answer. Figure 3.20 further illustrates examples used in the experiment.
The results strongly suggest that, even when the degree of environmental change is high,
humans can still recognise the similarity between images captured at the same location,
even if they are not familiar with the area. This opens up further exploration directions.

3.3 Summary

In this chapter, we have presented a novel method for vision-based place recognition using
landmark regions represented by CNN features. Although the method has aspects in com-
mon with the CLM method of Sünderhauf et al. [62], we have demonstrated that the use
of LDDs has a major impact on performance. We gain significant precision not only over

48



Figure 3.19: Example of a test we gave to the participants. The top left column contains the
test image, and the middle and right columns display examples of the given choices. The
pie chart represents the percentage of answers, revealing that up to 64% of the participants
chose the correct answer (Image 1) even though there were obstructions such as trees and
shadows in the query image.

CLM, but over the other whole-image techniques as well. For example, in experiments on
the 200 image pair database, the performance of LDD-25 was approximately 20% greater
(40 locations), on average, compared to CLM-25.

In addition, we demonstrated the impact of data variation on place recognition. For
example, the London and Paris datasets contained various characteristics that affected the
performance of the method. Our method using spatial knowledge exhibited a distinguishing
power over the more ubiquitous areas like Paris. Moreover, for a more practical perspective,
we demonstrated the effectiveness of using the vanishing position as the centre to improve
the performance on image pairs that contained different pan angles. The results revealed
that, by implementing the proper central location, the landmarks detected in each region
were better arranged. Therefore, these experiments suggest the impact of combining spatial
knowledge with landmark detection. This finding is consistent with the human spatial
cognition studies reviewed in Chapter 2. Further, to reinforce the human power of place
recognition, we conducted another provisional experiment using our data with participants.
The results indicate that humans have some ability to solve this problem using no external
information. We discuss further limitations and future possibilities of this work in the final
conclusions in Chapter 7.

In the second part of this thesis, we shift to a more challenging problem: localisation
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Figure 3.20: Examples of views used in the human experiment under three different change
conditions: (a) lighting, (b) displacement, and (c) vegetation. The top row shows the test
view, and the bottom row shows the correct reference. The rates of participants getting the
answer correct were 73%, 44%, and 28%, respectively.

using image to 2-D map. Rather than using the image-to-image approach, we introduce
the autonomous localisation system using image-to-2-D-map approaches. By changing the
reference from images to the 2-D vector map, we aim to gain advantages in scalability,
invariance, and human interaction. Further details are provided in Chapters 4–6.
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Chapter 4

Vision-based cross-view localisation

In Chapters 2 and 3, we demonstrated the use of vision-based place recognition systems
that provide an alternative to infrastructure-dependent sensing, such as GPS, especially
when operating in urban environments. Most approaches adopt image-to-image database
matching, in which environmental images are matched to a database of location-tagged im-
ages or image features [91]. However, as stated in Section 2.3, in recent years, one of the
key concerns raised with such methods regards the invariance of representations to tempo-
ral changes (seasons, time of day, etc.) and spatial changes (viewpoints, occlusions, etc.)
For example, the FAB-MAP algorithms [55] use image features with viewpoint invariance
to provide large-scale matching over long routes of up to 1000 km. At the same time, other
methods deal with changing appearance either through invariant representations [111], stor-
ing multiple representations [180], or learning models of appearance changes [110]. More
recent works have utilised the power of deep-learning methods to gain improved matching
[62, 164]. However, in all cases, large-scale localisation has large-scale memory require-
ments, in the order of hundreds of gigabytes [55], which leads to the problem of scalability.

To overcome these issues, we are motivated by how humans tackle this problem, which
is to use semantic reasoning approaches. In computer vision, as reviewed in Chapter 2,
a group of works [44, 62, 150, 151, 181] applied semantic information for recognising a
place and demonstrated the potential of semantic features to provide invariance and reduced
representation size. However, for large-scale localisation, these methods do not naturally
scale. In this chapter, we consider the use of the 2-D map, which is how humans project
their mental maps for localisation and navigation activities. In particular, in Section 4.1,
we discuss the use of map and navigation. In Section 4.2, we review the development
of autonomous navigation related to human wayfinding abilities. In Section 4.3, we ex-
plore the cross-view localisation approaches, which are similar to the human perception
of location-based activities, and extend our focus to the image-to-2-D-map localisation ap-
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proach, as well as discuss the related works. Finally, in Section 4.4, we summarise the
reviewed techniques and address problems we intend to solve.

4.1 Maps and Navigation

In location-based subjects, a ‘map’ is a form of an image that depicts the selected features
of physical geography. Symbols are generally used as representations of these features; for
example, a square represents a building, or a circle represents a lake. The practice of creat-
ing a map is called cartography and the use of maps has a long history. For example, there
is some evidence that prehistoric people may have used maps [39], supported by depictions
of places that have been found on rocks and carved animal bones, as shown in Figure 4.1.
Subsequently, ancient people expanded their interest in recording their surroundings [182].
For example, ancient Babylonians and Greeks created their version of the world map. Since
that time, the art of cartography has spread across the world.

In general, the work of a cartographer is to project visual information onto a map that
can be stored in various forms and materials. In ancient China, the territories and land-
scapes were recorded on bamboo, wooden blocks, and pieces of silk, and later shifted to
paper. At the same time, to make the record more precise, people have made use of tools
such as compasses and telescopes. In this respect, map development has occurred in paral-
lel with printing technology and navigation instruments. Photography techniques have also
improved information gathering. For example, we can retrieve a wider range of information
from an aerial view (bird’s-eye view) using satellite and remote sensing.

Larger-scale operations require proper frames of reference, which has introduced the
use of geographical coordinates: latitude and longitude. Each set of latitude and longitude
numbers points to a specific location on Earth’s surface. The system designed to create,
manipulate, store, and analyse the geographical data is called a geographic information
system (GIS) [183]. For more than a century, people have used maps containing GIS data
for administrative tasks such as city management, strategic plans, and facility infrastructure
plans. For example, in London in 1854, Dr John Snow used the map to localise cholera
victims and analysed the clusters to identify water areas that were sources of the disease
[184]. With technology development, people started to record geographical data using
digital GIS databases. Common tools for computer mapping are computer-aided design
(CAD) and GIS software. Some works [185, 186] have demonstrated that using computer
software improves the cartographic works. By converting to the digital format, one 2-
D map can store several levels of semantic information used for administration, such as
ownership of the land, address, and restriction, as illustrated in Figure Figure 4.2.
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Figure 4.1: Valcamonica rock art, from the 4th millennium BC, which appears to depict a
map [18].

Today, people use digital applications to support their location-based activities, such as
finding restaurants, tracking public transportation, and playing augmented reality games.
To support human activities, there are several digital map providers, such as Google map1,
and OpenStreetMap2. Digital maps are typically created from annotating objects that ap-
pear on satellite images. The process of satellite image retrieval can be performed automat-
ically, but the process of annotation still requires manpower. As reported in [187], Google
Maps employs thousands of people, including map creators, GIS analysts, and AutoCAD
designers. Another example is OpenStreetMap; as they are an open-source map provider,
they ask volunteers to do tasks like inserting and annotating GIS data. As reported in [188],
in mid-2019, there were around five million registered OpenStreetMap users.

Based on these examples, it is clear that the current state of cartography still involves
numerous people. To automate the task relates to research in automatic image annota-
tion and semantic segmentation [189, 190]. Some studies [191, 192] have applied the
techniques to auto-annotate satellite images. However, these techniques are still being de-
veloped to operate in large-scale areas. In addition to this, several map providers do not
only convert data from paper-based to digital-based, but they also offer digital administra-
tive functions similar to the paper-based maps, such as natural disaster management using
Google Crisis Map3 and Humanitarian OpenStreetMap4. However, the main function of

1http://map.google.com
2https://www.openstreetmap.org/
3https://www.google.org/crisismap/weather and events
4https://www.hotosm.org/
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the map is still for navigational purposes. Even with developing technology, people still
maintain map-reading and navigation abilities. Therefore, in the next section, we discuss
the process of human wayfinding and compare it to autonomous navigation.

Figure 4.2: Examples of various levels of GIS information integrated on a 2-D map. Images
were retrieved from [19].

Figure 4.3: Examples of the ‘you-are-here (YAH)’ map, which is an ad hoc physical 2-D
cartographic map to help humans to orient and navigate themselves in an unknown envi-
ronment. Images were retrieved from [20].

4.2 Human wayfinding and autonomous navigation

As previously mentioned, the relationship between maps and navigation has existed since
ancient times. Humans have used maps for centuries to cope with location-based activities
such as localisation, path planning, and navigation. With the development of technology
in recent years, systems have become more efficient in performing autonomy tasks, es-
pecially navigation. In this section, we review the concept of human wayfinding and the
development of autonomous navigation imitating human behaviours.
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4.2.1 Human wayfinding

Psychology research describes the purposes of human wayfinding as (i) to reach a familiar
destination, (ii) to revisit an initial position, and (iii) to visit a new or unfamiliar destination
[67]. To do that, people take cues from their surroundings to orient themselves within
their cognitive maps (or mental maps) and navigate from place to place [67, 68, 152]. The
cognitive map is a representation that the human brain constructs by decoding information
about relative features and locations of the spatial environment. As highlighted in several
spatial cognitive studies [71, 157, 193, 194], one of the longest established models for a
large-scale space representation is the landmark route survey (LRS) framework [21], which
explains the spatial knowledge representation using:

• Landmark knowledge - the characteristics of cues to be counted as landmarks are
saliency, orientation, static, and dependent (Figure 4.4a).

• Route knowledge - once landmark knowledge has been retrieved, route knowledge
is formed by combining those landmarks (Figure 4.4b).

• Survey knowledge - finally, the route knowledge is used to construct a graph of
the environment, called a survey. Survey knowledge is used for decision making to
select the most suitable route. This type of knowledge is only formed when people
are familiar with the area (Figure 4.4c).

(a) (b) (c)

Figure 4.4: Conceptualisation of landmark, route, and survey framework: (a) landmark
knowledge, (b) route knowledge, and (c) survey knowledge derived from Siegel and White
[21]. The landmark refers to the objects of interest in the scene, and the spatial relation-
ship between them forms the route knowledge. With many available routes, the survey
knowledge is used to determine the one that is most suitable.
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Thus far, due to the complexity of human brain functions, the LRS theory has remained
unsolved. Some studies [195, 196] have made opposing statements regarding the defini-
tion of survey knowledge. However, the concept of using spatial relationships between
landmarks for cognitive map construction is supported by a group of psychological studies
[71, 197, 198], as well as a group of works in robot navigation [158, 159, 160]. Based on
the stated theory, several studies [199, 200, 201] have noted that, conceptually, the human
cognitive map is usually depicted as a bird’s-eye view, or a 2-D map form, as this is the
easiest way to illustrate the relationship between spatial components. This is consistent
with Figure 4.1, which depicts the 2-D map used by prehistoric people.

For navigation in an unfamiliar environment, people usually rely on external informa-
tion such as signs, posts, or verbal pieces of advice [202]. In the real world, people use some
physical tools, such as paper maps, YAH maps (Figure 4.3), and mobile navigation devices
[203]; these secondary sources typically provide the important landmarks, road segments,
some specific information, and, more importantly, the spatial knowledge between elements
in the map. People rely on these maps to localise themselves and perform path planning
to reach their destination. Therefore, it can be inferred that the key elements of human
wayfinding are landmarks and maps.

4.2.2 Autonomous navigation imitating human wayfinding

For the autonomous system, as described in [204, 205], the vision-based autonomous nav-
igation systems are categorised into map-based, map-less, and map-building approaches.
We follow these categories with some modification in terms of definitions to better fit them
to modern applications. Therefore, in this thesis, we define the difference between the
map-based and map-less approaches as the reliance on map creation. For the map-less
approach, the autonomous systems do not require any prior knowledge, but they apply col-
lision avoidance measures, such as object detection or motion-tracking techniques, so that
the robot could move freely in the environment [206]. A common technique for the map-
less approach is to use optical flow, which was initiated by a study that imitated the move-
ment of insects [207] and was later extended into several applications, as in [208, 209, 210],
specifically for micro air vehicles (MAVs) and bio-robotic studies.

For the map-based approach, the autonomous systems localise and navigate themselves
based on the map or information provided either before or in the process of operation.
This category is more influential for vision-based navigation applications, including some
of those we have reviewed in Chapter 2, such as [54, 211, 212]. Types of map repre-
sentation used in these systems generally fall into two categories: topological-based and
metric-based. Figure 4.6 illustrates the structure of both map representation approaches;
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the topological-based approach manipulates objects in terms of a relationship, while the
metric-based approach works on a 2-D grid space. Regarding usage, the difference be-
tween these two is not well defined [213]. However, in practice, metric-based approaches
are usually applied for tasks requiring high accuracy, such as obstacle detection, while the
latter, topological-based approaches, are more suitable for simple purposes such as path
planning. To gain advantages over both types, many applications have combined both
techniques as a hybrid topological-metric approach [214, 215, 216]. Both types of maps
in some sense replicate the way humans perceive the world; however, they still need more
semantic information encoded.

The final category, which falls between the two aforementioned categories, is the map
building approach. The systems in this category do not require prior knowledge, but they
build the map while localising themselves, which is the concept of simultaneous locali-
sation and mapping (SLAM) systems [37, 38]. The difficulty with this problem is that
localising the robot necessitates the consistency of the map; however, to retrieve the map,
an accurate estimation of the current location is also required. This is similar to the chicken-
and-egg problem. The SLAM system has become one of the most challenging problems in
robotic localisation and navigation, as discussed in [91, 121, 196]. This supports the use of
the map for autonomous navigation.

Figure 4.5: The concept of Monte Carlo localisation (MCL). At the initial stage (the top
row), the probability of the robot being at each location is equal. Once the robot moves and
gathers more information from its surroundings (in this case, the location of the doors), the
belief changes. The robot is more certain that its location should be at one of the doors.

One of the most well-known algorithms integrated with the use of the map is the prob-
abilistic approach [213]. The initial technique used in the earlier state of autonomous nav-
igation was the Kalman filter [217, 218], which used the probability distribution over all
possible positions to estimate the state of the system. However, originally, the Kalman
filter was only applied for position tracking from the given initial position. Motivated by
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this, to localise at an unknown initial position, the Markov Model [219] and Monte Carlo
Localisation (MCL) [220] proposed methods of pose estimation using the probability dis-
tribution based on the Bayes algorithms, which rely on the assumption that the future states
depend on the current state. This concept has later been extended to the particle filter (or
sequential MCL) technique [221]. Figure 4.5 represents the concept of using MLC, start-
ing with initially setting all locations with equal possibility. Once the robot moves, the
retrieved information is used for re-calculating the possibility. In the given example, the
robot perceives the presence of a door. Therefore, the likelihood of it being where the door
is located is higher than in other locations.

4.2.3 Semantic representations

Based on the probabilistic model, a group of works [222, 223, 224] have performed local-
isation by making use of range sensor data to detect the presence of semantic information
like doors, rooms, or corridors in the indoor environment. With the later introduction of vi-
sual sensors, autonomous navigation has become more similar to human behaviour and has
made progress in the semantic area, as discussed in Chapter 2. The prominent techniques
in the early state were to extract the salient image features using traditional feature extrac-
tion [80, 81] and construct a group of features as a set of visual vocabulary or BoF [82];
these sets of virtual vocabulary were treated as visual landmarks. However, these features
differ from how humans perceive landmarks. The community later introduced the tech-
nique of extracting a higher sense of semantics than visual words, but lower than semantic
objects, such as building façade segmentation [46, 132, 133] and cities’ repetitive patterns
[136, 137]. Additionally, with the introduction of learning-based techniques such as the
SVM and the CNN, improvements in detecting semantic information have shown great
progress, as demonstrated in [129, 130, 131]. To move closer to human perception, sev-
eral applications have proposed methods of detecting higher-level semantic objects, such
as landmarks [62], road lanes [63, 64], and texts [150, 151], or constructing the semantic
segmented map [43], which demonstrated increased robustness of the technique.

To improve human-system interaction, the ideal situation is that the systems can under-
stand the environment in the human context. Figure 4.7 illustrates examples of maps used
by humans and the autonomous system. The maps humans rely on usually contain richer
semantic information, especially in linguistic form. To bridge the gap between humans and
autonomous systems, several applications have proposed methods based on those imitating
the human wayfinding capability, such as the PhotoMap application [225, 226], which uses
images of YAH public maps. The maps are manually geo-referenced with online maps to
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(a) (b)

Figure 4.6: (a) topological-based and (b) metric-based (or grid-based) are common types
of maps used in localisation and navigation problems. The topological map is constructed
from nodes and links. This contrasts with the grid area of the metric-based map.

(a) (b)

Figure 4.7: Examples of maps commonly used by (a) humans, retrieved from [22, 23, 24,
25], and (b) autonomous systems, used for localisation and navigation tasks, as in [26, 27,
28, 29]. There are differences in terms of the provided semantic information. Humans tend
to rely on images, symbols, and texts, which suggests how important semantic-reasoning
is for human wayfinding.

provide specialised local data with navigation information on mobile devices and recog-
nise the value of pictorial map data for human spatial cognition. Other examples, such
as in [150, 151], applied techniques to extract the surrounding texts (such as from sign-
posts, shopfronts, and the names of roads), which provided rich semantic information, and
matched them with the information retrieved from the map. This is similar to the human
ability to self-orient by reading physical maps.

However, this topic, in comparison to others, still has not set a solid foundation, es-
pecially when a 2-D map is involved. The basic requirement of the system is to match
between two sources whose appearances and viewpoints are significantly different.
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4.3 Image to 2-D map localisation

Image-to-2-D-map localisation is the process of matching between images and 2-D maps
that correspond with one another. Given a street-level image, the system should be able
to identify its location compared to the references containing extreme viewpoint changes.
This is similar to how humans use their vision sensors (eyes) to perceive their surroundings
and try to orient their current location (localise) in relation to any forms of cartographic
2-D maps. The task of matching between images and a 2-D map is a part of the cross-view
localisation problem.

4.3.1 Cross-view localisation

In general, vision-based cross-view localisation approaches are operations that perform by
matching two visual sources in a different domain or with a drastic change in viewpoints.
Figure 4.8 illustrates examples of key challenges in cross-view image matching. The given
examples represent the same place recorded in different domains. Therefore, the major
challenge is for the system to recognise the similarity between them. In addition to this,
with drastic viewpoint changes, traditional hand-crafted feature descriptors such as SIFT
or SURF fail to detect and match, as demonstrated in Figure 4.9.

Figure 4.8: Examples of a scene captured at the same location, but with differences in
appearance, viewpoint, and domain. This demonstrates the major problem of cross-view
localisation, which is to find the similarity between these images.

In computer vision, cross-view localisation approaches are grouped by types of databases
as (i) 3-D databases and (ii) 2-D or 2.5-D databases. The former is based on 2-D-to-3-D
matching. Given a query 2-D image, the systems return its pose estimation on the corre-
sponding 3-D point cloud maps. For instance, the system in [227] made use of 2-D map
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Figure 4.9: An example of cross-view matching between 2-D aerial view and street-level
image using SURF features. This illustrates the difficulty of solving this problem using
feature-based approaches, which makes the problem highly challenging.

planes retrieved from Ordnance Survey MasterMap5 as the prior information for 3-D graph-
based SLAM. For the latter, the task is to match between the 2-D image and another 2-D or
2.5-D database, which is stored in a different domain or with a drastic change in viewpoint;
this approach is sometimes called ultra-wide baseline matching due to those characteristics.
As this is closer to our interest, it is discussed in greater detail in the next section.

In practice, the cross-view matching approaches are usually paired with autonomous
aircrafts, such as micro aerial vehicles (MAV) and unmanned aerial vehicles (UAV), as
depicted in Figure 4.10 for air-ground image matching from a household level to military
operations [36]. Another usage for location-based cross-view matching is to search for
a scene across the world to find the closest geo-location [228], which demonstrates the
potential of using the cross-view approach for large-scale location searching.

4.3.2 Ultra-wide baseline matching

In this work, we focus on imitating human map-reading activity, which is the process of
orienting oneself by matching visual information with a 2-D physical map. This description

5https://www.ordnancesurvey.co.uk/
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(a) (b)

Figure 4.10: Examples of autonomous aircraft: (a) micro aerial vehicle (MAV) and (b) un-
manned aerial vehicle (UAV). As their operations are aerial-based, cross-view localisation
is needed for air-ground matching. Images were retrieved from [30, 31].

fits the cross-view localisation problem, as the visual information and the 2-D map are in
different domains and viewpoints. Figure 4.11 illustrates the 2-D maps generally used in
location-based applications: orthophoto map, base map, and sketch directional map. These
are discussed in detail in this section.

(a) (b) (c)

Figure 4.11: Examples of GIS map discussed in this work: (a) an orthophoto or satellite
map, (b) a base map or 2-D vector map, and (c) a sketch directional map. These are the
2-D maps that commonly appear in location-based applications. Each contains a different
level of visual and semantic information.

Orthophoto map

An orthophoto map (Figure 4.11a) is a raster image map representing geo-data taken
by a satellite. Applications of orthophoto providers include Google Earth6 and USGS
Earth Explorer7. The standard method for cross-view localisation using the orthophoto
map is to use learning-based techniques, such as a Siamese model [101], to iden-
tify the similarity between street-level images and the orthophoto patches, as in

6https://earth.google.com/
7https://earthexplorer.usgs.gov/
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[229, 230, 231]. Aside from the learning-based models, the alternative is to trans-
form the domain of one view to another view, as in [232], which proposed a method
of converting a query panoramic image into a top-view image and used that to match
with the aerial view. However, these stated methods only use CNN to pair aerial-
ground images; they do not interpret any semantic information from images or maps.
Another group of works [233, 234, 235, 236] used 2-D map data to aid the estima-
tion of a 6-DoF camera pose using a combination of positioning systems and images;
building edges and planar façades extracted from images were utilised to align with
2-D and 2.5-D maps and were geo-localised using GPS. This gave an improved es-
timation of camera position and orientation. However, these techniques focused on
obtaining precise metric pose estimates for applications. For example, in [234], they
relied on the 2.5-D map to integrate the system with augmented reality, and there
was a reliance on having clear views of building façades. Therefore, with different
purposes, these approaches would be difficult to extend to general localisation.

Base map

The base map (Figure 4.11b) is a general term used in GIS applications. This map
contains records of geographic data such as road lanes, buildings or properties, site
addresses, uses, and restriction. The base map is usually constructed in the form
of vector graphics. Similar to the semantic approaches discussed in Chapter 2, the
basic operations of this type of map are segmentation and classification. For in-
stance, in [237], the street-level images were semantically segmented and matched
with the geo-information retrieved from the 2-D base map; they ran experiments
using a combination of features and those with the highest performance were build-
ings, lampposts, trees, and traffic signs. Various works [238, 239, 240, 241] have
used deep-learning models to recognise semantic features in images, such as junc-
tions, numbers of lanes, and sun direction. These stated works applied deep-learning
networks for annotating images using the semantic data retrieved from the 2-D map.
The outputs were used to validate GPS map locations for self-driving car applica-
tions. However, most of these works only used the semantic information to narrow
down the likely areas of the given image query; they did not directly use semantic
approaches for localisation and navigation tasks. As these applications are similar to
our focus, they are discussed in greater detail in Section 4.4.

Sketch directional map
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Compared to the others, a sketch directional map (Figure 4.11c) contains a coarser
level of information, which is similar to the way humans provide details of direc-
tions. To make it more practical, some additional mechanisms are required to convert
a sketch image into a digital image. Numerous works [72, 153, 242] have proposed
techniques to segment a drawn map and convert these segments into a digital map.
However, these concepts are still under development and need further investigation
to yield full use of autonomy for navigation. A small number of robotic applications
have made use of the directional map. The schematic map [158], which is a struc-
tural representation encoded with spatial knowledge of the environment, was created
from this concept for guiding robot navigation. The schematic map is defined as the
abstraction level between the sketch map (cognitive representation) and topographic
map (spatial representation). Followed by [159, 243], these applications have made
use of extracted information for robot navigation using human guidance. However,
the stated techniques still require partial human guidance in their operations, which
reduces the degree of autonomy.

Table 4.1 summarises the key elements of three types of 2-D maps. Among the three,
based on our focus, we chose 2-D base maps combined with semantic approaches because
they are more similar to human activity. It is simpler to extract the semantic features directly
from a base map, unlike the orthophoto map or sketch directional map, which require
additional information extraction processes. The number of systems in the image to-2-D
map localisation is limited compared to the image-to-image-based methods. However, this
field of study is gradually expanding.

4.4 Discussion

In sum, although vision-based localisation using image-to-image matching systems has
demonstrated impressive performance, it is still limited in three key respects: scalability,
invariance, and human-system interaction. For humans, when they are in places that they
have never been before, they usually rely on the 2-D map and orient themselves using
visual cues to match with semantic information provided in the map (localisation). Once
they know their current location, humans use that information to navigate themselves from
one place to another. The process of navigation is considered to be a large-scale spatial task;
one of the well-known established models in the spatial knowledge field is the landmark
route and survey model (LRS). The mechanism is that humans first identify landmarks
in their surroundings; route knowledge is formed using the aligned landmark knowledge
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Table 4.1: Summary of semantic levels and limitations of three different 2-D maps: the
orthophoto map, the base map, and the sketch map.

Method Semantic level Limitation

Orthophoto map - rich visual information
- closer to human perception

- difficult to extract the semantic
information
- need large storage

Base map

- contain a variety of semantic
information
- more ready to use in
digital-based
- less data storage

- accuracy and coverage
depends on the map provider

Sketch map

- closer to the human
cognitive map
- provide distinct landmarks
(in human perception level)

- need to be pre-processed
in digital format
- contain some distortion of
information

gathered while they are moving in the environment. Once humans become familiar with
the environment, survey knowledge is formed to gain the full capability to traverse in the
area. This knowledge is usually projected in the form of a 2-D map, which is most familiar
to humans.

Motivated by this, we consider an alternative to vision-based localisation using image-

to-2-D-map matching. In other words, we link images to semantic features on a 2-D map
of an environment to provide localisation; this is similar to how humans relate the visual
appearance of their surroundings to the semantic information they perceive on a map. More
importantly, the 2-D map itself encodes with the sense of spatial knowledge, which is the
main focus of this thesis. Furthermore, we believe that this is better suited to human-system
interaction. As discussed in Chapter 2, the use of semantic descriptions gains some advan-
tages over invariance, and the compact representations also offer the potential for scalabil-
ity, as our semantic descriptors are many orders of magnitude smaller than images or sets
of image features. Therefore, we present preliminary investigations into the approach by
seeking a method that contains the following properties:

• Locations are characterised by a small number of semantic features and form a com-
pact representation

• The stated representation appears in both the image and 2-D map

• The stated representation is highly distinctive in the degree that localisation is possi-
ble
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To achieve this, we characterised locations by a small number of simple semantic fea-
tures relating to road junctions and buildings. Each location is represented by a 4-bit bi-
nary semantic descriptor (BSD), with each bit indicating the presence or lack of a given
feature in a given viewing direction. In addition to the advantage over invariance, using
BSD provides a highly compact representation, which also helps to increase scalability. To
recognise the features in the images, we designed classifiers that allowed us to estimate the
descriptors. We performed localisation through comparison with a database of location-
tagged descriptors derived directly from the 2-D map. On their own, these descriptors are
not distinctive enough, but once they are concatenated sequentially over routes as the route
descriptors, they become highly distinctive. This is to the extent that localisation is possi-
ble even with imperfect classifiers; the pattern of semantic features observed along a route
becomes unique when the route is sufficiently long. Moreover, when the direction of travel
between locations along a route is also taken into account, such as left and right turns, the
performance is further improved.

In Chapters 5 and 6, we present an implementation using Google Street View and Open-
StreetMap data, with the latter providing vector maps and the former giving 360-degree
images at regular locations along roads. In this work, we used road junctions and gaps be-
tween buildings as our semantic features, assuming the former to be present or not in front-
and back-facing views, and the latter to be present or not in left- and right-facing views.
This gave us 4-bit descriptors for each location. We could extract these features directly
from OpenStreetMap, but, for the image, we trained the CNN classifiers to recognise them.

The closest work to that presented in this thesis is [240]. They applied a CNN approach
to recognise semantic features in images such as junctions, numbers of lanes, bike lanes,
and one-way versus two-way. Their network training was based on labels obtained from
OpenStreetMap and images from Google Street View, which is similar to our approach.
However, the purpose of their classifier outputs was to validate GPS map locations for self-
driving car applications, rather than for general localisation. Another similar application is
[238]. In that work, locations were considered in isolation, in contrast to our use of route
information. The concept of route has been used in a number of localisation techniques
based on map matching, as in [239, 244], where visual odometry based on feature matching
was used to generate route trajectories; these were then matched with a base map based on
road patterns. Similar techniques have been used to localise noisy GPS data, as detailed in
[245].

The extended version of [238] was provided in [241] by including semantic features
extracted from forward-facing images, including sun direction, road type, and junction
presence, and integrating with vehicle speed and odometry to estimate the location and
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heading corresponding to the 2-D map. They trained classifiers for road types and the
presence of junctions using image labels derived from OpenStreetMap. This work has
clear similarities with ours, but differs in that the semantic features derived from the map,
such as road types and junctions, were used for street identification to narrow down the set
of possibilities; this contrasts with our descriptor-based approach, in which the presence of
semantic features is used to encode specific locations and use the odometry (in this case,
turn patterns) sensing from the system to constrain the map matching. This likely reflects
the differences in the application.

Compared to the stated applications, we are more interested in further adapting our
work for slow-moving pedestrians or robots, i.e., for more human-friendly applications.
As opposed to with moving road vehicles, semantic descriptors directly related to map
locations are a natural choice. This also aligns with using representations that better reflect
human map reading. Moreover, this makes comparing the two methods difficult, not least
because the results presented in [238, 241] were obtained using a front-facing camera,
whereas we require 360-degree views at each location. However, our later experiments
demonstrate consistency with their methods. More details are provided in Chapters 5 and
6.
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Chapter 5

Localisation in 2-D maps using binary
semantic descriptors

In the previous chapter, we addressed the three key limitations of image-to-image based
matching: invariance, scalability, and human-system interaction. To overcome these is-
sues, we consider the alternative using image-to-2-D-map matching to link images to se-
mantic features on a 2-D map of an environment to provide localisation. This is similar to
human map reading, as a person relates the surrounding visual appearance of an environ-
ment to the semantic information they can perceive on a map, such as buildings and road
layout. However, to match between images and the 2-D map is not as straightforward as
it is for humans. Figure 5.1 illustrates the difficulty of this problem, including the drastic
viewpoint changes (aerial-ground comparison) and domain changes (an image and a 2-D
vector). As demonstrated in Chapters 2 and 3, the use of semantic information increases
degrees of invariance and scalability. Applied to the use of the 2-D map, our image-to-
2-D-map matching scheme can improve the human-system interaction. Given a situation
in which people walk down the street with their robot, when they discuss the direction, it
is more natural to use the terms (semantic information) and sources (the 2-D map) with
which humans feel more familiar. As mentioned in the previous chapter, several proposals
[239, 240, 241] have introduced methods to face this 2-D map localisation using semantic
information. However, the outputs were generally used for validating GPS map locations
for self-driving car applications.

Motivated by this, we introduce a novel approach to image-based localisation in ur-
ban environments using semantic matching between images and a 2-D map. Figure 5.2
illustrates the overall process of our system. Our central idea is to characterise locations
using a small number of simple semantic features relating to road junctions and buildings
and represent each location using a BSD, with each bit indicating the presence or lack of
a given feature in a given viewing direction. By using highly compact binary descriptors
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(a) (b)

(c) (d)

Figure 5.1: The difficulty of image-to-2-D-map matching problems; (a) an image taken
from the location pictured in the 2-D maps from (b) and (c) – the orthophoto map in a
different level of changes, and (d) the 2-D vector base map. In (b), we can still see some
semantic objects related to the objects in (a), as well as in (c) with some partial information
loss. However, in (d), all objects in the scene have been projected in the vector shape form.
This makes the match more difficult and adds more challenges to the problem.

to represent spatial semantic features at locations, our method significantly increases scal-
ability compared to existing methods and has the potential for greater invariance to various
imaging conditions.

In Section 5.1, we discuss the properties of semantic representations required for our
method. In Section 5.2, we apply the selected representation and construct a novel binary
descriptor. In Sections 5.3, 5.4 and 5.5, we explain the processes of constructing the binary
descriptors as route descriptors incorporating with turn patterns for localisation and opti-
misation. In Section 5.6, we demonstrate localisation using estimated binary descriptors.
Finally, in Section 5.7, we summarise the overall ideas of this chapter. Note that some of
the arguments, figures, and results described in Chapters 5 and 6 have been published in
[246]. In addition, a video demonstrating the process of vision-based localisation using
BSDs can be found at www.youtube.com/watch?v=fwZWrWXCRw.
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Figure 5.2: A conceptualisation of BSDs. Four-bit binary descriptors are used to represent
locations indicating the presence or lack of semantic features in four directions (front and
back facing – junctions; left and right facing – gaps between buildings). These were de-
rived from a 2-D map and compared bitwise with descriptors estimated via classifiers from
images captured in the same direction to establish localisation corresponding to the map.
Using 4-bit descriptors gives a highly compact representation, thus increasing scalability.

5.1 Semantic Representations

Having robust place representations is the key to localisation using visual information.
The term ‘robust’ in vision-based localisation refers to the ability to localise to the degree
that, if the system revisits a place under different conditions, it can distinguish the place
from others. In Chapter 3, to recognise a place, we made use of salient regions combined
with spatial knowledge to represent a scene. The findings demonstrated the impact of
using semantic information. However, unlike the previous work, our sources here are in
different domains. We cannot apply either feature-based techniques or LDDs. Therefore, to
automatically identify where the images were taken on a 2-D map, a robust representation
for both images and 2-D maps is required.

Figure 5.3 illustrates the different levels of perception between humans and autonomous
systems. For humans, to compare between street-level images and the 2-D map is a map-
reading task and is a relatively straightforward process, albeit with varying degrees of dif-
ficulty. However, automating the process contains some complexity. This contrasts with
how an autonomous system projects the given visual information. To solve this, it requires
sophisticated analysis, such as reasoning about the scene. As illustrated in Figure 5.4,
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Figure 5.3: Conceptualisation of (a) human ‘map-reading’ ability, which makes use of the
rational ability to interpret and compare objects in the scene, and (b) how an autonomous
system treats a 2-D map and its corresponding image. This leads to the following question:
given street images, can the system automatically identify where the images are taken on a
2-D map?

both the image and the 2-D map contain a number of options for semantic interpretation.
Therefore, in this section, we discuss some constraints used for selecting the semantic rep-
resentations. We focus on five issues: availability, reliability, clarity, ubiquity, distinction,
and locality.

Availability

This term refers to the presence of semantic features in both sources, an image and
a 2-D map. For example, the name of the building or an address might be useful
semantic information retrieved from a 2-D map, but it cannot be obtained directly
from the image (excluding the use of meta-data). This is similar to the lower-level
semantic information of an image, such as shape, colour, or texture; they are clearly
shown on the image, but nearly impossible to obtain from a 2-D map. We label
this property as our major concern. In addition, as we use the 2-D map, rather than
the orthophoto map (as shown in Figure 5.5), the projected information is generally
more limited. For example, a scene contains a line of trees in the background, but
this information might not appear on the corresponding 2-D base map.

Reliability

Reliability, in this work, mainly relates to data. First, as we have obtained ready-
to-use digital 2-D maps, they contain a degree of incomplete and unreliable data.
Therefore, the features should be robust enough so that they are least affected by
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Figure 5.4: Examples of semantic information perceived from a 2-D map and an image
scene. As they are in the different domains, the choices of information we can obtain are
also different. Our aim is to find the most suitable representation that can link images to a
2-D map.

unreliability. Second, an image is sensitive to environmental changes, as discussed
in Chapter 2. Thus, the selected semantic features should be tolerant to the unreliable
characteristic of both 2-D maps and images. For example, if we select trees and
vegetation as objects of interest, on the 2-D map, we might not see any seasonal
changes. This contrasts with how these objects are visualised on the image.

Clarity

This term is, in some sense, similar to reliability, but clarity is more concerned with
specifying the solid threshold to distinguish the features from others. For example,
if we use the density of buildings as our feature, it is possible to set a threshold
using numbers of buildings; for example, a scene with less than four buildings could
be labelled as ‘not dense’, and vice versa. However, this number does not provide
enough clarification of the data; we may have three buildings packed in the scene
that seem denser than four buildings spread all over the scene. Figures 5.5a and 5.5b
were taken from areas of a similar size and seem to be cluttered, but the numbers
of buildings appearing in the scenes are different. To avoid this, we consider using
binary semantic information to indicate the presence of features in the scene.
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(a) (b)

(c) (d)

Figure 5.5: The orthophoto map retrieved from various areas. The purpose is to illustrate
characteristics of layouts in the city of London: (a) a residential area and (b) a city area,
in which the road structures are well defined and there is no appearance of highly distinct
landmarks. In contrast, (c) and (d) illustrate city areas with the presence of distinct land-
marks and road layouts. Therefore, how can we find the common representation for these
areas? Note that by projecting these maps into 2-D base maps (or vector maps), there is
less retrieved information, which makes this problem more challenging.

Generalisation

Generalisation in this work refers to the balance between ubiquity and distinction.
The proper representation of a scene should be general enough to be found every-
where in the area; however, at the same time, it should not be too general without
any distinction from others. For example, given that trees can be found all over, as il-
lustrated in Figure 5.5a, they contain a low level of distinction, as they are too general
to be used. Although the vegetation can be separated by their types or families, this
information is too specific and requires more specific 2-D maps, special knowledge,
and experts. In the other aspect, given the Eiffel Tower, the object contains high de-
grees of distinction. However, the object is too distinct, so it cannot be found at other
locations. Therefore, the selected features should be balanced between distinct and
ubiquitous characteristics.

Locality

In this work, locality refers to a sense of features having a known location. For
instance, if we look at a line on a 2-D map, it is difficult to find its locality, as they are
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everywhere, with no sense of start and end. This is similar to image pixel or points.
We can extract the colour information from an image, but the feature contains no
sense of locality. Based on this, the low level of semantic information is not suitable.

In the end, we chose the presence of junctions and gaps between buildings as our rep-
resentations. Both features fulfil all previously stated conditions. First, we can retrieve
them from both sources. They are appearance-based properties that can be observed or de-
tected. Second, regarding reliability, both features are included in the main infrastructure
and are hardly affected by environmental changes. Moreover, as parts of the infrastruc-
ture, both features contain some degree of ubiquity. At the same time, these properties are
sufficiently distinguishable. Finally, they contain permanent positions that give a sense of
locality. These features demonstrated effectiveness for urban localisation both in our exper-
iments and works described in [240, 241]. To emphasise this, Figure 5.6 depicts a sketch
map, which is a type of map that people usually rely on for giving directions. Comparing
between having and not having road segments, the former increases the spatial sense of the
area. Hence, we can infer the importance of road structure for location-based activities.

(a) (b)

Figure 5.6: An example of a human-generated sketch map for giving directions: (a) with
road segments (normal version) and (b) without road segments. By removing the road
segments, spatial knowledge of the scene is discarded. This reveals the importance of the
road structure in the scene.

5.2 Binary semantic descriptors

Having the semantic features for representing both images and 2-D maps, we constructed
a binary description for four directions: front, back, left, and right. Therefore, we denote
the finite set of locations in an area of interest by

L = {l1, l2, . . . , lN} (5.1)
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where N is the total number of locations in the area. Associated with each location li is
a BSD that is in the form of the binary string di. We define the set of all descriptors within
the area L as

D = {d1, d2, . . . , dN} (5.2)

Each BSD was constructed in terms of dij . The jth bit corresponded to the number of
directions from which we extracted semantic information; in particular, in this work, we
set j ∈ {1, 2, 3, 4} and each bit of a BSD dij denoting the presence of junctions or gaps
between buildings in one of four viewing directions centred on location i. These are derived
from the vector map as follows:

dij =

{
JUNC(Vij) if j ∈ {1, 2}
BGAP (Vij) if j ∈ {3, 4} (5.3)

where (Vi1,Vi2) and (Vi3,Vi4) denote the (front, back) and (left, right) viewing directions at
location i, respectively. The functions JUNC(Vij) and BGAP (Vij) return 1 if there exists
a junction or a gap between buildings, respectively, in direction Vij , and 0 otherwise. For
instance, given a location li with one junction at the front and no gaps between buildings
for both viewing directions, the corresponding BSD di are ‘1000’.

Figure 5.7 depicts the construction of a BSD; the circular discs represent the BSDs,
while the black and white segments indicate individual bits. A feature is counted as present
in a viewing direction if it is within the relevant quadrant of a given area centred on the
location of interest, where the front and back viewing directions are aligned with the road
location. In the experiments, we set the viewing radius to 30 metres, similar to [240].
By making use of fixed directions (front, back, left, and right), we ensured the spatial
relationship between detected semantic features in a scene.

5.3 Route descriptors and turn patterns

Because of their simplicity, on their own, the binary descriptors are not sufficiently dis-
criminative to identify a location uniquely and allow for localisation. This is true even if
we are able to design perfect classifiers for extracting the descriptors. For example, given
an area L with the total numbers of locations N = 1000 and a 4-bit BSD representing each
location, having only 24 = 16 possible BSD patterns means 63 locations may have the
same BSD pattern. Note that this is the case in which all patterns are equally distributed,
which is not always true. To make the BSD more robust, we used a technique similar to
the probabilistic approaches (such as the Kalman filter [217, 218] and particle filter [221])
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Figure 5.7: The illustration of a BSD generating from the vector map. We set the area
of interest and partitioned them into 4 sides (front, back, left, and right) and extracted
the semantic information that appeared within each section. In this work, the presence of
junctions (front and back) and the presence of gaps between buildings (left and right) were
applied for constructing the BSDs.

reviewed in Section 4.2.2, which work under the concept of sequentially predicting and
updating the likelihood of the current location using the previous data. In other words, the
more system moves for gathering data, the more confident they are. In practice, the con-
cept of probabilistic methods has been used in indoor tracking and navigation applications,
such as in [247, 248, 249]. Motivated by this, we addressed the problem in two ways: route
descriptors and turn patterns. This is described in greater detail as follows.

Route descriptors

For locations in the area L, with N road locations, we constructed a route from
connecting adjacent locations. As each location is represented by a BSD, we obtained
the route descriptors by stacking the BSDs, which yielded high discrimination once
the routes reached a certain length. Therefore, as we used a 4-bit representation, each
route descriptor was of length 4Nr bits, where Nr is the number of locations in the
route. Figure 5.8 illustrates a route descriptor atNr = 5 formed by stacking five 4-bit
BSDs.

Thus, let A be an N × N adjacency matrix, such that Aab = 1 if locations la and
lb are adjacent, and Aab = 0, otherwise. Locations are regarded as adjacent if on
the 2-D map they are connected by a road and there are no other locations between
them. A route is then defined as a finite sequence of adjacent locations, i.e., the route
of length Nr is written as

r = (lγ(1), lγ(2), . . . , lγ(Nr)) (5.4)
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where γ(a) defines a sequence of adjacent locations such that Aγ(a)γ(a+1) = 1, and
∀ 1 ≤ a < Nr. Note that for simplicity, we restricted ourselves to routes that did
not loop or turn back on themselves, i.e., γ(a) 6= γ(a), ∀ a 6= b, 1 ≤ a, b ≤ Nr.
However, the method can be readily extended to deal with these issues.

Figure 5.8: The conceptualisation of using BSD to construct a route descriptor. Within the
area, we converted every road location to 4-bit BSDs. The given example illustrates the
route descriptor with a length of 5 (Nr = 5).

Each route is a route descriptor which consists of the sequence of the BSDs corre-
sponding to the locations along the route. In other words,

s = (dγ(1), dγ(2), . . . , dγ(M)) (5.5)

Within the area L, we define RM as the set of all such routes up to the maximum
length M defined amongst all locations in L, and 1 ≤ M ≤ N . Note that we set
the maximum length of M as a constraint to limit the size of the database. Hence,
SM was defined as the set of all route descriptors corresponding to the routes in
RM . A database of location-tagged route descriptors SM is created by computing
all possible routes within the area of interest up to a certain length in terms of the
number of adjacent locations and concatenating the set of associated BSDs. Having
this, localisation could proceed by matching the test route with a database of all
possible route descriptors constructed offline.

Although the number of possible routes can be quite large, the route database has a
small memory footprint. For example, in the following experiments, for an area of
approximately a 2 km2 range, the number of routes containing 40 locations was just
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under 40× 106. Note that this is approximately equal to 400 metres long represented
by a 160-bit route descriptor. The route descriptor database was then around 800
MB in raw form (before any compression), which would be made possible by sig-
nificant overlap between routes. This contrasts with the use of the image-to-image
database matching discussed in Section 2.3. Given the same example, in [55], a sin-
gle 400-metre route required 71 MB space to store image features. Compared to our
160 bits per 400-metre route, we saved space by 3.5 × 106 times, which makes our
representation superior in terms of handling scalability.

Turn patterns

To make the route descriptors more robust, we incorporated them with the turn pat-
terns, which are the stamps of directional changes. This idea is consistent with
[238, 241]; they worked on the odometry of the vehicle combined with semantic
features such as sun direction, road type, and presence of junctions, the latter being
similar to our BSDs. This add-on is also based on the fact that autonomous sys-
tems usually record their directional changes. Therefore, we incorporated the route
descriptors with the direction of travel between locations or turn patterns observed
along a route into a sequence of no turn, turn left, and turn right at each location. We
used these to identify the most likely match within the database. To incorporate turn
information into the representation, we define a turn pattern t associated with a route
r at the location Nr as

t = (tγ(1), tγ(2), . . . , tγ(Nr−1)) (5.6)

Each ith bit of t indicates whether no turn, turn left, and turn right actions are pre-
sented between locations lγ(i) and lγ(i+1). In other words:

tγ(i) = TURN(Vγ(i), Vγ(i+1)) (5.7)

, where Vγ(i) denotes the 2-D unit vector of front-facing direction contains the degree
of angle θγ(i) at location lγ(i), and

TURN(Vi, Vj) =


2 if TDIR(Vi, Vj) ≥ +τ
1 if TDIR(Vi, Vj) ≤ −τ
0 otherwise

(5.8)

where TDIR is the function giving a normalised turning angle between Vγ(i) and
Vγ(i+1) (or moving from lγ(i) to lγ(i+1)) resulting from

TDIR(Vi, Vj) = atan2(Vj.y, Vj.x)− atan2(Vi.y, Vi.x) (5.9)
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, and τ is an angle threshold, which we set to be 60◦ to ensure that we only included
significant turns. The results of 1 and 2 represent the right and left turning directions,
respectively. Therefore, t represents the sequence of turns that take place along a
route. We define TM to be the set of such turn patterns corresponding to the routes in
RM . Using the example given in Figure 5.8, for a given a route descriptor at Nr = 5,
the turn patterns should be a set of four consecutive zeros or a straight road pattern
with no turn for five consecutive locations.

5.4 Localisation and bootstrapping

Once the route patterns are incorporated with the turn, we use them to perform the lo-
calisation. Given a situation that an autonomous system makes its way through an urban
environment, moving between locations in an area L along a specific route of length ≤ M

(maximum locations). At any given location Nr, our goal is to identify its current location
by recognising the route taken to date, consisting of the current location plus the previous
Nr − 1 locations. As our purpose is to find the current location, we can apply a simple
search technique. Note that the searching process presented in this section is a simple
nearest neighbour method. The advanced version is further discussed in Section 5.5.

Localisation

At each location, we first concatenated the estimated BSDs to obtain the route de-
scriptor ŝ and compared it with those in SNr and its turn pattern t̂ with those in TNr .
We obtained the most likely route from those in RNr . It is important to note that, in
the main experiment, we assume a one-to-one correspondence between the locations
in our 2-D map and the locations in the environment. This enables us to perform a
direct comparison between the estimated route descriptors and those in the database.
We define the most likely route r∗ ∈ RNr as the route for which the route descriptor
s is closest to ŝ and for which the turn pattern t∗ matches t̂, such that

s∗ = argmin
s∈SNr

DIST (s, ŝ) (5.10)

and
DIST (t∗, t̂) = 0 (5.11)

where DIST (x, y) denotes the Hamming distance between two binary strings x and
y. This concept is similar to our enforcement of the spatial distribution of semantic
features discussed in Chapter 3. However, for long routes, the number of elements in
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SNr becomes quite large. Further details regarding the optimisation are discussed in
the next section.

Given this, we assume that the turn pattern for the query route is correct, but we allow
errors in estimating the route descriptor. Our motivation for the former is that, in
practice, detecting significant left or right turns using an autonomous system can be
achieved reliably; thus, requiring an exact match is reasonable. Note that, as we later
demonstrate, turn patterns alone take a long run to achieve localisation, and it is their
combination with route descriptors that provides the greater level of distinctiveness.
More details are discussed in Chapter 6.

Bootstrapping

As the localisation process only provided us with an indication of the most likely
location given the current route, it does not indicate the confidence in the estimate,
i.e., during a test, we can check the likely returned route s∗ against the ground truth.
However, in practice, we cannot rely on that information. To ensure the correctness
of an estimation, more mechanisms are required. There are several possibilities for
this, including basing it on the distance between s∗ and ŝ and the distance of s∗ from
the second-best matching route descriptor. We found that a consistency metric yields
the greatest effectiveness. Therefore, a route is localised if there is sufficient overlap
between the most likely routes r∗ for a number of successive locations. In this work,
we set the overlap to 80% of the locations being the same, and we required this to
occur for five successive locations. In essence, if successive query routes are matched
with routes that have significant overlap, this indicates that successful localisation has
been achieved.

We additionally demonstrate that, once the above consistency criterion is met, the
query route length can be fixed and localisation proceeded by successively updating
the query route by appending the latest BSD onto the end and removing the first
descriptor. Therefore, the phase of the query route growth is regarded as a bootstrap-

ping process; from this, the route descriptor continues extending until it becomes
sufficiently distinct to allow for localisation. Once achieved, continuous tracking can
then take place using the fixed-length query at the same rate as the BSDs created
at successive locations. An example of bootstrapping and tracking can be found at
www.youtube.com/watch?v=fwZWr WXCRw and further discussed in Chapter 6.
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5.5 Search Optimisation

In the process of localisation and bootstrapping, if the routes keep extending, at some point,
the number of elements in the database SNr would become quite large. For long routes, or
Nr > 20, the number of elements in SNr are more than 500× 103, rising to near 40× 106

for Nr =M = 40 in a 2 km2 range.
As one of our major concerns is the scalability of the system, we applied search optimi-

sation techniques to both data structures and searching algorithms. In this work, we made
use of the Burkhard Keller tree (BK-tree) [250] and combined it with the technique of dy-
namically constructing a route descriptor database. These are described in greater detail as
follows.

BK-tree database

There numerous methods for nearest neighbour searching, as reviewed in [251]. We
chose the BK-tree [250], which is one of the data structures originally used in spell
check or string-related problems. Initially, this method applied the Levenshtein dis-
tance (or editing distance) [252], which utilises the triangle inequality to filter child
nodes when searching. However, to enforce the spatial relationship between the se-
mantic feature sequences, we replaced the Levenshtein distance with Hamming dis-
tance. By using Hamming distance, we gained advantages over speed, as well as
fixed the comparison direction (i.e. front-bit to front-bit). We changed the code
provided by [253] and converted our offline route descriptors database SM into BK-
trees. We searched for the closest route descriptor following Equation 5.10. By using
the BK-tree, the time to process the millions of data in SM was significantly reduced
from eight hours using the naive comparison method to less than 1.5 minutes for the
40-location routes.

Dynamic route descriptors database

Although we applied a BK-tree structure to reduce the size of the database, for a
larger area, the size of the offline database could affect the speed of searching. To
enhance this, we made use of the dynamic database technique, as depicted in Figure
5.9. First, we performed route descriptor searching on the static database (or offline
database generated from the 2-D map), which is the same process as previously men-
tioned. We continued searching and increasing the numbers of Nr (from 2, 3, . . . )
until it reached the threshold. The static BSD database SNr was then switched to the
dynamic database S∗Nr

where S∗Nr
⊂ SNr and the size of S∗Nr

is much smaller than
SNr .
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To construct the dynamic database S∗Nr
, at the threshold position Nr, we made use

of the candidate list (the routes that are likely to be the correct location) from the
previous step. For example, in the case of Figure 5.9, at Nr = 3, we retrieved the
ranked results from the previous step Nr = 2, and selected only top-n routes (e.g.,
for this work, we chose top-20 routes). Each candidate route retrieved from S2 was
then extended along with the adjacent locations. The extended list was used as the
new database S∗3 and we performed the search over this database instead of the static
database S3. The ranked results from this step were extended to create the database
for the next step Nr = 4. The processes were repeated until the current location
was localised or the system reached the maximum route lengths M . Note that, in
the main experiment, we used Nr = 15 as a threshold. The number came from the
observation that it is sufficient for the system so that the relevant routes would not be
discarded.

Figure 5.9: The concept of using a dynamic database. Note that, for visualisation, we used
the example of the 2 BSDs route, or Nr = 2. (in the real process, we set the threshold
Nr = 15). We generated the dynamic database at Nr = 3 from the candidate routes
retrieved from searching the query through an offline database Nr = 2. Each candidate
route extended itself to its adjacently connected node(s). The products from searching in
the dynamic database at Nr = 3 were further used for generating a dynamic database at
Nr = 4.

By using BK-trees and dynamic database, we could reduce the time of searching to less
than one second with the extra 15–25 seconds for generating S∗Nr

. Note that the time is
different because the size of the extended list is not a static number. In addition, note that
in this work we ran the experiment based on MATLAB. The process might be faster using
more light-weight programming tools.

82



5.6 Localisation on 2-D maps using BSDs

In this section, we first explain the processes of semantic extraction from a 2-D map and
BSDs offline database construction. Given a set of test data, we conducted some experi-
ments using estimated BSDs to localise on 2-D maps. The aims of these experiments are
(i) to evaluate the performance of the BSDs with variations in accuracy and (ii) to observe
the impact of incorporating turn patterns.

5.6.1 Obtaining 2-D maps data

There numerous options for retrieving 2-D digital maps, as reported in [254]. In this work,
we chose OpenStreetMap, which is an open-source digital 2-D map provider. The geo-data
that can be extracted from OpenStreetMap consists of the locations of roads, buildings, and
natural resources, such as mountains and rivers, as well as some properties related to the
roads and buildings, such as name, address, and types of places. All 2-D data were stored
in the form of geographical coordinates (latitude and longitude).

(a) (b) (c)

Figure 5.10: The pre-process of OpenStreetMap extraction starting from (a) XML-liked
data of the selected area in a file exported from the website (b) raw clusters contain geo-
graphical coordinates and (c) the filtered objects and locations of junctions.

Figure 5.10 illustrates the pre-processes of semantic extraction from OpenStreetMap.
Starting from the raw OpenStreetMap file (Figure 5.10a), we obtained raw data in the form
of coordinate clusters (Figure 5.10b) using codes from [255]. We then labelled each cluster
and calculated the locations of the junctions (Figure 5.10c). Finally, at each OpenStreetMap
location, we extracted the semantic information and converted them into 4-bit BSDs. Note
that the information in OpenStreetMap is user-generated, so this source sometimes lacks
reliability and could affect the process of semantic extraction.

To observe the potential for localisation on the 2-D map using BSDs, we obtained test
sets from five different cities: Birmingham (0.5 km2), Glasgow (1 km2), Manchester (1.5
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km2), Bristol (1.7 km2), and London (2 km2). A set of test routes was randomly selected
from each city. The largest test set in this work, London city, consisted of 6656 locations
related to the number of captured images, which we discuss in Chapter 6. All locations
were captured approximately 10–15 metres away from each other. In total, the five cities
together contain around 115 km of explorable roads.

5.6.2 Offline database construction

Given an area retrieved from OpenStreetMap encoded with semantic information as shown
in Figure 5.11, to generate 4-bit BSD, we extracted the simple semantic information from
each road location. To do that, the first step was to specify the area of interest around the
given point. The radius used in this experiment was 30 metres. However, the given data
were in latitude and longitude format. To find the distance between two coordinates, we
used the Haversine formula [256], given (lat1, lon1) and (lat2, lon2) are the latitude and
longitude for location l1 and l2 in radians. Therefore,

distm = 2resin
−1

√
sin2

(
lat2 − lat1

2

)
+ cos(lat1)cos(lat2)sin2

(
lon2 − lon1

2

)
(5.12)

where re is the earth radius, and, in this experiment, we used the fixed number 6,378,137
metres. This number came from the assumption that the earth is perfectly spherical, which
contrasts with the reality that it is in an ellipsoidal form. Therefore, this might have caused
some inaccuracy for the computation. Based on the experiments in [257], the error of the
Haversine formula is around 0.4% if the distances between locations are within hundreds
of metres, which was sufficient for our application.

Figure 5.12 illustrates the processes of extracting semantic features from the given 2-D
area; inside the circle, the area is divided into four quadrants: front, right, back, and left,
corresponding to each bit in the BSD (Figure 5.12a). In each quadrant, we detected interest
features: the presence of junctions and gaps between buildings. To obtain the former fea-
tures, we checked for the presence of junctions within the quadrant (Figure 5.12b). For the
latter, at the centre, we casted the virtual ray to the surrounding buildings within the quad-
rant; this process is similar to the component of ray casting in the ray-tracing technique
[258, 259] using in computer graphics. The idea was to check whether the virtual rays hit
the objects around the road location (Figure 5.12c). In this work, we equally spread the ray
every 2◦ to scan for the presence of buildings.

To provide a better understanding, Figure 5.13 illustrates the histogram of 4-bit ground
truth descriptors obtained from OpenStreetMap, which shows the distribution of descriptors
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Figure 5.11: The key elements in the extracted OpenStreetMap area. Each point represents
the geo-coordinate in latitude and longitude format. In this work, we only focus on where
road segments and buildings are located; however, in the raw OSM data (Figure 5.10a),
there are more details, such as types of buildings (e.g., a shop, office, and residents), and
types of roads (such as the highway and the bicycle lane).

across each region. From this example, the predominance of BSDs is with a pattern ‘0000’.
This corresponds to locations that contain neither gaps between buildings to the left or right,
nor junctions towards the front or back. By comparing the test map in Figure 5.14 to the
histogram in Figure 5.13, we can see that it was reasonable to obtain these patterns due
to the nature of the layout. Furthermore, the colours indicating sixteen possible patterns
within the area also reveal a high possibility of routes being distinct in the long run.

5.6.3 Simulation using estimated BSD

We can obtain BSDs directly from the 2-D map by identifying semantic features as de-
scribed above. For localisation, we need to estimate BSDs from sets of four images taken
in the forward, backward, left and right directions at each location. To do so, we can
use semantic binary classifiers as described in the next chapter. Here we want to simu-
late that process and so investigate the performance of the proposed technique, particularly
in relation to the performance of the semantic classifiers, i.e. to investigate the level of
pdf classifier accuracy required to achieve a given level of localisation performance. We
describe this investigation and the results obtained in this section.

The semantic classifiers are binary classifier, indicating the presence or not of the se-
mantic feature (junction/gaps). Hence we are interested in the true positive rate (TPR) and
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(a) (b) (c)

Figure 5.12: The process of BSD extraction: (a) we circled the area of interest and divided
it into four partitions; for each, we (b) counted the appeared road intersection points, and
(c) used the virtual ray to identify the gaps between buildings. The process of (b) was only
applied to the front and back areas, and the process of (c) was only applied to the left and
right areas.

Figure 5.13: The histograms of ground-truth BSD and their corresponding maps captured
from five different cities in different ranges, from 0.5 to 2 km2.

true negative rate (TNR) defined as:

TPR =
tp

tp+ fn
TNR =

tn

tn+ fp
(5.13)

, where tp,tn,fp and fn denote the number of true positive, true negative, false positive
and false negative, respectively. We define each term as:

• True positive: the presence of the semantic feature is correctly classified

• True negative: the absence of the semantic feature is correctly classified

• False positive: the presence of the semantic feature is incorrectly classified

• False negative: the absence of the semantic feature is incorrectly classified

In our experiments we assumed that the TPR and TNR for the classifiers are all equal,
which is consistent with our findings in Chapter 6 in the which the TPR and TNR of our
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Figure 5.14: The 2 km2 range of the London map labelled by a BSD pattern (from ‘0000’
to ‘1111’) in various colours. Each colour indicates sixteen possible patterns of BSDs. The
stacked colours indicate the likelihood of routes being distinctive.

neural network binary classifiers were very similar. To reflect this, we henceforth charac-
terise the classifier performance in terms of their (balanced) accuracy defined as:

Accuracy =
TPR + TNR

2
= α (5.14)

where for all classifiers we assume TPR = TNR = α. We used this to simulate the
estimation of BSDs at each location.

In the experiments, we selected 50–150 random test routes from each city (depending
on the size) and simulating the estimated test routes using the variation of the accuracy
from 50% (random chance of semantic features to be correctly detected – as our BSD
is a binary descriptor) to 100% (perfect classification). Note that we assumed the same
accuracy for detecting the presence of both junctions and gaps between buildings. We
applied the processes described in Section 5.2–5.5. The correctness of localisation was
verified by comparing the last location of the best candidate route with the location of the
ground-truth. If they are exactly the same, we counted as a correct localisation.

Figure 5.15 illustrates the localisation performance of the London set (as the biggest
test set we have). We observed the change in classifier accuracy from 50% to 100%; when
classifier accuracy increased to over 80%, 80–90% of routes were correctly localised us-
ing less than 15 locations. This illustrates the potential of the binary semantic descriptor
approach. To gain a better understanding, Figure 5.16a displays a comparison of the per-
centage of correctly localised routes versus the classifier (s) accuracy for four different
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Figure 5.15: Accumulative accuracy of localisation (% of correctly identified routes) versus
classifier accuracy for different ranges of route length using the presence of junctions and
gaps between buildings within 2 km2 range of the London test map.

methods: only front (detect junctions at the front), only junctions (detect junctions at the
front and back), only gaps (detect gaps between buildings on the left and right), and both
junctions and gaps. At 100% accuracy, using both junctions and gaps between buildings
outperformed the others. With lower accuracy, Figure 5.16b shows that the results of the
small area maps (less than 1.5 km2), such as Birmingham and Glasgow, contained higher
tolerance to the low classifier accuracy comparing to the others. Moreover, for the larger
areas, at 60% classifier accuracy, the localisation rates significantly decreased. We believe
these were direct effects of the area size, because the larger the area means more locations
and less unique route patterns. Based on the two sets of results in Figures 5.15 and 5.16,
we set 70% as a minimum threshold for accuracy of estimation.

We conducted an additional experiment to observe the impact of incorporating turn
patterns. The results of using only the presence of junctions (either only front or front
and back) in Figure 5.16 were consistent with the outcome in [238, 241]. As stated in
the papers, by obtaining visual odometry from the front view, their system could localise
within 200–350 metres (depending on whether monocular or stereo-based methods were
used). However, their method using only front views was limited by straight route patterns
(route sequences with no turn). We handled this issue more efficiently using semantic cues
from 360-degree views.

Figure 5.17 further illustrates the distribution of Hamming distances from descriptors
in the database for a given test (query) route at lengths of 15 (left) and 30 (right) locations,
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(a)

(b)

Figure 5.16: Accumulative accuracy of localisation (% of correctly identified routes) versus
classifier accuracy for various ranges of route length using (a) different semantic features
at 100%, 80%, and 60% of accuracy in London and (b) the presence of junctions and gaps
between buildings over five different cities at 100%, 80%, and 60% of accuracy.
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With Turn

Without Turn

(a) (b)

Figure 5.17: Histograms of Hamming distances between a test route descriptor and those
in the database for route lengths of 15 (left) and 30 (right) locations, with (bottom) and
without (top) using turn patterns. This demonstrates the improvement of localisation using
turn patterns.

with and without using turn patterns (bottom and top, respectively). The correct matches
for lengths 15 and 30 had Hamming distances of 15 and 26, respectively. When the test
route length was 15 locations, the correct route was not the closest (there were other Ham-
ming distances with values < 15), although using turns (bottom) significantly reduced the
number of routes close to the query route. With 30 locations and without using turns, the
correct route becomes equal closest with 18 others and there was a significant number of
others close by. In contrast, using turn patterns with 30 locations drastically reduced the
number of candidate routes, and the correct route became the closest, with a Hamming
distance margin of over 20. This indicates that the effect of turn patterns narrows down the
unwanted results.

In sum, the findings presented in this section suggest that using 4-bit BSDs yields a
greater impact than others, and the larger area requires higher classifier accuracy. A suitable
classifier accuracy that allows for using 4-bit BSDs for localisation in a 2 km2 range should
be more than 70%. We apply this information in the next chapter to train the classifiers.
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5.7 Summary

In this chapter, we have conducted preliminary investigations into the approach. We aimed
to characterise locations by a small number of semantic features relating to road junctions
and buildings. We represented each location by a binary descriptor, with each bit indi-
cating the presence or lack of a given feature in a given viewing direction and increasing
scalability. We sought suitable semantic representations that contained characteristics of
availability, reliability, clarity, ubiquity, distinction, and locality. Finally, we identified the
presence of junctions and gaps between buildings and constructed a 4-bit descriptor, known
as BSD.

However, due to their simplicity, the BSDs were not sufficiently discriminative on their
own. We introduced route descriptors by sequentially concatenating the BSDs. Once a
sufficiently long route was established, the pattern of semantic features observed along a
route became unique. Moreover, when the direction of travel between locations along a
route was taken into account as turn patterns, the performance was further improved.

By using a small number of bits per location, we demonstrated the effectiveness of this
method over the 2 km2 range test map, which is difficult to achieve using the comparatively
large representations. The next step is to integrate the system with the images by making
use of classifiers to predict the presence of semantic features. As demonstrated in Section
5.6.3, the minimum requirement for the classifier accuracy to enable localisation is 70%.
Hence, in the next chapter, we demonstrate the process of image data gathering, training,
and testing the selected classifiers.
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Chapter 6

Image-to-2-D map matching using
binary semantic descriptors

In the previous chapter, we presented an approach to position localisation in urban areas and
conducted preliminary investigations into the approach. We aim to characterise locations by
a small number of semantic features. To do that, a common representation between images
and a 2-D map is required. Therefore, we defined the characteristics of our representation
as availability, reliability, clarity, ubiquity, distinction, and locality. In this respect, we
chose the presence of junctions and gaps between buildings. We constructed a 4-bit binary
semantic descriptor (BSD), with each bit indicating the presence or lack of a given feature
in a given viewing direction. On a 2-D map, semantic features can be extracted directly.
However, without using metadata, a digital image only contains a low level of semantic
information, such as colours. To extract the presence of given features, we need a method
to convert images to semantic information.

In Section 6.1, we discuss the process of converting images to a BSD using the learning-
based method to classify semantic features. In Section 6.2, we then combine all of the
components and explain the whole process of image-to-2-D-map localisation using BSD. In
Section 6.3, we demonstrate the use of BSD for localisation and provide some provisional
results for the real-world integration. Finally, in Section 6.4, we summarise the overall
results, which lead to future possibilities for this work, further discussed in Chapter 7.

6.1 Image to Binary Semantic Descriptor

In the previous chapter, we chose the presence of junctions and gaps between buildings to
represent both 2-D maps and images. By obtaining digital base maps from OpenStreetMap,
the given features could be directly extracted to construct a 4-bit BSD. However, it is more
difficult for images, as we cannot apply the same process to retrieve the semantic features.
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(a) (b)

Figure 6.1: Processes of converting (a) 2-D map to a BSD and (b) a set of four directional
images to a BSD. Both apply the presence of junctions (front and back images) and the
presence of gaps between buildings (left and right images).

Based on this, we aim to identify suitable classification techniques to convert images into
an estimated BSD. Given an image Iij at location i in viewing direction Vij , the estimated
BSD ŝ is given by

d̂ij =

{
DETECTJUNC(Iij) if j ∈ {1, 2}
DETECTBGAP (Iij) if j ∈ {3, 4} (6.1)

whereDETECTJUNC(Iij) andDETECTBGAP (Iij) return 1 if junctions or gaps between
buildings, respectively, are detected in image Iij , and 0 otherwise. This process mirrors the
BSD generation functions in Equation 5.3.

6.1.1 Image features classification

There are several algorithms available for semantic classification; some have been dis-
cussed in Chapters 2 and 3, such as [16, 45, 260, 261]. The first technique is to use edges
and contours to detect the locations of objects, such as using line detection for finding road
lanes [262]. The second technique is to use learning-based models, such as SVM [263, 264]
and CNN [240].

Among the learning-based techniques, we chose CNN to design the binary classifiers
DETECTJUNC and DETECTBGAP due to its high effectiveness over image classifica-
tion problems. Similar to [240], we applied the pre-trained Places205-AlexNet model [265]
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derived from [11]. This model is specifically designed for scene classification in urban en-
vironments, which is well aligned with our application. Note that it is possible to train
a classifier for multiple labels, such as in [266, 267], but we separate both detectors for
simplicity. More details of improvements are discussed in Chapter 7.

6.1.2 Dataset and training

As using CNN models required a large set of labelled data, we chose Google Street View as
the image provider. However, the service only provides images without semantic labelling.
With loads of images, a method for auto labelling is required. Hence, similar to [240, 241],
we made use of semantic information from OpenStreetMap. To do that, Google Street View
images were linked to the OpenStreetMap locations using the corresponding geographical
coordinates (latitude and longitude). For each feature type, we collect positive samples
by identifying the locations of the relevant features and storing the images and viewing
directions of the locations. In addition, to gain data variation, we obtained a uniform mix
of viewing scenarios. For example, in the case of junctions, we used front- and back-facing
images aligned with the road and ensured that we had examples that covered the range of
distances from the junction up to the viewing radius. We completed the training set by
collecting the same number of negative samples in the corresponding viewing directions
that did not contain the feature of interest. This was similarly done for gaps between
buildings, but we used the left- and right-facing images instead.

As for training and testing the classifiers, we used colour images cropped from Google
Street View panoramas in the required viewing direction corresponding to a 90◦ horizontal
field of view and resized to 227× 227 pixels, which is the required size of AlexNet model.
The latter resulted in some distortion; however, given that we used the same process for
both training and testing, this is not considered to be an issue. In the experiments, we used
training sets consisting of 440,000 images per classifier taken from 220,000 locations in 23
different cities in the UK1. The performance of each classifier was evaluated using a test
set of 8000 images taken from the same 23 cities but at locations not within the training set
and with an equal number of positive and negative samples. Figure 6.2 illustrates examples
of the training data with variation in environmental conditions and architectural styles.

1The twenty-three cities contained Bath, Bristol, Cambridge, Cheltenham, Coventry, Derby, Edinburgh,
Glasgow, Leeds, Liverpool, Livingston, London, Manchester, Newcastle Upon Tyne, Norwich, Sheffield,
Southampton, Plymouth, Preston, Wakefield, Walsall, Wolverhampton, and York.
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Table 6.1: Recorded percentage of TPR, TNR and accuracy of each classifier using dif-
ferent trained image features those are: the distance to the closest building, the density of
buildings appear in the scene, the average size of buildings appear in the scene, the presence
of junctions, and the presence of gaps between buildings, respectively.

TPR TNR Accuracy
Distance 61 41.65 51.32
Density 57.3 59.4 58.35

Size 53.2 59 56.1
Junction 73.78 76.92 75.35

Gap 74.65 77.83 76.24

6.1.3 Model evaluation

We evaluated the performance using the stated test set and recorded the accuracy of each
classifier. In addition to junctions and gaps between buildings, we included other semantic
features: distance, density, and size. The distance was the binary classification for indi-
cating that the given location was close to a building. The density was for indicating the
density of buildings in the scene. The size was for indicating whether the scene contained a
large building. Note that these selected features did not pass our constraints in Section 5.1,
but we selected them to emphasise the importance of those properties. This is discussed in
further detail below.

(a) (b)

Figure 6.2: Examples of positive (features present) and negative (features not present)
images from the training datasets used for the semantic classifiers: (a) junction (top) and
no junction (bottom); (b) gap (top) and no gap (bottom).
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(a) (b)

Figure 6.3: Examples of ambiguity in training image features. In (a), the top row shows
an image and 2-D map pair; a solid rectangle shape in the 2-D map represents the rows
of shopfronts in their corresponding image; in contrast, while the bottom row also depicts
an image of a shopfront, there is a cluster of rectangles in the 2-D map. Therefore, a
scene in the top row might be labelled differently from the bottom row, even though the
corresponding images are the same. In (b), the top row shows a 2-D map area containing
a blank space, in contrast to its corresponding Google Street View image, which displays
a wall. This example demonstrates the unreliability of the map, which may affect the
classifier accuracy.

Table 6.1 represents the percentage of TPR, TNR and accuracy using the test features.
The results indicate that both junctions and gaps between buildings can fulfil the mini-
mum constraint of 70% accuracy stated in Section 5.6.3. Figure 6.3 further illustrates the
problems behind other test features: distance, density, and size. The problem is a lack of
clarification, as these features require a finite number for the threshold. For example, in
the case of distance, we set 15 metres as a threshold for indicating there was a building
near the scene; if there was a building within 15 metres, the image was labelled as ‘near’;
otherwise, it was labelled as ‘not near’. However, in the real-world environment, there is a
possibility that scenes with 15-metre and 17-metre ranges would appear exactly the same.
The same problem exists for size and density. Coupled with a high probability of having
more than one building in a scene, it is difficult to justify the concept of these features.
Moreover, clarification is not the only issue behind inaccuracy. Figure 6.3a displays a pair
of images and 2-D maps captured at the same geographical location. There is a row of
shops in the image, but the 2-D map shows only one building. This example demonstrates
a high density of buildings with a ‘not dense’ label.

Compared to these features, the presence of junctions and gaps between buildings is
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(a) (b)

Figure 6.4: Examples of semantic classifications: (a) true positives (top) and true negatives
(bottom); (b) false positives (top) and false negatives (bottom). In both (a) and (b), exam-
ples are arranged as: junction (top-left); gap (top-right); no junction (bottom-left); no gap
(bottom-right).

more solid. Both classifiers demonstrated well-balanced performance in detecting the pres-
ence and non-presence of junctions and gaps between buildings, with precision and recall
values around 0.75 on the test sets. However, these features are not entirely reliable; the
noisy data are presented in Figure 6.3b. A 2-D map contains only a blank space, but its
corresponding Google Street View images display high walls. Hence, the given example is
labelled as ‘contains a gap’ with a corresponding ‘no gap’ image. This is one of the factors
that affects the accuracy of our classifiers. Figure 6.2 illustrates examples of positive and
negative images from the training dataset.

Furthermore, Figure 6.4 illustrates examples of correct classifications (true positives
and true negatives) and incorrect classifications (false positives and false negatives). Note
that the latter illustrates the difficulty of the task. For example, the bottom left view in
Figure 6.4b contains a junction that is significantly obscured and is incorrectly classified as
containing no junction. Another example is the bottom right view; its corresponding 2-D
map indicates that it should contain a gap, but the site appears to be under redevelopment
and has been incorrectly classified as not containing a gap. This is an example of the
unreliable nature of the data providers, which could affect our performance. Nonetheless,
the junctions and gaps between buildings are still suitable features for our system. It is also
important to note that these selected features contained a sense of hand-crafted selection.
In other words, we chose them from the experiments, and evaluating their effectiveness is
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difficult. For a more practical system, automated selection of semantic features might be a
better solution. More details are discussed in Chapter 7.

6.2 Image-to-2-D map localisation using BSD

In this section, we summarise the overall findings, combining the components discussed
in Chapters 5 and 6 to gain a complete picture of the system of the image-to-2-D-map
localisation using BSDs. Figure 6.5 illustrates three main components of the approach: (i)
database creation (Figure 6.5d), (ii) image sequence generation (Figure 6.5a–c), and (iii)
search process (Figure 6.5e–g). More details are provided below.

Figure 6.5: Processes of route-based localisation – (a) images captured in four directions
(front, back, left, and right facing) at locations along a route. They are converted to BSDs
using (b) binary classifiers and concatenated to produce (c) route descriptors. These are
(e) bit-wise compared with (d) a database of ground-truth BSDs to determine the closest
matching route. Routes are then compared in terms of (f) turn patterns to give (g) a final
ranking of possible locations of the images corresponding to the 2-D map.

Database creation

First, from a 2-D vector map obtained using OpenStreetMap, we generated BSDs
for locations spaced at regular intervals along roads in an urban environment. Each
descriptor consisted of four bits, with each bit indicating the presence or lack of a
semantic feature in each given viewing direction: front, back, left, and right. We
extracted the presence of two semantic features: junctions from the front and back
views, and gaps between buildings from the left and right views.
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An offline database of location-tagged route descriptors was generated by comput-
ing all possible routes within the area of interest up to a certain length in terms of
the number of adjacent locations and concatenated the set of associated BSDs. As
indicated in Figure 6.5d, the circular discs represent the BSDs, and the black and
white segments indicate individual bits. Each route descriptor is then of length 4Nr

bits, where Nr is the number of locations in the route where 1 ≤ Nr ≤ M , with
a maximum route length in this work of M = 40. To improve the performance of
the searching algorithm, we applied the BK-tree data structure and, once the length
of routes reached the given threshold, the database (Figure 6.5d) was dynamically
generated at each turn resulting from the previously visited locations.

Image sequence generation

A ‘virtual user’ was generated to project the movement along a route in the environ-
ment to mirror the way a real user walks in the street. Google Street View images in
the four viewing directions were captured at successive locations corresponding to
each road location in a one-to-one relationship. Each image was fed to a binary clas-
sifier, which detected the presence or lack of junctions for the front- and back-facing
views and gaps between buildings for the left- and right-facing views. The sequences
of the estimated BSDs then formed a route descriptor (Figure 6.5a–c) to further be
used in the searching process.

Searching process

Given sequences of the estimated 4-bit BSDs, localisation then proceeded by com-
paring the estimated BSD ŝ and those for all locations in the 2-D map to give lo-
calisation with Hamming distances used to provide a ranked list of likely locations
(Figure 6.5e–g). To add further discrimination, we compared the turn patterns asso-
ciated with the query and database routes, requiring that these were identical for a
valid match. The motivation here is that direction changes of, for example, an au-
tonomous vehicle can be detected reliably and can thus eliminate spurious matches
between route descriptors, similar to human wayfinding. The database route with the
lowest Hamming distance corresponding to the query route and the same turn pattern
then provided the location estimate.

The state of searching continued by increasing numbers of route length Nr until there
was sufficient overlap between the most likely routes for a number of successive locations
or the virtual user walked a certain distance M ; we then confirmed localisation and main-
tained it using a fixed number of route length or bootstrapping.
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6.3 Experiments and results

In this section, we demonstrate the use of BSDs in three experiments: (i) image-to-2-D-
map localisation using BSDs, (ii) impact of urban patterns over BSDs, and (iii) BSDs to
real-world integration. The aim of the first is to investigate the use of BSDs for image-
to-2-D-map localisation. In other words, we performed the same experiment as in Section
5.6, with the real image classifiers applied. The second is to observe the impact of urban
patterns by testing on different cities than those used in the first experiment. Finally, the
last is to test our system using real-world data.

Figure 6.6: OpenStreetMap data for a 2 km2 range region of London we used for testing.
This is the same map that was used in the experiment in Section 5.6. There are 6656 road
locations, or approximately 66 km of explorable road.

6.3.1 Localisation using BSDs

In this section, we evaluate the performance of the method using Google Street View and
OpenStreetMap data for a 2 km2 region in London. There are 6656 road locations (N =

6656), or approximately 66 km of explorable road in total, as illustrated in Figure 6.6. Note
that this is the same test set we used in Section 5.6. From each location, we gathered images
corresponding to the four viewing directions, as well as the estimated 4-bit BSDs using the
classifiers. Figure 6.7 displays the histogram of 4-bit ground-truth descriptors (obtained
from OpenStreetMap, shown in blue) and estimated descriptors (predicted from Google
Street View images, shown in red); the horizontal axis corresponds to the sixteen possible
4-bit BSD patterns (or ‘0000’ to ‘1111’ in binary terms). This illustrates the distribution of
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descriptors across the region and the performance of the classifiers. The distribution of the
estimated descriptors is close to that of the ground truth due to the classifier accuracy tested
in Section 6.1.3, which was approximately 75% in both categories. Figure 6.8 displays
examples of the estimated BSDs, their corresponding images in the four viewing directions,
and the ground-truth BSDs. The deviation of the BSDs estimated from the ground truth was
caused by the inaccuracy of the classifiers. However, this also increases the challenging
nature of the detection task and confirms the utility of concatenating BSDs along a route to
gain uniqueness, thus enabling localisation.

Figure 6.7: The histogram showing the distribution of 4-bit ground-truth (blue) and esti-
mated (red) BSDs obtained from OpenStreetMap and Google Street View images, respec-
tively. The distribution of the estimated descriptors is close to the ground truth due to the
classifier accuracy.

We considered route lengths up to a maximum of M = 40 locations (approximately
400 metres) and tested the method using 150 randomly selected test routes. Each of them
contained a mixture of route sequential patterns, as illustrated in Figure 6.9. For each, we
recorded the route length at which localisation was achieved according to the consistency
measurement; there were five successive consistent localisations. Figure 6.10 presents the
percentage of routes that were correctly localised within route lengths of 0–5, 0–10, . . . ,
to 0–40 locations. We display the results for five methods of matching routes: using only
binary turn patterns (light blue), using only left and right turn patterns (grey), using only
route BSDs (dark blue), using both BSDs and binary turn patterns (yellow), and using both
BSDs and left-right turn patterns (dark green). The latter significantly outperformed the
others, and these results of 75% of classifier accuracy are consistent with the plot of the
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Figure 6.8: Examples of ground-truth BSDs from OpenStreetMap, and BSD estimates,
from the classification of the Google Streetview images in four directions. There are some
errors in the estimated BSD because of the classifier accuracy. However, the results show
that these errors do not affect the performance of the system.

percentage of correctly localised routes versus the classifier accuracy simulated in Section
5.6.

Moreover, with a short moving distance, BSDs alone were better than using only turn
patterns, while, in the longer run (in this case, up to 300–350 metres), the performance of
using left and right turn patterns increased. These results are consistent with the experiment
using visual odometry presented in [238, 241].

There are reasons behind the dissimilar results obtained between binary and non-binary
turn patterns. First, adding more bits means more distinct patterns, which can boost accu-
racy. Second, as displayed in Figure 6.6, the road structure of our test set contained several
four-way junctions. Given a more precise turning direction, this boosted the speed of deci-
sion making. However, it is unavoidable that adding more bits might affect the computation
time; if we compare the results between two types of turn patterns, the processing time is
compensable, as the performance extremely improves. Specifically, over 95% of the test
routes were correctly localised using 20 locations or approximately 200 metres in physi-
cal distance. The average distance for all routes to be localised was 97.2 metres. We also
gained more benefits over [238, 241] by dissolving their problem of failure over straight
route patterns. In addition, with a variety of data in temporal changes, spatial changes, and
domain changes, our system demonstrated effectiveness over invariance. At the same time,
the compact size of the descriptor also increased the sense of scalability. To strengthen this
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Figure 6.9: Examples of random test route sequences used in the experiment. The red line
represents the moving path of the virtual user within the maximum of route lengths is 40
(M = 40) locations, which equals approximately 400 metres.

statement, we extended our experiment to demonstrate the scalability of our BSDs. We
randomly selected 100–500 test routes. Figure 6.11 illustrates the results, displaying the
maintenance of the percentage of routes that were correctly localised, which reflected the
scalable characteristics of our system.

To illustrate the localisation process, Figure Figure 6.12 illustrates snapshots of the
localisation of a test route at route lengths of 2, 24, and 48 locations. It displays the 2-
D map, with the locations indicated by the coloured square markers along roads. The
colour indicates the likelihood of the location being corrected calculated from a probabilis-
tic formulation (as stated in Appendix A). Note that we used the probabilistic method just
to illustrate an alternative way to indicate the likelihood of the possible locations at any
given point. The difference from the Hamming distance is that this method also accounts
for classifier accuracy. We used it in the hot spot images to represent the closeness be-
tween each route descriptor and the test route from the highest (dark red) to the lowest
(dark blue). However, it has no impact on the ranking of the matching with the database.
The latest location along the test route is indicated by an orange or red circle. Orange
indicates that the route has yet to be correctly and consistently localised. Red indicates
that localisation has been achieved. The BSDs, both estimated and ground truth, along
with their corresponding images, are shown below the 2-D maps. Note that the bottom
row of images shows the views at the closest (best) match locations, but we do not use
them in the matching process. A video illustrating the complete process is available at
www.youtube.com/watch?v=fwZWr WXCRw.

At the top row of Figure 6.12, with a route length of 2, the majority of locations have
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Figure 6.10: Accumulative accuracy of localisation (% of correctly identified routes) ver-
sus route length using binary turn patterns (light blue), left and right turn patterns (grey),
route descriptors (dark blue), route descriptors with binary turn patterns (yellow), and route
descriptors with left and right turn patterns (dark green).

a low likelihood of being correct (dark blue); at the same time, the figure shows a small
number of disparate locations that have a high likelihood (dark red). This reflects the lack of
distinctiveness of using 8 bits of BSD (or two 4-bit BSDs), which is equal to moving around
20 metres. In contrast, as displayed in the middle row of Figure 6.12, once 24 locations
were reached, the route had been successfully localised; this time, the vast majority of other
locations (or routes) have been discarded (their markers are not shown). Once localised, we
continued tracking by moving only one location per time and used the fixed-length query;
in this case, is 24 as equal to where the localisation confirmed. The bottom row of Figure
6.12 illustrates that, at 48 locations reached, or approximately 480 metres, the test route
was still localised. This reflects the confidence of the localisation using BSDs.

6.3.2 Impact of urban patterns over BSDs

This experiment aimed to strengthen the general use of BSDs for localisation. As in the
previous experiments (Sections 5.6 and 6.3.1), the test data we used were from areas within
the United Kingdom. It can be argued that the trained network might not only focus on the
simple elements, such as junctions and gaps, but also includes other factors, such as the ar-
chitectural styles. Therefore, we measured the impact of the selected semantic features over
the variation of urban areas using data outside the training sets. Specifically, we randomly
obtained 100 routes in five different cities outside the United Kingdom: New York, Wash-
ington DC, Paris, Madrid, and Rome. The size of each map ranged from approximately

104



Figure 6.11: Accumulative accuracy of localisation (% of correctly identified routes) versus
route length for 100, 200, . . . , 500 test routes. This shows the stability in our performance,
as increasing the number of test routes did not affect the accuracy.

1–2 km2. The other processes were the same as in the previous experiments.
Figure 6.14 and Table 6.2 present the results of applying BSDs for localisation in the

stated cities. Over 75% of test routes could be localised within 200 metres, and the average
distance required before being successfully localised in a 1–2 km2 map was around 100
metres. We intend to observe the 2-D map using the histogram of sixteen 4-bit BSD pat-
terns, as depicted in Figure 6.15. The results present some distinctive patterns; however,
they are not sufficient for further analysis.

We therefore inspected the images in Figure 6.13, along with the data in Table 6.2. It
is as expected that cities in Europe, such as Paris, Rome, and especially Madrid, yielded
better accuracy for detecting gaps between buildings than cities in the United States. These
scenes in Europe contained architectural styles similar to those in our training sets. Com-
pared to the other two, the Rome set demonstrated lower accuracy due to the high num-
ber of transient objects, in this case vehicles. At the same time, the Madrid set showed
the most accuracy for detecting gaps between buildings. We believe that this was due to
the greater similarity with our training data regarding architectural style. For cities in the
United States, the New York set yielded high accuracy over junction detection. This might
have been caused by the well-defined road structure, as shown in Figure 6.13; the result is
also consistent with the work in [240], which used the dataset from the same city. For the
Washington DC set, the selected area contained several grade separations, which caused
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Figure 6.12: Snapshots of the localisation process for test route lengths of 2 (top), 24
(middle), and 48 locations (bottom). More details are provided in the text.
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Figure 6.13: Examples of map patches and scenes captured from five different cities – from
top to bottom are Rome, Madrid, Paris, New York, and Washington DC. Upon observation,
each city contained different variations. For example, New York contained a more well-
defined road structure than others. In Rome, there were various transient objects, such as
vehicles. The selected area in Washington DC contained several grade separations. We
believe that these properties affected the results presented in Table 6.2 and Figure 6.14.
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Figure 6.14: Accumulative accuracy of localisation (% of correctly identified routes) versus
route length of five different cities, which indicates the consistency of our system in terms
of performance.

detection error, as our training datasets did not contain this type of data.

Figure 6.15: The histograms of sixteen patterns of ground-truth BSD of five different cities
outside the UK. There is some variation in the patterns; however, it is not enough to warrant
further analysis.

Therefore, this experiment initially presents the impact of variation in urban patterns.
The findings revealed that the architectural styles had more impact on the gaps between
buildings, while the road segments had more impact on the junctions. It can also be implied
that if we have a well-trained network specifically for global urban patterns, BSDs can
generally be used anywhere. Results supporting this statement were observed in the Paris
set. If we compare these results to the those in Chapter 3, even in a city with a high level of
recognition difficulty such as Paris, using BSDs appeared to be effective. We believe this
reflects improvement due to using the 2-D map, as it is more tolerable to changes. This
assumption will be investigated in future work.
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Table 6.2: The percentage of accuracy of junctions and gaps between buildings classifiers
applied to six different cities and their average distances required before being localised;
five of these were taken outside the United Kingdom. Note that the London set is the same
dataset we used in the previous tests and is incorporated in this table only for comparison
purposes.

Junction
(%)

Gaps
(%)

AVG Distance
(Metres)

London 75.35 76.24 97.2
Rome 70.35 72.58 81.2

Madrid 72.14 84.97 83.6
Paris 78.27 69.44 70.6

New York 78.24 53.33 161.7
Washington DC 71.29 57.87 117.4

6.3.3 Image-to-2-D-map localisation using BSD in real-world environ-
ment

The experiment in this section aims to test our system using real-world data. In the previous
experiments, we assumed the one-to-one relationship between images and road locations
on the 2-D map. However, we cannot apply the same to a real-world environment without
using positioning systems. Therefore, for this experiment, we initially deployed the use
of a dense 2-D map that created the one-to-many relationships between images and road
locations.

(a) (b)

Figure 6.16: Concept of (a) normal space interval (10–15 metres) and (b) dense space in-
terval (1–2 metres). By applying the dense version, the relationship between road locations
and images is not one-to-one, which makes the problem more challenging.

To generate a densely plotted 2-D map, we changed the space of the regular interval
between locations from a 10–15 metre range to a 1–2 metre range; these road locations were
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not paired with any captured Google Street View images, so the relationship between road
locations and images was no longer a one-to-one relationship. The other processes, such as
feature extraction or turn pattern generation, remained the same. Figure 6.16 illustrates a
conceptualisation of the difference between normal and dense versions. We generated the
database of the dense version by constructing sets of routes in a mixed range of distances
from 8–16 metres. Note that this method may not be entirely practical for the real-world
system, especially in terms of scalability. Further investigation is needed in future works.

We performed the experiment in a 2 km2-range map of Bristol, and twelve 40-location
routes on the 2-D map were randomly selected. For data gathering, we used a smartphone
camera with a 720 × 1280 pixel resolution to capture four directional images at the same
frontal angles as the Google Street View images. To add more variation, we included a Bing
Streetside dataset in our test. Images in the dataset were gathered using a technique similar
to that mentioned in Section 3.2.1. Figure 6.17 presents examples of images gathered from
Google Street View, Bing Streetside, and the real-world environment. These scenes con-
tain some degree of environmental change, such as occlusions, as well as the presence of
transient objects, such as vehicles and pedestrians. We then followed the same processes
as the previous experiments. However, as the relationship between images and road loca-
tions was not one-to-one, we could not apply the previous measurement. To evaluate the
performance, we retrieved the latitude and longitude from the last location in the test image
sequence2 and compared them to the coordinates from a predicted current location given by
our algorithm. We applied the Haversine formula [256] to calculate the distance between
the two. If it was within a 5-metre range, we counted it as correctly localised.

The results reveal that, for each dataset — Google Street View, Bing Streetside, and
the real-world data – all of the test routes could be localised within a 400-metre range, and
80% of them successfully localised at around 13.91 metres, 16.91 metres, and 24.4 metres,
respectively. On inspection, as shown in Figure 6.17, despite these scenes containing some
environmental changes, our classifier was still able to detect the trained characteristics. In
addition, for the real-world dataset, the average classifier accuracy for detection of both
junctions and gaps between building categories was around 70%. This number indicates
that our classifiers can work on real-world data. These results are still consistent with that
in Section 5.6; however, they are only provisional results, and further work is needed.

2We did not use this geo-location information in the experiment
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Figure 6.17: Examples of data taken from Google Street View, Bing Streetside and the
real-world environment (left to right). The variations in the data, such as lighting condition,
shadow, and transient objects, are clearly shown.
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6.4 Summary

In sum, we have presented a novel method for localisation using BSD, and experimental re-
sults obtained using images from Google Street View and 2-D maps from OpenStreetMap
indicate the considerable potential of using this approach. Specifically, we achieved a lo-
calisation accuracy of over 80% when using routes consisting of 20 or more locations
(approximately 200 meters) on an area within a 2 km2 range. Although the process of
localisation was delayed at the initial state due to the expansion of the route, once boot-
strapped to the correct location, our method successfully tracked the route at the same rate
as location images were captured. It achieved this using a significantly smaller database
than what is required in image-to-image database matching. The results suggest that the
method has considerable potential. We extended the tests over different urban patterns and
real-world data, the findings of which seem promising. We discuss further limitations and
future possibilities for this work in Chapter 7.
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Chapter 7

Conclusions and discussion

In this thesis, we separated our work into two parts. First, we investigated the effect of
enforcing spatial knowledge combined with salient regions for vision-based place recogni-
tion (Chapters 2–3). Second, we explored the use of a spatial organisation of junctions and
gaps between buildings consistent with the 2-D map for localisation (Chapters 4–6). The
following section summarises the overall ideas of our works and findings, while Section
7.2 discusses the limitations and future directions of this thesis.

7.1 Conclusions and findings

In this section, we discuss each contribution and conclude our findings.

• We investigated the impact of incorporating spatial distribution in place recognition.
We proposed the use of image descriptors that encode the spatial distribution of ob-
jects in the scene. By applying semantic approaches, we aimed to handle the invari-
ance (temporal changes, spatial changes) and scalability of the system.

First, in Chapter 2, we reviewed the earlier and recent aspects of place recognition. The
traditional feature-based approaches dominated the earlier state of image-to-image match-
ing studies; however, the techniques were limited by problems of invariance and scalability.
Therefore, we shifted to semantic approaches by choosing the salient landmarks that en-
force spatial knowledge. In Chapter 3, we introduced image descriptors that record regions
of interest in the scene and their spatial order, called landmark distribution descriptors
(LDDs). To evaluate the performance, we compared our proposed method to state-of-the-
art methods. In the experiments on ten image-pair datasets, we recorded the average preci-
sion of around 70% at 100% recall. Compared with 54% obtained using whole-image CNN
features and the method in [62], we believe that this improvement directly resulted from
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our method. Furthermore, as the datasets contained environmental changes, our system
revealed some robust degrees over invariance. Using LDDs partially addressed the issue of
scalability, as the compressed descriptor is smaller than the state-of-the-art methods.

However, to operate in the real-world, more compact and robust descriptors were nec-
essary, and we were interested in making the system more human friendly. Indeed, humans
are more adept at perceiving visual cues from their surroundings and orienting themselves
on a 2-D map. As a result, we shifted from an image-to-image matching database to lo-
calisation by matching between images and data in a 2-D map, which leads to our second
contribution:

• We investigate the possibility of localisation on a 2-D map using visual informa-
tion. We introduce the novel technique of using semantic representations. Therefore,
we aim for a representation that is robust to invariance (temporal changes, spatial
changes, and domain changes), compact for scalability, and closer to how humans
perceive the problem.

Second, in Chapter 4, we reviewed the use of the map and the current works in cross-
view localisation. This problem was challenging in nature due to the drastic changes in test
and reference views. In Chapter 5, we proposed the use of 4-bit binary semantic descriptors
(BSDs) and demonstrated the possibility of using BSDs for localisation on the 2-D map.
The findings revealed that it was possible to localise on a 2-D map within a 2 km2 range
if the accuracy of our estimated BSDs was greater than 70%. Therefore, in Chapter 6, we
integrated the image classifiers to convert four directional images to a BSD. Using junctions
and gaps between buildings as our BSD features, we yielded around 75% accuracy, which
was sufficient for localisation to proceed. The results indicate that our system can localise
around 80% of the test routes within 200 metres, even in the real-world environment. In this
respect, we have advantages in three key aspects. First, based on our dataset, our system
copes well with several types of invariance: temporal changes, spatial changes, and domain
changes. Second, as we use a 4-bit representation, we gain robustness over scalability; our
BSD is more compact and requires less storage than image-to-image approaches. Finally,
this business over the 2-D map is closer to how humans perceive the localisation problem.

7.2 Limitations and future work

Although the two topics in this thesis share the same concept of investigating the impact
of spatial knowledge and semantic features, based on the contents, there are various differ-
ences. Therefore, this discussion is separated into two sub-parts.
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The following are issues of concern and indicate the future direction of using landmark
distribution descriptors:

• Improve processing time - based on the current performance, to make our method
more practical, we need to improve the processing time. One solution is to convert
our code from MATLAB to more lightweight programming tools.

• Increase the displacement between the image pair - initially, we specified the
displacement between an image pair (Google Street View and Bing Streetside) as
5–10 metres apart, because adding more displacement than that might destroy the
salient region pairs, as shown in Figure 7.1. In future work, we will extend our
investigation by increasing the degree of displacement to observe the tolerance over
lost landmark pairs.

• Add more datasets - numerous datasets (including videos) have been provided for
evaluating place recognition system, such as the Tokyo 24-7 dataset [51], Nordland
dataset [112], and Pittsburgh Street View dataset [268]. In the future, we can apply
our method to see how it copes with these different areas and environmental changes.

• Remove non-static landmarks - regarding the failure of test results in Section 3.2.4,
one cause of this was the presence of non-static objects in the scene, such as cars and
trees. This limitation resulted from the proposal detection technique returning all
regions likely to be objects in the scene, including non-static ones. Therefore, a more
specific proposal detector is necessary. It could be possible to replace the process
of proposal detection with learning-based models, such as R-CNN [148], and train
them to detect only static objects.

• Change the viewing direction - our method may have limitations with viewing di-
rection changes. In Section 3.2.5, we demonstrated the use of a vanishing position to
better align the panoramic sections; it helped increase the invariance of small degrees
of viewing angle changes (around 30◦). However, the larger changes in viewing di-
rection (over 180◦) or reverse direction are of greater concern. To solve this, it could
be possible to apply the learning-based model, as in [169]; as discussed in Section
3.1.1, some situations might not cope well with this technique. The other solution is
to record a pair of images taken from the same location in the reverse direction, but
more data means more space required. In the long run, it is more practical to have
a system that can auto-generate a scene descriptor to record landmarks and spatial
relationships in all directions.
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• Add more evaluation methods - previously, we only used precision and recall to
evaluate the performance of our method. For a better analysis, we might add more
evaluation matrices for image retrieval, such as the receiver operating characteristic
(ROC) and the mean average precision (mAP). In addition to the method of evalua-
tion, we might also add a more recent method of place recognition for comparison,
such as the NetVLAD network [52], which demonstrates high potential with severe
changes in viewpoints and environmental conditions.

• Add degree of belief - in our experiments, there were no false-positive results, as
we assumed that all test images had matches. However, to make the system more
practical, it should give the degree of belief indicating the relevance of the query.
In addition, in [91], researchers proposed the future concept of vision-based place
recognition that systems should be able to correct the results, instead of avoiding
false matches. This could be an additional aim for future research.

• Replace with learning-based models - rather than detecting salient regions and en-
forcing their spatial arrangement, it could be possible to re-implement the whole
system in the form of the learning-based model. For example, in [269], researchers
applied the CNN model to identify and extract the spatial relationship between salient
objects in the scene using the labels above, below, and beside. It could be possible to
apply the same concept to our work.

Figure 7.1: Examples of scenes captured at the same location with varying distances from
20–100 metres. Landmark loss is visible in the scene. How far can our system maintain
full functioning?
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Next, we discuss the future direction of localisation using binary semantic descriptors.
Aside from code-level optimisation, the following are issues of concern:

• Improve feature classifiers - there are several possible areas of improvement re-
garding the performance of our classifiers. For example, as we initiate converting
images to the BSD using two separate classifiers, we can apply the multi-labels clas-
sifier instead. Other possibilities involve boosting operations, such as noise remov-
ing, parameter tuning, and further data gathering. Additionally, as we assume the
relationship between images and the 2-D map as one-to-one, it is also possible to ex-
tend the method to perform sequence-to-sequence classification. One method for this
would be to integrate the CNN model with other sequential models, such as recurrent
networks [270, 271].

• Improve data structure - in the main experiment, we assumed one-to-one corre-
spondence between images and a 2-D map (Google Street View and OpenStreetMap).
Then, in Section 6.3.3, we demonstrated the use of the one-to-many approach, the
results of which suggest the potential to maintain performance even when extending
the method. However, the extension means more road locations on the 2-D map;
even with the dynamic database, this can still affect memory consumption. There-
fore, future work should consider how the route databases are constructed, stored,
and accessed.

• Improve features selection - our selected features, the presence of junctions and
gaps between buildings, were hand selected. They derived from experiments with
numerous features. Therefore, it was difficult to evaluate the effectiveness of these
selections. To make the system more robust, mechanisms to auto-generate features
are suggested. One way to do this is to apply a learning-based model to identify
global features. For example, in one study, a set of image patches was trained to
define the characteristics of Paris (inside and outside the city) [136]. In this respect,
our system should be able to define salient features without human guidance.

• Add data with more variation - the degrees of invariance in our experiment did
not cover some environmental changes, such as drastic changes in time of day (day-
night) and some urban properties, such as grade separations, partially demonstrated
in Section 6.3.2. It is likely that our classifiers may not have fully performed in the
stated situations because we have never trained them using those data before. Thus,
we might need to add more variation in the training sets. For example, we can retrieve
the day-night time data from the Tokyo 24-7 dataset [51].
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In addition, for 2-D maps, it could be possible to obtain more map data from other
map service providers, such as Mapillary1, and OpenStreetCam2. For images, in the
city variation experiment in Section 6.3.2, we chose cities in the United States and
Europe, which still contained some architectural styles in common with our training
data. Therefore, we might expand our investigation to different geographical areas.

• Incorporate with a formal framework - at the initial state of work, we used the sim-
ple searching method and assumed movement in fixed locations, moving from one
location to the adjacent location. This leads to the main limitation of our method,
which is a lack of formal framework. To improve this, we might incorporate a proba-
bilistic filter, such as the Kalman filter [217, 218] and particle filter [221] reviewed in
Chapter 4. Based on our current setting, which works with a discrete and fixed num-
ber of locations, the filter would be simple. However, in a real-world environment
full of uncertainty, the probabilistic approaches would provide more robustness.

• Integration in real-world applications - This work has demonstrated that the use
of semantic features encoded in a simple location descriptor (BSD) leads to impres-
sive localisation results when the descriptors are concatenated over time. We have
demonstrated this in a proof-of-principle system and presented results using GSV
data. The next step would be to take these ideas and develop them into real-world
applications. Key examples include navigation and path planning and in these cases
it would make sense to embed the ideas into a formal decision making framework
based on Gauss-Markov modelling, for example [272]. It would also be interesting
to look at how they may also be embedded into a learning framework, in which de-
cisions are made based past experience, particularly those employing recent neural
network techniques such as Long short-term memory (LSTM) or similar [273].

In addition, for a more human-friendly system, we propose replacing the 2-D vector
maps with the corresponding sketch version, as partially proposed in [153, 158, 159,
160, 274]. One solution is to add more mechanisms to convert a sketch map into a
digital base map, such as converting a raster image floor plan into a vector-graphics
representation, as in [275]. However, as mentioned in [153], this problem is more
challenging because of the information provided in the sketch map; i.e., people usu-
ally discard some information that they feel is unrelated to the individual perception.

1https://www.mapillary.com/app
2https://openstreetcam.org
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Another real-world integration may be to combine our method with traditional map-
making processes. As discussed in Section 4.1, constructing digital 2-D maps re-
quires human involvement. Rather than performing localisation, we are looking for
2-D map creation based on the semantic features of given images. This also partially
relates to our development of the SLAM system in terms of map building.

In sum, though there were limitations to this work, the investigation regarding spatial
knowledge in vision-based place recognition and localisation presented in this thesis has
achieved the aims of this research, as well as opened up future research directions.
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Appendix A

Probabilistic formulation

Base on the binary semantic descriptor we presented in Chapters 5 and 6, it was possible to
convert the Hamming distance metric into the probabilistic form, which was applied in the
visual demonstration in Section 6.3.1. We applied the probabilistic formulation to indicate
the likelihood of possible locations. Thus, given an estimated BSD d̂ obtained at a single
location l, the conditional probability that l corresponds to li ∈ L can be written as

P (li|d̂) = P (li|di)P (di|d̂) ∝ P (li|di)P (d̂|di) (A.1)

where we assume that all descriptors di are equally likely. Note that the term P (li|di)
expresses the uniqueness of the ground-truth descriptor di derived from the 2-D map. Since
our descriptors were only 4 bits long, for a large number of locations, such as with our
largest test set of approximately 6,000 locations, P (li|di) << 1, indicating that many
locations had the same descriptors and localisation was therefore not possible.

Given that we had an estimate of the accuracy of our classifiers and hence the detectors
DETECTJUNC and DETECTBGAP , we could approximate the likelihood P (d̂|di) in
terms of the Hamming distance h between di and d̂, i.e.

P (d̂|di) ∝ q4−h(1− q)h (A.2)

where q is the probability of correctly detecting the presence or not of both junctions and
gaps. In this case, we assumed the same value for both probabilities for simplicity and we
also observed similar values in practice of ≈ 0.75.

Extending the above to routes, we obtained the following conditional probability that
the route descriptor estimate ŝ = (d̂1, d̂2, . . . , d̂Nr) corresponds to route r ∈ RNr

P (r|ŝ) = P (r|s)P (s|ŝ) = P (r|s)P (ŝ|s) (A.3)
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Hence, from Equations (A.1) and (A.2) and assuming independence between descriptors

P (r|ŝ) ∝ P (r|s)
Nr∏
i=1

P (d̂i|dγ(i)) (A.4)

∝ P (r|s)q4Nr−H(1− q)H (A.5)

where H denotes the Hamming distance between s and ŝ. Here, P (r|s) expresses the
uniqueness of the route descriptor s, which, as we demonstrated, is high for a sufficiently
long routes and thus P (r|s)→ 1, giving

P (r|ŝ) ∝ q4Nr−H(1− q)H (A.6)

Using this expression, we could obtain an estimate of the likelihood ratio of one route ri
over another rj for a given ŝ

P (ri|ŝ)
P (rj|ŝ)

=
(1− q)Hi−Hj

qHi−Hj
(A.7)

where Hi is the Hamming distance between si and ŝ.
Hence, for q = 0.75, this yielded a likelihood ratio of 1/3δ for a difference of δ in

Hamming distance from the estimated route descriptor, which is significant. For example,
a route whose descriptor is δ bits closer in Hamming distance to the estimated descriptor
is 3δ times more likely to be the correct route. This further validates our simulation in
Section 5.6.3; even with a detector accuracy of only around 75% for individual BSDs, the
concatenation of descriptors along routes can lead to a high degree of distinctiveness for
long enough routes.
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(TOG), volume 27, page 161. ACM, 2008.

123



[47] Akihiko Torii, Josef Sivic, Tomas Pajdla, and Masatoshi Okutomi. Visual place recognition with repetitive structures. In Proceedings of the
IEEE conference on computer vision and pattern recognition, pages 883–890, 2013.

[48] Arnold Irschara, Christopher Zach, Jan-Michael Frahm, and Horst Bischof. From structure-from-motion point clouds to fast location recognition.
In Computer Vision and Pattern Recognition, 2009. CVPR 2009. IEEE Conference on, pages 2599–2606. IEEE, 2009.

[49] Titus Cieslewski, Elena Stumm, Abel Gawel, Mike Bosse, Simon Lynen, and Roland Siegwart. Point cloud descriptors for place recognition
using sparse visual information. In Robotics and Automation (ICRA), 2016 IEEE International Conference on, pages 4830–4836. IEEE, 2016.

[50] Colin McManus, Ben Upcroft, and Paul Newmann. Scene signatures: Localised and point-less features for localisation. Robotics: Science and
Systems, 2014.

[51] Akihiko Torii, Relja Arandjelovic, Josef Sivic, Masatoshi Okutomi, and Tomas Pajdla. 24/7 place recognition by view synthesis. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition, pages 1808–1817, 2015.

[52] Relja Arandjelovic, Petr Gronat, Akihiko Torii, Tomas Pajdla, and Josef Sivic. Netvlad: Cnn architecture for weakly supervised place recogni-
tion. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 5297–5307, 2016.
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A survey. arXiv preprint arXiv:1809.02165, 2018.

[169] Sourav Garg, Niko Suenderhauf, and Michael Milford. Lost? appearance-invariant place recognition for opposite viewpoints using visual
semantics. arXiv preprint arXiv:1804.05526, 2018.

[170] Andrea Vedaldi and Karel Lenc. Matconvnet: Convolutional neural networks for matlab. In Proceedings of the 23rd ACM international
conference on Multimedia, pages 689–692. ACM, 2015.

[171] Dimitris Achlioptas. Database-friendly random projections. In Proceedings of the twentieth ACM SIGMOD-SIGACT-SIGART symposium on
Principles of database systems, pages 274–281. ACM, 2001.

[172] Sean Bell and Kavita Bala. Learning visual similarity for product design with convolutional neural networks. ACM Transactions on Graphics
(TOG), 34(4):98, 2015.
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[177] Marie Sjölinder. Individual differences in spatial cognition and hypermedia navigation. Exploring navigation: Towards a framework for design
and evaluation of navigation in electronic spaces, pages 61–72, 1998.

[178] Reginald G Golledge, R Daniel Jacobson, Robert Kitchin, and Mark Blades. Cognitive maps, spatial abilities, and human wayfinding. Geo-
graphical review of Japan, Series B., 73(2):93–104, 2000.

[179] Thomas Wolbers and Mary Hegarty. What determines our navigational abilities? Trends in cognitive sciences, 14(3):138–146, 2010.

[180] P. Biber and T. Duckett. Experimental analysis of sample-based maps for long-term slam. Int. J. on Robotics Research, 28(1), 2009.

[181] Shenlong Wang, Sanja Fidler, and Raquel Urtasun. Lost shopping! monocular localization in large indoor spaces. In Proceedings of the IEEE
International Conference on Computer Vision, pages 2695–2703, 2015.

[182] Monica L Smith. Networks, territories, and the cartography of ancient states. Annals of the Association of American Geographers, 95(4):832–
849, 2005.

[183] Peter A Burrough, Rachael McDonnell, Rachael A McDonnell, and Christopher D Lloyd. Principles of geographical information systems.
Oxford university press, 2015.

[184] Howard Brody, Michael Russell Rip, Peter Vinten-Johansen, Nigel Paneth, and Stephen Rachman. Map-making and myth-making in broad
street: the london cholera epidemic, 1854. The Lancet, 356(9223):64–68, 2000.

[185] Larianne Collins. The impact of paper versus digital map technology on students’ spatial thinking skill acquisition. Journal of Geography,
117(4):137–152, 2018.
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