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Abstract

This study has started as part of a research project at Stellenbosch Uni-

versity (SU) that aims at building a team of soccer-playing robots for the

RoboCup Small Size League (SSL). In the RoboCup SSL the Decision-

Making Module (DMM) plays an important role for it makes all decisions

for the robots in the team. This research focuses on the development of

some parts of the DMM for the team at SU.

A literature study showed that the DMM is typically developed in a

hierarchical structure where basic soccer skills form the fundamental build-

ing blocks and high-level team behaviours are implemented using these basic

soccer skills. The literature study also revealed that strategies in the DMM

are usually developed using a hand-coded approach in the RoboCup SSL

domain, i.e., a specific and fixed strategy is coded, while in other leagues a

Machine Learning (ML) approach, Reinforcement Learning (RL) in particu-

lar, is widely used. This led to the following research objective of this thesis,

namely to develop basic soccer skills using RL for the RoboCup Small Size

League. A second objective of this research is to develop a simulation envi-

ronment to facilitate the development of the DMM. A high-level simulator

was developed and validated as a result.

The temporal-difference value iteration algorithm with state-value functions

was used for RL, along with a Multi-Layer Perceptron (MLP) as a function

approximator. Two types of important soccer skills, namely shooting skills

and passing skills were developed using the RL and MLP combination. Nine

experiments were conducted to develop and evaluate these skills in various

playing situations. The results showed that the learning was very effective,

as the learning agent executed the shooting and passing tasks satisfactorily,

and further refinement is thus possible.
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In conclusion, RL combined with MLP was successfully applied in this

research to develop two important basic soccer skills for robots in the

RoboCup SSL. These form a solid foundation for the development of a

complete DMM along with the simulation environment established in this

research.
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Opsomming

Hierdie studie het ontstaan as deel van ’n navorsingsprojek by Stellen-

bosch Universiteit wat daarop gemik was om ’n span sokkerrobotte vir die

RoboCup Small Size League (SSL) te ontwikkel. Die besluitnemingsmodule

(BM) speel ’n belangrike rol in die RoboCup SSL, aangesien dit besluite vir

die robotte in die span maak. Hierdie navorsing fokus op ontwikkeling van

enkele komponente van die BM vir die span by SU.

’n Literatuurstudie het getoon dat die BM tipies ontwikkel word volgens

’n hiërargiese struktuur waarin basiese sokkervaardighede die fundamentele

boublokke vorm en hoëvlak spangedrag word dan gerealiseer deur hierdie

basiese vaardighede te gebruik. Die literatuur het ook getoon dat strate-

gieë in die BM van die RoboCup SSL domein gewoonlik ontwikkel word deur

’n hand-gekodeerde benadering, dit wil sê, ’n baie spesifieke en vaste strate-

gie word gekodeer, terwyl masjienleer (ML) en versterkingsleer (VL) wyd in

ander ligas gebruik word. Dit het gelei tot die navorsingsdoelwit in hierdie

tesis, naamlik om basiese sokkervaardighede vir robotte in die RoboCup SSL

te ontwikkel. ’n Tweede doelwit was om ’n simulasie-omgewing te ontwikkel

wat weer die ontwikkeling van die BM sou fasiliteer. Hierdie simulator is

suksesvol ontwikkel en gevalideer.

Die tydwaarde-verskil iterariewe algoritme met toestandwaarde-funksies is

gebruik vir VL saam met ’n multi-laag perseptron (MLP) vir funksiebe-

naderings. Twee belangrike sokkervaardighede, naamlik doelskop- en aangee-

vaardighede is met hierdie kombinasie van VL en MLP ontwikkel. Nege

eksperimente is uitgevoer om hierdie vaardighede in verskillende speelsitu-

asies te ontwikkel en te evalueer. Volgens die resultate was die leerproses baie

effektief, aangesien die leer-agent die doelskiet- en aangeetake bevredigend

uitgevoer het, en verdere verfyning is dus moontlik.
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Die gevolgtrekking is dat VL gekombineer met MLP suksesvol toegepas is

in hierdie navorsingswerk om twee belangrike, basiese sokkervaardighede vir

robotte in die RoboCup SSL te ontwikkel. Dit vorm ’n sterk fondament vir

die ontwikkeling van ’n volledige BM tesame met die simulasie-omgewing

wat in hierdie werk daargestel is.
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Chapter 1

Introduction

1.1 Background

1.1.1 Artificial intelligence

Artificial Intelligence (AI) is probably one of the most interesting fields in science and

engineering. Born only in the mid-20th century, it is still young and growing, providing

researchers with good opportunities to lay a solid foundation for research in the field.

Aiming to develop intelligent agents (Poole et al., 1998), AI encompasses a wide range

of subfields. Optimisation, evolutionary algorithms, decision theory, machine learning

and neural networks can be seen as tools or methods of AI, and its application includes

speech recognition, image processing, machine translation, game playing, automation,

medical diagnosis, robotics and many more.

The victory of a computer, Deep Blue, over the human chess world champion in

1997 was probably the most outstanding achievement in AI’s history until then. It

was not only a great breakthrough but also became a turning point of mainstream

AI research. The focus then shifted to more complicated problems, that is, developing

intelligent agents working in dynamic, uncertain environments.

1.1.2 RoboCup

RoboCup (RoboCup webpage, 2014), an annual international robot soccer competi-

tion, is one such attempt to promote AI by performing a common task: soccer (Kitano

et al., 1997). It offers an integrated test-bed to develop a team of fully autonomous
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soccer-playing robots. In order to achieve this, various technologies must be incorpo-

rated including autonomous agent design principles, multi-agent collaboration, strategy

acquisition, real-time reasoning, robotics and sensor-fusion (Visser & Burkhard, 2007).

Kitano & Asada (1998) stated the ultimate goal of the RoboCup initiative as follows:

“By the mid-21st century, a team of fully autonomous humanoid robot soccer

players shall win a soccer game, in compliance with the official rules of the

FIFA, against the winner of the most recent World Cup.”

RoboCup Soccer is divided into five leagues: the Small Size League (SSL), the Mid-

dle Size League (MSL), the Simulation League, the Standard Platform League and the

Humanoid League. Each league has its own challenges. This research forms part of a

project at Stellenbosch University (SU) that aims to build a team of soccer-playing

robots conforming to the rules of the RoboCup SSL. Therefore, it is focused on the

RoboCup SSL, which is concerned with the problem of intelligent multi-agent coopera-

tion and control in a highly dynamic environment with a hybrid centralised/distributed

system (RoboCup SSL webpage, 2014).

1.1.3 RoboCup Small Size League

In the RoboCup SSL, teams consisting of maximum six robots play soccer games using

an orange golf ball on a pitch of 6.05 m × 4.05 m. The robot shape and size are con-

fined to a cylinder with a diameter of 180 mm and a height of 150 mm. Activities on

the field are captured by two cameras mounted above the field and the corresponding

information, such as the positions of robots and the ball, is processed by open-source

software called SSL-Vision on an off-field computer. Using this information, an inde-

pendent computer program, usually called an AI module in the literature, produces

team strategies for the robot actions and sends commands to the robots via a wireless

radio frequency. Changes on the field caused by movements of the robots and the ball

are again captured by the cameras and all the processes described above are repeated

throughout the game. This control loop iterates approximately 60 times per second.

Figure 1.1 shows the RoboCup SSL system.

The hardware design of the robots developed at SU is shown in Figure 1.2(a). The

robot has four omnidirectional wheels (Figure 1.2(b)) and a kicker unit. The omnidi-

rectional wheels have numerous small wheels all around the circumference. These small

2
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Figure 1.1: The RoboCup SSL system (RoboCup SSL webpage, 2014).

(a) CAD design of the SSL robot (b) Omnidirectional wheel

Figure 1.2: Hardware design of an SSL robot (Smit, 2014).
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wheels rotate freely, enabling the robot to move in any direction without having to turn.

This feature has a significant effect on the design of the experiments to be performed

in this research, which will be discussed later in Chapter 5 and Chapter 6.

1.2 Motivation

As one can see from the above description of the RoboCup SSL system, global percep-

tion is possible and control is centralised. Each robot does not have an independent

control unit, nor does it make decisions on its own. The robots move only according

to the instructions from the omniscient brain of their team, i.e., the Decision-Making

Module1 (DMM). This is called the centralised control system.

Another way to control the system, which is more complicated but realistic, is

through a distributed control system. In a distributed control system, each robot has

on-board sensors to capture the information about the field and makes decisions inde-

pendently based on this information. All the other RoboCup leagues require distributed

control, while both centralised and distributed control are allowed in the RoboCup SSL.

However, the use of distributed control systems is hardly found in the context of the

RoboCup SSL. The RoboCup SSL is used to rather explore good strategies in a cen-

tralised control system, where the DMM plays a key role.

Relatively speaking, the DMM has drawn less attention for its importance in the

SSL domain. Because the mechanics is still a challenging issue, teams in the RoboCup

SSL have been concentrating on robot hardware and control problems rather than

strategies. This research, however, focused purely on the development of an intelligent

DMM for the robot soccer team at SU.

1.3 Objectives

Although the DMM forms the focal point of this research, it is not the objective of

this research to develop a complete DMM, which would be able to control an entire

soccer match. Developing a DMM would involve a huge amount of programming work

and thus require far more human resources than those available for Master’s research.

1The DMM corresponds to the AI module described in the previous section. However, in this

context, the term decision-making module is preferred as it indicates more precisely the function of the

module in question.

4
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However, developing a complete DMM remains a long-term goal of the SU project

team’s AI research.

The objective of this research is therefore to lay a foundation for the development of

a DMM by establishing basic building blocks of the DMM. The aim is also to provide a

simulation environment, which is absolutely required to test and validate the function

of the DMM.

1.4 Methodology

The methodology used in this research can be summarised as follows:

1. Develop a simulation environment.

2. Define basic building blocks of the DMM: individual soccer skills.

3. Select some soccer skills to be developed in this research.

4. Implement the selected skills using machine learning, focusing on reinforcement

learning techniques.

Each step will briefly be described in the following sections.

1.4.1 A simulation environment

In order to develop a DMM, a simulation environment must be constructed first. A

simulation environment in this context means a system in which the function of the

DMM can be tested and validated with no involvement of hardware such as real robots

and cameras. The simulation environment, therefore, should include the DMM and

a simulator that is able to simulate the control processes described in Section 1.1.3,

excluding the processes done by the DMM. It would be impossible to develop the

DMM in a time- and cost-effective way without the simulation environment. Developing

a simulation environment is therefore a prerequisite to the development of the DMM.

1.4.2 Basic building blocks of the DMM

Once the simulation environment has been implemented, the next step would be to

design the DMM. One of the important approaches towards the design of the DMM is

to build it in a layered architecture with different levels of abstraction.

5

Stellenbosch University  https://scholar.sun.ac.za



1.4 Methodology

In a layered architecture, individual soccer skills such as Shoot, Pass, Intercept,

etc., are developed first, then they are used to implement high-level team behaviours

such as AgressiveAttack or Defence. Individual soccer skills, in this context, indi-

cate actions that can be performed by a single robot. In some teams individual soccer

skills are further divided into lower-level skills, such as GoToAPoint, AimAtThe-

Goal, Kick, etc. These lower-level skills are used in the implementation of upper-level

individual skills. In other teams, individual skills are developed as a single layer.

Although the number of layers and the level of abstraction in each layer vary de-

pending on the design, the most important feature that is found in the design of the

layered architecture in almost all teams in the RoboCup SSL is that individual soccer

skills are developed as complete, independent modules. Furthermore, high-level team

behaviours are implemented by using these modularised individual skills.

This layered approach makes it relatively easy to develop and test various strategies.

Once a collection of individual skills is implemented, strategies can be developed simply

by writing different team behaviours using those individual skills. They can be changed

without causing many alterations to other parts of the program. Also, new individual

skills can easily be added to the existing skills. In this sense, the individual soccer skills

form essential building blocks to build a DMM efficiently.

1.4.3 Important individual soccer skills

In Section 1.3 it was mentioned that one of the important goals of this research is

to lay a foundation for the development of the DMM by establishing basic building

blocks. This can be achieved by means of two steps: defining the building blocks and

actually developing them. The layered architecture was discussed in the previous section

to define individual soccer skills as the basic building blocks. In this section, six basic

soccer skills are introduced as the building blocks that will be developed in this research.

They are:

• shooting a stationary ball

• shooting a moving ball

• shooting a stationary ball against a goalkeeper

• shooting a moving ball against a goalkeeper

6
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• passing a stationary ball

• passing a moving ball.

These skills were chosen because shooting and passing skills are the most funda-

mental soccer skills. At the same time, it is not as simple to implement these skills as it

seems. Shooting a stationary ball, for example, includes approaching the ball, aiming

at the goal or the target and kicking the ball. The robot should approach the ball from

the opposite direction of the goal while maintaining the right angle to keep the ball in

front of its kicker. It should also be able to control its velocity so that the ball gets

close enough to kick, but the robot must not get so close to the ball that it pushes it

instead of kicking.

1.4.4 Machine learning

Although the layered architecture can significantly reduce the effort required to develop

the DMM, it is still exceptionally hard work to implement strategies. Usually, strategies

are hand-coded and fine-tuned manually. Hand-coded solutions may work well with

relatively simple tasks, but developing them becomes harder and more time consuming

as the complexity of the task increases. Also, there is a strong possibility that the work

could end up with a bad solution because the hand-coding approach is highly dependent

on human logic.

Machine Learning (ML), a subfield of AI that concerns the construction and study of

systems that can learn from data, offers a good alternative to hand-coding approaches.

Human brain power can be replaced with computer power by using ML (Riedmiller

et al., 2009), and the learning result is less error prone (Meriçli et al., 2011).

ML is often used for the strategy development in other RoboCup leagues, but it is

hardly found in the SSL context. Possible reasons are discussed in Section 3.1.3. In this

research, it was decided to explore the possibility of using ML for strategy development.

Therefore, although the individual skills to be developed in this research are relatively

simple, making the hand-coding approach a possibility, the strategies were developed

using ML, specifically, reinforcement learning. The idea here is, instead of straightfor-

ward programming, to let the robot try various actions, observe the results, and learn

from the experience. ML and the rationale for the use of reinforcement learning will be

dealt with in detail in Chapter 2.
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There are a few cases in the literature, all based on other leagues, where similar

tasks have been developed using reinforcement learning. However, the differences in

hardware requirements, control methods or problem designs make the use of these

existing learning skills inappropriate for the problems investigated in this research,

if not impossible. These issues will be discussed further in the literature review in

Section 3.2.1, when each case is introduced and explained.

1.5 Structure of the thesis

The rest of the thesis is structured as follows: Chapter 2 provides the theoretical back-

ground to ML. Two main topics of ML will be presented in particular: reinforcement

learning and the multi-layer perceptron. A brief overview of the strategy development

process as well as examples of machine learning applications in robot soccer litera-

ture will be introduced in Chapter 3. Chapter 4 discusses the simulation environment

established in this research. This is followed by Chapters 5 and 6, which present

ML experiments performed to implement the shooting and passing skills mentioned

in Section 1.4.3. Finally, Chapter 7 concludes the thesis with a short summary and

recommendations on future work.
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Chapter 2

Machine learning

This chapter introduces two important topics in machine learning, namely Reinforce-

ment Learning (RL) and the Multi-Layer Perceptron (MLP). These two concepts are

central to the main methodology of the research. Machine learning is briefly explained

first, followed by a discussion of RL and MLP. These sections will provide the theoretical

basis for the machine learning experiments described in Chapters 5 and 6.

2.1 Introduction to machine learning

Thanks to the rapid development of technology, many complex problems can be solved

with the help of computer programs. These computer programs use various algorithms

to solve problems. However, there are problems that have no specific algorithms. For

example, an algebra problem can be solved by a computer program using an algorithm,

but problems such as which customers on the client list would be interested in a newly

launched car, are tricky. There is no explicit algorithm for this problem. The clue

to solving these kinds of problems is data. Information such as a customer’s age,

gender, monthly income, purchase history, etc., is certainly connected to the customer’s

purchasing behaviour. Data plays an important role to finding the solution to the

problem. Although an explicit algorithm cannot be written for this problem, a computer

program can extract an algorithm automatically from the data (Alpaydin, 2010). This

is called Machine Learning (ML).

ML is literally about studying machines, or computer programs, to be specific, that

can learn. Arthur Samuel defined ML as a field of study that gives computers the ability

9
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to learn without being explicitly programmed (Simon, 2013). It is widely quoted that

“A computer program is said to learn from experience E with respect to some class of

tasks T and performance measure P , if its performance at tasks in T , as measured by

P , improves with experience E”(Mitchell, 1997).

Marsland (2011) classified ML into the following four categories according to differ-

ent methods by which the algorithms find answers:

• Supervised learning: A training set of examples with correct responses (tar-

gets) is provided and, based on this training set, the algorithm generalises to also

respond correctly to inputs not included in the training data.

• Unsupervised learning: Correct responses are not provided. Instead, the al-

gorithm tries to identify similarities between the inputs so that inputs that have

something in common are categorised together.

• Reinforcement learning: This is somewhere between supervised learning and

unsupervised learning. The algorithm gets told when the answer is wrong, but

does not get told how to correct it. It has to explore and try out different possi-

bilities until it works out how to get the answer right.

• Evolutionary learning: The algorithm uses biological evolution concepts to

represent current solutions, to assess their fitness, and to produce new (better)

solutions.

Of these categories, reinforcement learning has particularly drawn attention in this

research because it provides an environment that suits the problems of implementing

the shooting and passing skills mentioned in Section 1.4.3. This is discussed in detail in

the following section where reinforcement learning is explained. The concept of multi-

layer perceptron, one of the typical supervised learning methods, is also dealt with in

this research (Section 2.3) to accommodate problems with continuous variables.

2.2 Reinforcement learning

Reinforcement Learning (RL) is a branch of Machine Learning (ML) where the learning

agent tries to learn to perform a specific task in a specific environment. A situation in

the environment is defined by states, and the learning agent is given a set of actions it

10
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can choose from at a given state. The state st ∈ S defines the environment’s situation

at time t, where S is the set of possible states. At each time-step, the agent chooses an

action at ∈ A, where A is the set of possible actions. Performing an action transitions

the agent to a new state st+1 at the next time-step, and the agent receives a reward of

rt+1 ∈ R as a result of the action.

The agent’s goal is to maximise the overall rewards it receives in the long run, rather

than maximising its immediate reward. By changing its policy about how to choose an

action at a given state as it interacts with the environment, the agent learns the optimal

policy to achieve its goal of maximising the overall rewards. To summarise, in RL,

the learning agent explores through the state space, interacting with the environment

(receiving a reward) and adjusting its behaviours (choosing a different action at a given

state) according to the experiences, in order to achieve a goal. Therefore RL problems

are formulated by three factors: states, actions and a rewarding scheme.

One of the advantages of RL in implementing the individual skills aimed at in

this research is the simplicity in formulation. The three factors mentioned above can

easily be defined for these problems. It is not simple, however, for other ML methods.

Solving the shooting problems with evolutionary learning, for example, would require

the researcher to define decision variables first, and to explicitly formulate the fitness

(or performance) function of the decision variables. To relate the performance and

the decision variables would be very complicated, if not impossible. Especially in the

problems at hand, the good result is often delayed, which makes the formulation even

harder.

More importantly, RL does not require training data like supervised learning meth-

ods. As mentioned by Sutton & Barto (1998), it is often impractical to obtain examples

of desired behaviour that are both correct and representative of all situations, which

is also true for the problems to be handled in this research. In RL, the agent learns

from its own experience rather than from training examples, and therefore it does not

require such data.

2.2.1 Basic concepts of RL

The goal of RL is to maximise the overall rewards, more precisely, the expected return.

It uses the notion of value functions to achieve this goal and the Markov property plays
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an important role in the procedure. This section explains these important concepts in

detail.

2.2.1.1 Returns

The return Rt is the sum of the rewards the learning agent receives after time-step t.

If rt+1 is the reward given to the learning agent as a consequence of its action at

time-step t, the return Rt is defined as

Rt = rt+1 + rt+2 + rt+3 + · · ·+ rT , (2.1)

where T is a final time-step in episodic cases in which the interactions between the

agent and the environment come to a natural end. In continuing tasks, on the other

hand, the return Rt can be defined as

Rt = rt+1 + γrt+2 + γ2rt+3 + · · · =

∞∑
k=0

γkrt+k+1, (2.2)

where γ is a discount rate (0 ≤ γ ≤ 1). The discount rate is used to convert future

values to present values. To simplify, (2.3) is used henceforth to denote the return Rt

for both episodic and continuing cases:

Rt =
T−t−1∑
k=0

γkrt+k+1. (2.3)

It is assumed that γ = 1 for episodic cases, and T =∞ for continuing cases.

2.2.1.2 Markov property

An environment is said to hold the Markov property if the probability distribution of

the state and response of the environment at time t+1 depends on the state and action

at time t (st and at), regardless of the states that the agent passed through to reach

the state at time t. That is, the environment has the Markov property if the dynamics

of the environment satisfy

P (st+1 = s, rt+1 = r | st, at) (2.4)

=P (st+1 = s, rt+1 = r | st, at, rt, st−1, at−1, rt−1, . . . , r0, s0, a0) (2.5)

for all s, r, st and at.
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Most of the RL tasks can be modelled as a Markov Decision Process, or MDP, where

the environment satisfies the Markov property. If the states and actions are finite, the

RL problem is called a finite MDP. In a finite MDP, the dynamics of the system can

be described with two sets of values: 1) Pass′ : the probability of a possible next state

s′ given a state s and an action a, and 2) Rass′ : the expected value of the reward given

any current state and action, s and a, along with any next state s′. They are defined

as follows:

Pass′ = P (st+1 = s′ | st = s, at = a), (2.6)

Rass′ = E(rt+1 | st = s, at = a, st+1 = s′). (2.7)

It is said that the dynamics of the environment are completely known if Pass′ can be

obtained for all s ∈ S and a ∈ A. Henceforth, it is assumed that the RL problems

are finite MDPs and the dynamics of the environment are completely known unless

otherwise noted.

It is important for an RL problem to be modelled as an MDP because then the

decisions and values can be determined only by the current state s, which is a solid

basis of the RL algorithms described in following sections.

2.2.1.3 Value functions

To find an optimal policy, RL algorithms use the notion of value functions (Sutton &

Barto, 1998). Value functions are functions of state (or functions of state-action pairs)

that represent “how good the given state is” (or “how good it is to perform a given

action in a given state), based on the rewards the agent can expect to receive in the

future starting from that state (and choosing the given action) and following a policy

π thereafter. Formally, the state-value function V π(s), the value of a state s under a

policy π is defined as

V π(s) = Eπ{Rt | st = s} (2.8)

= Eπ

{
T−t−1∑
k=0

γkrt+k+1 | st = s

}
, (2.9)

where Eπ{} denotes the expected value given that the agent follows policy π. Similarly,

the action-value function Qπ(s, a), the value of taking action a in state s, and thereafter
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following a policy π, is defined as

Qπ(s, a) = Eπ{Rt | st = s, at = a} (2.10)

= Eπ

{
T−t−1∑
k=0

γkrt+k+1 | st = s, at = a

}
. (2.11)

An important property of value functions is that they satisfy the following recursive

relationship known as the Bellman equation (Sutton & Barto, 1998):

V π(s) = Eπ{Rt | st = s} (2.12)

= Eπ

{
T−t−1∑
k=0

γkrt+k+1 | st = s

}
(2.13)

= Eπ

{
rt+1 + γ

T−t−2∑
k=0

γkrt+k+2 | st = s

}
(2.14)

= Eπ {rt+1 + γV π(st+1) | st = s} (2.15)

=
∑
a

π(s, a)
∑
s′

Pass′

[
Rass′ + γEπ

{
T−t−2∑
k=0

γkrt+k+2 | st+1 = s′

}]
(2.16)

=
∑
a

π(s, a)
∑
s′

Pass′ [R
a
ss′ + γV π(s′)]. (2.17)

Here π(s, a) denotes the probability of choosing action a in state s under the policy π.

The Bellman equation shows the relationship between the value of a state s and the

values of all possible following states of s.

2.2.2 Algorithms to solve RL problems

Solving an RL problem is to find the best action for each possible state in which the

learning agent might find itself in. In other words, the aim is to find an optimal policy.

This section presents several RL algorithms to find an optimal policy, some of which

are used in Chapter 6.

2.2.2.1 Policy iteration: policy evaluation and policy improvement

If V π(s) and Qπ(s, a) are known for all s ∈ S and a ∈ A for a given deterministic

policy π, then it is possible to find a new policy π′, which is as good as, or better

than π, by choosing an action

a′ = π′(s) = arg max
a

Qπ(s, a) 6= π(s) = a (2.18)
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for each state s. That is, for a given policy π, a better, or equally good policy π′ can

always be obtained by making it greedy based on V π(s), i.e., by choosing the best

action a at each state s based on V π(s), unless the policy π is already an optimal

policy (π∗). This is called policy improvement.

If the dynamics of the environment are known, (2.17) is a system of |S| linear equa-

tions and |S| unknowns (the V π(s), s ∈ S). The unique solution of this system is the

true value V π(s) for all s ∈ S. Computing V π(s) directly, however, is often impractical,

especially in problems with large state spaces. In RL, value functions are estimated

using iterative methods. The value V π
k+1(s), the estimation of V π(s) at the (k + 1)th

iteration, is defined as

V π
k+1(s) = Eπ{rt+1 + γV π

k (st+1) | st = s} (2.19)

=
∑
a

π(s, a)
∑
s′

Pass′ [R
a
ss′ + γV π

k (s′)], (2.20)

with an arbitrarily chosen initial estimation of V π
0 . This update rule is from the Bellman

equation (see (2.15) and (2.17)). It is known that V π
k converges to V π as k →∞ under

the condition that either γ < 1 or the events are episodic (Sutton & Barto, 1998). This

way of estimating value functions, i.e., the repeated application of (2.20) to convergence,

is called policy evaluation. Sutton & Barto (1998) also said an optimal policy can be

obtained then by alternating policy evaluation and policy improvement:

π0
E−→ V π0 I−→ π1

E−→ V π1 I−→ π2
E−→ · · · I−→ π∗

E−→ V ∗, (2.21)

where
E−→ and

I−→ denote policy evaluation and policy improvement respectively. This

algorithm is called policy iteration. Algorithm 1 shows a pseudo-code for policy itera-

tion. Note that the outer sum in (2.20) is not needed in the policy evaluation section

in Algorithm 1 as the algorithm deals with a deterministic policy π.

2.2.2.2 Value iteration

Value iteration is a more efficient way of finding an optimal policy. The policy iteration

process can be protracted because each policy evaluation is an iterative calculation

that may take long and it should be done repetitively for each improved policy. Value
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Algorithm 1 The policy iteration algorithm (Sutton & Barto, 1998).

1: #Initialisation

2: V (s) ∈ R and π(s) ∈ A arbitrarily, for all s ∈ S
3:

4: #Policy evaluation

5: repeat

6: ∆← 0

7: for each s ∈ S do

8: v← V (s)

9: V (s)←
∑
s′ P

π(s)
ss′ [R

π(s)
ss′ + γV (s′)]

10: ∆← max(∆, |v− V (s)|)
11: end for

12: until ∆ < δ (a small positive number)

13:

14: #Policy improvement

15: policy stable← true

16: for each s ∈ S do

17: b← π(s)

18: π(s)← arg max
a

∑
s′ P

a
ss′ [R

a
ss′ + γV (s′)]

19: if b 6= π(s) policy stable← false

20: end for

21:

22: if policy stable stop

23: else go to line 4

iteration combines these two processes in one:

Vk+1(s) = max
a

E{rt+1 + γVk(st+1) | st = s, at = a} (2.22)

= max
a

∑
s′

Pass′ [R
a
ss′ + γVk(s

′)]. (2.23)

Algorithm 2 shows the value iteration algorithm. In value iteration, policy evalua-

tion does not continue until convergence. It is stopped after one sweep of evaluation of

each state, and policy improvement occurs immediately. According to Sutton & Barto

(1998), the sequence Vk can be shown to converge to V ∗ under the condition that either

γ < 1 or the events are episodic.
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Algorithm 2 The value iteration algorithm (Sutton & Barto, 1998).

1: Initialise V (s) arbitrarily, for all s ∈ S
2: repeat

3: ∆← 0

4: for each s ∈ S do

5: v← V (s)

6: V (s)← max
a

∑
s′ P

a
ss′ [R

a
ss′ + γV (s′)]

7: ∆← max(∆, |v− V (s)|)
8: end for

9: until ∆ < δ (a small positive number)

10:

11: Output a deterministic policy π such that

12: π(s) = arg max
a

∑
s′ P

a
ss′ [R

a
ss′ + γV (s′)]

2.2.2.3 TD algorithms for model-free problems

Thus far, we have discussed methods of solving RL problems when the dynamics of

the environment are known. However, a more realistic application of RL is found when

the dynamics of the environment are not known due to the stochastic nature of the

environment. These kinds of problems are often called model-free problems.

In model-free problems, the agent should explore the environment to collect infor-

mation about the dynamics of the environment. Given a state s, the agent takes an

action a, and observes the reward r and the next state s′. It uses the observed reward r

and V (s′), the estimated value of the next state s′, to estimate the value of the current

state s. The update rule is

Vk+1(st) = η [rt+1 + γVk(st+1)] + (1− η)Vk(st) (2.24)

= Vk(st) + η[rt+1 + γVk(st+1)− Vk(st)], (2.25)

where η is known as the learning rate (0 ≤ η ≤ 1).

The expected return over all possible next states is not used to estimate the value of

the current state Vk+1(st) as done in (2.19) and (2.20), because it cannot be obtained

in model-free problems. Instead, the value rt+1+γVk(st+1) is given from the experience

the agent just went through. This is only an instance of many possibilities. The agent

might have been moved to a different next state because the environment is stochastic.

For this reason, instead of fully assigning rt+1 + γVk(st+1) to Vk+1(st), the algorithm
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Algorithm 3 The TD algorithm for estimating V π (Sutton & Barto, 1998).

1: Initialise V (s) arbitrarily, π to the policy to be evaluated

2: for all episodes do

3: Initialise s

4: repeat(for each step of episode)

5: a← given by π for s

6: Take action a, observe reward r, and the next state s′

7: V (s)← V (s) + η[r + γ V (s′)− V (s)]

8: s← s′

9: until s is terminal

10: end for

adds a part of what was just learned (η[rt+1 + γVk(st+1)]) and throws away a part of

what it currently has ((1 − η)Vk(st)) (see (2.24)). Or it can be said that the value is

updated towards the target (rt+1 + γVk(st+1)) from where it is (Vk(st)) by adding a

portion of the difference between the target and the current value (η[rt+1 +γVk(st+1)−
Vk(st)]) (refer to (2.25)). This is called Temporal-Difference (TD) learning because it

uses the difference between the target value and the current value of the state st, but

the difference is effective only in that iteration, that is, in the kth iteration. The target

value rt+1 + γVk(st+1) is called the TD target or the backup value of st. Algorithm 3

shows the TD algorithm for evaluating V (s) for a given policy π.

2.2.2.4 Q-learning

Algorithm 3 is used to evaluate the state-value function V (s) for a given policy π,

i.e., it is a policy evaluation algorithm. To find an optimal policy, either the policy

iteration algorithm or the value iteration algorithm should be used, as shown in Al-

gorithms 1 and 2, respectively. For model-free problems, Q-learning (Watkins, 1989),

a value iteration algorithm using action-value functions Q(s, a), is often used. The

update rule is

Qk+1(st, at) = Qk(st, at) + η[rt+1 + γmax
a

Qk(st+1, a)−Qk(st, at)]. (2.26)

Algorithm 4 shows the Q-learning algorithm. Watkins & Dayan (1992) proved that

this algorithm converges to the optimal Q∗ values as long as all state-action pairs are

visited and updated infinitely. Also, it is known that the Q-learning algorithm approx-

imates the optimal action-value function Q∗, regardless of the policy being followed
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Algorithm 4 The Q-learning algorithm (Sutton & Barto, 1998).

1: Initialise Q(s, a) arbitrarily,

2: for all episodes do

3: Initialise s

4: repeat(for each step of episode)

5: Choose a from s using policy derived from Q (e.g. ε-greedy)

6: Take action a, observe reward r, and the next state s′

7: Q(s, a)← Q(s, a) + η[r + γmax
a′

Q(s′, a′)−Q(s, a)]

8: s← s′

9: until s is terminal

10: end for

when selecting an action a, given a state s, i.e., the policy used at line 5 in Algo-

rithm 4. The ε-greedy method is often used for this purpose, where the best action is

chosen based on the current action-value function Q(s, a) with a probability of 1 − ε,
and an action is selected randomly for a proportion of ε.

2.2.2.5 TD value iteration algorithm with state-value functions

In essence, Q-learning is a value iteration algorithm with action-value functions Q(s, a)

for model-free problems. Using action-value functions Q(s, a) instead of state-value

functions V (s) requires more resources. Function values should be defined for all state-

action pairs instead of for all states only. Obviously it will take more time to estimate

optimal values Q∗(s, a) for all state-action pairs than V ∗(s) for all states. Using a value

iteration algorithm with state-value functions V (s) may be an alternative, and this

algorithm can be considered a TD value iteration algorithm with state-value functions.

The update rule would look as follows:

Vk+1(st) = Vk(st) + η[ max
a
{r(t+1),a + γVk(s(t+1),a)} − Vk(st)], (2.27)

where r(t+1),a represents the reward given to the agent as a result of action a at time-

step t, and s(t+1),a denotes the next state (the state at time-step (t + 1)) when the

action chosen at time-step t was a. For the sake of simplicity, r(t+1),a and s(t+1),a are

henceforward denoted by ra and s′a, respectively.

The update rule (2.27) uses the maximum TD target v = max
a

[ra + γ V (s′a)] over

possible actions. Ideally the maximum value should be obtained after considering all

possible next states s′ given a state s and an action a. In model-free problems, however,
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Algorithm 5 The TD value iteration algorithm with state-value functions.

1: Initialise V (s) arbitrarily

2: for all episodes do

3: Initialise s

4: repeat(for each step of episode)

5: for all possible action a do

6: Take action a, observe reward ra, and the next state s′a
7: end for

8: v← max
a

[ra + γ V (s′a)]

9: a← arg max
a

[ra + γ V (s′a)] with ε-greedy

10: Take action a and observe the next state s′

11: V (s)← V (s) + η[ v− V (s) ]

12: s← s′

13: until s is terminal

14: end for

the reward ra and the next state s′a are observed by actually taking an action a given a

state s. That is, the next state s′a (and the reward ra accordingly) could be a different

one given the same state s and the same action a due to the stochastic feature of the

environment. Therefore, it is not guaranteed that the empirical maximum TD target

v = max
a

[ra + γ V (s′a)] over possible actions, which is observed from an experience,

represents the actual maximum value over all possible next states s′ and over all actions a

given a state s.

For the reasons discussed in the previous paragraph, the TD value iteration algo-

rithm using state-value functions V (s) (Algorithm 5) is seldom feasible for model-free

problems. However, it plays an important role in this research. The rationale for the

use of this algorithm is discussed in Chapter 5.

2.2.3 Function approximation

In the RL algorithms described in the previous sections, state-value functions V (s) and

action-value functions Q(s, a) are presented as a lookup table storing a value for each

state,s or for each state-action pair. This could be a problem if the number of states is

large, or even worse, if the state variables are continuous. The size of memory to store

large quantities of data, as well as the time to convergence, restricts the application of

these algorithms. The value functions need to be represented approximately when the
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state space is large or continuous. This is called function approximation.

2.2.3.1 Generalisation

In function approximation, the value functions are presented not as a table but by a set

of parameters. In other words, the value of a state V (s) and the value of a state-action

pair Q(s, a) are represented by a function approximator F with a parameter vector ~z,

as shown below:

V (s) = [F (~z)](s), (2.28)

Q(s, a) = [F (~z)](s, a). (2.29)

Now the problem of estimating V (s) for each state s, or Q(s, a) for each state-action

pair, has been changed to the problem of searching for the parameter vector ~z that

represents V (s), or Q(s, a), as precisely as possible. This is called generalisation, which

is concerned with generalising the value of states, or the value of state-action pairs as

a function of ~z. This directly involves Supervised Learning (SL) (see Section 2.1), a

primary topic studied in machine learning, in the domain of the problem.

In supervised learning, a set of input-output pairs is provided as a training data set

or samples. The task is to learn a mapping from the input to the output so that the

output can be predicted correctly for any input that is not included in the samples. It is

said that the training data set is given by a supervisor, meaning that the outputs in the

samples are suitable output values corresponding to the input values. This is why it is

called supervised learning. Regression can be seen as an example of supervised learning

(Alpaydin, 2010). In Figure 2.1, for example, blue dots represent the samples in a data

set given by a supervisor, and the algorithm tries to learn a mapping (the red line)

that best reflects the relations between the inputs and the outputs. In the RL problem

of estimating V (s) or Q(s, a), the mapping is from the state variable s to the value of

the state V (s), or from the state-action pair (s, a) to the value of the state-action pair

Q(s, a). A major concern here is how to use the samples in the training data set to

obtain a good approximation over the entire input set.
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Figure 2.1: An illustration of linear regression on a data set. Blue dots represent samples

in a data set given by a supervisor, and the red line shows the learned mapping from

the data set.

2.2.3.2 Gradient-descent methods

Most supervised learning algorithms seek the parameters ~z such that the Mean Squared

Error (MSE) is minimised. The MSE is defined by

MSE =
1

N

N∑
i=1

(ti − yi)2, (2.30)

where N is the number of samples in the training data set, ti is the correct output

of the ith sample and yi is the corresponding mapped output. As ti ∈ R and yi is

a function of ~z, MSE in (2.30) is also a function of ~z. Therefore, searching ~z such

that the MSE is minimised, is an optimisation (minimisation) problem of which the

objective function is the MSE and the variables are the elements of the parameter vector

~z. Because the mappings are not necessarily linear with respect to the parameters ~z,

solving this minimisation problem directly is often very hard. An iterative method is

used alternatively to solve the problem, namely the gradient-descent method (Sutton &

Barto, 1998). Gradient-descent methods are particularly well suited to RL algorithms

in the sense that both are iterative methods.

In a gradient-descent method, each sample in the training data set is given to be

evaluated, and the parameters ~z are adjusted by a small amount after each iteration

in the direction that most decreases the error E observed in that iteration. Assuming

that V π(st) ∈ R, the true value of state st, is given in the training data set for some
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states s ∈ S′ ⊂ S, the update rule for the problem of estimating V π(s) for all s ∈ S is

as follows:

~zt+1 = ~zt −
1

2
δ∇~ztE (2.31)

= ~zt −
1

2
δ∇~zt [V

π(st)− Vt(st)]2 (2.32)

= ~zt + δ [V π(st)− Vt(st)]∇~ztVt(st), (2.33)

where 0 < δ < 1 is a step-size parameter, and Vt(st) is the current mapping at time t.

The error E = [V π(st)−Vt(st)]2 is given by the square of the difference between the true

value of state st and the current estimation. Vt(st) is a function of ~zt, and ∇~ztF (~zt)

indicates the gradient of function F (~zt) with respect to ~zt. If ~zt is a n-dimensional

vector ~zt = (zt(1), zt(2), . . . , zt(n)), then the gradient

∇~ztF (~zt) =

(
∂F (~zt)

∂zt(1)
,
∂F (~zt)

∂zt(2)
, · · · , ∂F (~zt)

∂zt(n)

)
(2.34)

points to the direction in which the value of F (~zt) increases at the greatest rate. There-

fore the negative gradient of the error (−∇~ztE) in (2.31) shows the direction in which

the error decreases most quickly.

2.2.3.3 Function approximation: RL combined with SL

The update rule discussed in the previous section ((2.31), (2.32) and (2.33)) cannot be

applied in the problem of estimating V π(s) for all s ∈ S because V π(st), the true value of

state st, is not known. It is actually what the RL algorithms are searching for. Instead,

the value is estimated by using the TD target of V π(st): vt = rt+1 + γV (st+1). This

yields the TD gradient-descent function approximation for the state-value function:

~zt+1 = ~zt + δ[vt − Vt(st)]∇~ztVt(st) (2.35)

= ~zt + δ[rt+1 + γV (st+1)− Vt(st)]∇~ztVt(st). (2.36)

To approximate the action-value functions, the following equation

~zt+1 = ~zt + δ[qt −Qt(st, at)]∇~ztQt(st, at) (2.37)

= ~zt + δ[rt+1 + γmax
a′
Q(st+1, a

′)−Qt(st, at)]∇~ztQt(st, at), (2.38)

where qt = rt+1 + γmax
a′
Q(st+1, a

′) is the TD target of Q(st, at), can be used.
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This is an exquisite combination of RL and SL algorithms. It is an RL algorithm

because it tries to find V π(s) using the TD target as shown in (2.25), but it is dif-

ferent from the original TD algorithm in that V π(s) is represented as a function of

parameters ~z and these parameters, not V (st), are updated in each iteration. It is also

an SL algorithm because it attempts to seek the parameters ~z to best approximate

the input-output pairs in the training samples. It is distinguished, however, from the

normal SL algorithms because the correct output values are not given by a supervisor

but are calculated using TD targets as the agent explores the environment, which is

the typical procedure of RL.

2.3 Multi-layer perceptron learning

In the previous section we have discussed a combination of RL methods and SL methods

as a way to deal with problems that have large numbers of states or continuous state

variables. Although, in theory, any supervised learning method could be used for

handling these problems (Sutton & Barto, 1998), Artificial Neural Networks (ANNs) are

a typical example of parametrised function approximators that can deal with nonlinear

functions of the inputs (Busoniu et al., 2010).

2.3.1 Artificial neural networks

An ANN is a machine that is designed to model the way in which the human brain

performs a particular task or function of interest (Haykin, 2009). It is known that

the human brain consists of a huge number of nerve cells, or neurons, which connect

to each other to form neural networks. Each neuron can be seen as an information-

processing unit which makes a simple decision: whether to fire or not. This is known

as the “all-or-none” character of nervous activity. When it fires, an electrochemical

pulse is generated and spreads to thousands of neurons that are connected to the firing

neuron. Each neuron that accepts this electrochemical signal in turn makes its own

decision about firing, based on the signal it received from the aforementioned neuron

as well as signals from thousands of other neurons it is also connected to. McCulloch &

Pitts (1943) tried to model the functioning of neural networks mathematically, which

led to the development of ANNs. They presented a mathematical model of a neuron

that has three basic elements (Marsland, 2011):
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Figure 2.2: A neuron model. The neuron has m inputs (x1, x2, . . . , xm), a bias input

x0 = 1, and an output (y). The adder calculates the sum of weighted inputs to form

the net input h =
∑m

i=1wixi+b. The activation function accepts this value as its input

and determines the output y = Φ(h).

• a set of weights denoted by wi for the ith input of the neuron

• an adder to sum the input signals

• an activation function that determines whether the neuron fires for the current

inputs.

Figure 2.2 illustrates this mathematical model of a neuron. The neuron has m

inputs (x1, x2, . . . , xm), a bias input x0 (which alway has a value of 1), and an out-

put (y). The adder calculates the sum of weighted inputs to form the net input

h =
∑m

i=1wixi + b. The activation function accepts this value as its input and

determines the output y = Φ(h). A typical activation function that best represents

the neuron’s all-or-none character is shown in Figure 2.3(a). If the sum of weighted

inputs is greater than or equal to zero, it fires. Otherwise it does not fire. This is called

the threshold activation function. The mathematical form of the threshold activation

function is

Φ(h) =

{
1, if h ≥ 0;

0, if h < 0.
(2.39)
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(a) Threshold activation function.
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(b) Sigmoid activation function.

Figure 2.3: Types of activation function.

Another form of activation function, called the sigmoid function, is preferred in our

discussion for reasons that will become apparent in Section 2.3.4. Figure 2.3(b) shows

an example of a sigmoid function, of which the graph is S-shaped. It looks reasonably

similar to the graph of the threshold activation function, but increases smoothly. A

common example of the sigmoid function is the logistic function. The mathematical

form is

Φ(h) =
1

1 + exp(−ch)
, (2.40)

where c is a positive parameter to indicate how quickly the function transitions from

low values to high values. The bigger the parameter, the more the shape of the sigmoid

function resembles that of the threshold function (Figure 2.3(a)).

2.3.2 Perceptron

The previous section described the general idea of ANNs. How can ANNs be used to

solve problems or to learn? In order to answer this question, a more concrete notion

of ANNs is discussed in this section: perceptrons. Technically, perceptrons are nothing

more than a collection of McCullough-Pitts neurons (Marsland, 2011) connected in

layers, but the importance is that it was proposed (by Rosenblatt, 1958, 1962) as

the first model of learning with a teacher, i.e., supervised learning (Haykin, 2009).

Figure 2.4 shows a model of a simple perceptron with m+ 1 inputs (including the bias
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Figure 2.4: A single-layer perceptron model. It is assumed that the perceptron has

m+ 1 inputs (including the bias input) and n outputs. The weight connecting input i

and output j is denoted as wij .

input) and n outputs.1 The inputs and outputs are connected by weights, and each

output neuron has its own activation function. In Figure 2.4 the weight connecting

input i and output j is denoted as wij . The model in Figure 2.4 is also called a single-

layer perceptron to distinguish it from multi-layer perceptrons. Multi-layer perceptrons

will be discussed in Section 2.3.3.

As mentioned in Section 2.2.3.1, in supervised learning a set of correct input-output

pairs are provided as training samples and the problem is to learn a mapping that best

describes the relationship between inputs and outputs to find the underlying distribu-

tion. In perceptron learning, this is done by updating the weights in the perceptron.

Let xi, yj , tj be the ith input, the output of the jth neuron, and the correct (desired)

output (provided in the training samples) of the jth neuron, respectively. In practice,

tj is often called the target. The weight connecting the ith input xi and the jth neuron,

1There seems to have been some confusion regarding the concept of “perceptron”. Perceptrons are

introduced in most of the literature as the simplest form, that is, with one output neuron, insinuating

that perceptrons are essentially the same as the McCullough-Pitts neuron. In this view, the ANN

shown in Figure 2.4 would be a collection of n perceptrons rather than a perceptron with n output

neurons. In a general sense, however, it would be more precise to say that a perceptron has one or

more output neurons, which work together in the perceptron learning process.
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wij , is updated as

wij ← wij + η(tj − yj) · xi, (2.41)

where η (0 < η ≤ 1) is a learning factor, which is gradually decreased in time for

convergence (Alpaydin, 2010). This update rule adjusts the weight so that the difference

between the target and the output decreases. The reader is referred to Alpaydin (2010,

p. 242) for an in-depth analysis of this matter.

Although the single-layer perceptron, which uses threshold activation functions in

most cases, can be used to solve classification problems (Haykin, 2009), it applies only to

those problems that are linearly separable due to the nature of the threshold activation

function. It is possible for a single-layer perceptron with sigmoid activation functions to

learn nonlinear mappings from the inputs to the outputs, but the extent of nonlinearity

is significantly limited. Multi-layer perceptron learning attempts to address this issue.

2.3.3 Multi-layer perceptron

A Multi-Layer Perceptron (MLP) is an ANN that has one or more hidden layers between

its input layer and output layer. Figure 2.5 shows a model of an MLP with two hidden

layers. Each neuron is represented by a solid circle that includes the adder and the

activation function. Neurons in the first hidden layer take the input of the network and

produce outputs according to their activation functions. These outputs are fed to the

neurons in the second hidden layer as their inputs, and the results are again taken by

the neurons in the output layer. Lastly, the outputs of the neurons in the output layer

are the final outputs of the network.

It is important to mention that each neuron in the MLP has a sigmoid activation

function, not a threshold activation function. It is these nonlinear activation functions

along with the existence of hidden layers that enables an MLP to solve complex tasks

such as nonlinear regression (Haykin, 2009).

Learning occurs in the same way as the single-layer perceptron learning: by updat-

ing weights. The difference is that, due to the interdependence of weights, it is much

more complicated to update the weights in order to decrease the difference between

the target and the actual output of the network as done in (2.41) in the single-layer
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Figure 2.5: A multi-layer perceptron model. It is assumed that the multi-layer percep-

tron has two hidden layers with m+ 1 inputs (including the bias input) and n outputs.

The number of neurons in the hidden layers are not specified in this figure.

perceptron learning. Rumelhart et al. (1986) has introduced an algorithm called back-

propagation as a computationally efficient method to train MLPs (Haykin, 2009). The

following section discusses this in detail.

2.3.4 Back-propagation algorithm

The Back-Propagation (BP) algorithm consists of two phases: a forward phase and

a backward phase. In the forward phase, an input vector is fed to the network. This

input signal goes through the network, layer by layer, until the output is produced. An

error is calculated by comparing the target value of the input and the actual response

of the network for the given input. This error signal is then sent backward through the

network, again layer by layer, to be used in the updates of the weights. It is as if the

error propagates from the output back to the inputs of the network, hence the name

back-propagation (Alpaydin, 2010).

The BP algorithm uses the error-correction learning rule which is essentially the

same as the ideas seen in Section 2.2.3.2. It tries to minimise the sum of squared errors

by means of the gradient-descent method. In an MLP that has n output neurons, the
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sum of squared errors E, with a scaling factor of 1
2 , is defined as

E =
1

2

n∑
k=1

(tk − yk)2, (2.42)

where tk denotes the target (desired) output of the kth neuron and yk is the actual

output of the kth neuron. We need to compute the gradient of the error function in

(2.42) with respect to the weights so that we can update the weights in the direction

that most decreases the error. For a given weight wij , which connects neuron i in a

layer to neuron j in the next layer, the update rule is

wij ← wij − η
∂E

∂wij
, (2.43)

where η is a learning factor (0 ≤ η ≤ 1).

There are two problems, however, in this approach. First, the threshold activation

function is not differentiable because it is discontinuous. Secondly, it is not that simple

to compute the gradient of the error function with respect to the weights when the

network has one or more hidden layers (thus the network has more than one layer

of weights). The use of the sigmoid activation function resolves the first problem. It

looks similar to the threshold activation function (thus it acts like a neuron), but it is

differentiable. For the second problem, the BP algorithm uses the chain rule of differ-

entiation. The reader is referred to Haykin (2009, p.161–173) for a detailed explanation

of how the algorithm uses the chain rule to update weights as well as for the derivation

of the algorithm. In this thesis it is briefly illustrated by presenting a pseudo-code of

the algorithm (Algorithm 6).

The code presented in Algorithm 6 is for the logistic activation function specifically,

not for general sigmoid functions. Also, it is for an MLP with one hidden layer. It could

easily be expanded for MLPs with more hidden layers, but in this discussion we keep it

with one hidden layer for the sake of simplicity. It is assumed that the MLP has m input

nodes, l neurons in the hidden layer and n output neurons. The notation used in this

algorithm is summarised and illustrated in Table 2.1 and in Figure 2.6, respectively.

In Algorithm 6, the weights are updated after each training example is presented

to the network. This is an application of the BP algorithm with the sequential mode.

In the sequential mode of the algorithm, each training example is presented to the
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Algorithm 6 The back-propagation algorithm (sequential mode) (Marsland, 2011).

1: #Initialise

2: vij ← small random values for all j and k

3: wjk ← small random values for all j and k

4:

5: repeat(for each training example)

6: #Forward phase

7: for j = 1, . . . , l do

8: hj =
∑m
i=0 xivij

9: aj = g(hj) = 1
1+exp(−chj)

10: end for

11: for k = 1, . . . , n do

12: hk =
∑l
j=1 ajwjk

13: yk = g(hk) = 1
1+exp(−chk)

14: end for

15:

16: #Backward phase

17: for k = 1, . . . , n do

18: δk = c(tk − yk)yk(1− yk)

19: end for

20: for j = 1, . . . , l do

21: δj = caj(1− aj)
∑n
k=1 δkwjk

22: end for

23:

24: #Update weights

25: wjk ← wjk + ηδkaj for all j and k

26: vij ← vij + ηδjxi for all i and j

27: until convergence

network, the error is calculated, and the weights are updated before the next training

example is given to the network.

There is another way of applying the algorithm, called the batch mode, where the

error is accumulated and averaged while a set of training samples is presented, and

the weight update is performed once all the examples in the training set have been

presented to the network. In the batch mode of the BP algorithm with N examples in

a training sample set, for a MLP with n output neurons, the averaged sum of squared

31

Stellenbosch University  https://scholar.sun.ac.za



2.3 Multi-layer perceptron learning

Table 2.1: Notations used in the back-propagation algorithms. The notations in this

table are for both sequential mode (Algorithm 6) and batch mode (Algorithm 7). Sym-

bols with d in parentheses are used in the batch mode BP algorithm. They represent

the same as their corresponding symbols in the sequential mode BP algorithm, except

that the value is when the dth example in the training data set is given to the network.

Notations Meanings

vij the weight connecting the ith input node and the jth neuron in the

hidden layer

wjk the weight connecting the jth neuron in the hidden layer and the kth

neuron in the output layer

xi or xi(d) the input fed to the ith input node

hj or hj(d) the weighted sum of inputs for the jth neuron in the hidden layer

aj or aj(d) the activation of the jth neuron in the hidden layer

hk or hk(d) the weighted sum of inputs for the kth neuron in the output layer

yk or yk(d) the activation of the kth neuron in the output layer

tk or tk(d) the target output for neuron k in the output layer

errors over the training examples is defined as

Eav =
1

N

N∑
d=1

1

2

n∑
k=1

(tk(d)− yk(d))2 (2.44)

=
1

2N

N∑
d=1

n∑
k=1

(tk(d)− yk(d))2, (2.45)

where tk(d) denotes the target value of the kth output neuron in the dth training ex-

ample, and yk(d) is the actual output of the network for the output neuron k in the

training example d. The batch mode BP algorithm uses (2.45) in its calculation of

the gradient-descent of the error function. For the weights vij and wjk as defined in

Table 2.1, the update rules are as follows:

vij ← vij − η
∂Eav
∂vij

, (2.46)

wjk ← wjk − η
∂Eav
∂wjk

. (2.47)

Algorithm 7 shows the pseudo-code of the batch mode BP algorithm for an MLP

with the same structure shown in Figure 2.6. A new index d was added on top of the
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Figure 2.6: A multi-layer perceptron model used in the back-propagation algorithms.

The multi-layer perceptron has m+ 1 inputs (including the bias input), a hidden layer

with l neurons, and n output neurons. The symbol vij denotes the weight connecting

the ith input and the jth neuron in the hidden layer, and wjk represents the weight

connecting the jth neuron in the hidden layer and the kth neuron in the output layer.

The input of the jth neuron in the hidden layer is defined by the weighted sum of the

inputs hj =
∑m

i=0 vijxi, whereas aj denotes the output of the jth neuron in the hidden

layer. Similarly, hk =
∑l

j=1wjkaj is the input of the kth output neuron in the output

layer, and the activation of the output neuron is denoted by yk.

notations used for the sequential mode of the algorithm, to represent each example in a

training set of N examples. The notation used in this algorithm is shown in Table 2.1.

The algorithm runs on a set-by-set basis until the weights converge. (Convergence

conditions will be discussed later in chapters that deal with the experiments.) The

batch mode BP algorithm has been used throughout the experiments performed in

this research to develop the individual soccer skills mentioned in Section 1.4.3. These

experiments will be dealt with in detail in Chapter 5 and Chapter 6.
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Algorithm 7 The back-propagation algorithm (batch mode).

#Initialise

vij ← small random values for all i and j

wjk ← small random values for all j and k

repeat(for each set of training examples)

#Forward phase

for d = 1, . . . , N do

for j = 1, . . . , l do

hj(d) =
∑m
i=0 xi(d)vij

aj(d) = g(hj(d)) = 1
1+exp(−chj(d))

end for

for k = 1, . . . , n do

hk(d) =
∑l
j=1 aj(d)wjk

yk(d) = g(hk(d)) = 1
1+exp(−chk(d))

end for

end for

#Backward phase

for d = 1, . . . , N do

for k = 1, . . . , n do

δk(d) = c(tk(d)− yk(d))yk(d)(1− yk(d))

end for

for j = 1, . . . , l do

δj(d) = caj(d)(1− aj(d))
∑n
k=1 δk(d)wjk

end for

end for

#Update weights

wjk ← wjk + η
∑N
d=1δk(d)aj(d) for all j and k

vij ← vij + η
∑N
d=1δj(d)xi(d) for all i and j

until convergence
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2.4 Conclusion: Machine learning

This chapter introduced the concept of Machine Learning (ML) focused on Reinforce-

ment Learning (RL) and Multi-Layer Perceptron (MLP).

Several RL algorithms were investigated, of which the objectives are to find V ∗,

the state-value function for the optimal policy π∗, or Q∗, the action-value function for

the optimal policy π∗. It was mentioned that it is often impractical to calculate V ∗ or

Q∗ directly in most problems due to the large number of states, therefore the optimal

value functions V ∗ or Q∗ are estimated in the RL algorithms.

MLP was discussed as a function approximator for the RL problems with continuous

state variables. With a function approximator, the optimal value functions (V ∗ or

Q∗) are represented as a function of a set of parameters ~z. The purpose of function

approximation is to find a set of parameters ~z that approximate V ∗ or Q∗ as accurately

as possible. For this purpose, MLP learning uses the back-propagation algorithm, which

adopts an iterative method to estimate the parameters.

Thus, two types of estimations occurred in the RL with function approximation (one

for the estimation of the optimal value functions V ∗ or Q∗, the other for the estimation

of the parameters ~z to represent these value functions as accurately as possible). These

two estimated values are influenced by each other and are updated as the iteration goes

on until convergence.
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Chapter 3

Related work

This chapter presents an overview of the literature regarding the development of strate-

gies in robot soccer. The purpose is to provide the reader with current knowledge of

the field, giving the context of robot soccer strategy development. The overview is

divided into two sections. The first section describes how strategies have been devel-

oped in robot soccer, focusing on the RoboCup Small Size League (SSL), while the

second explores the application of Machine Learning (ML) techniques to various soccer

strategies in the robot soccer domain.

There are two major robot soccer organisations, namely the Federation of Interna-

tional Robot-soccer Association (FIRA) and the RoboCup. Although there are some

differences in terms of mechanical requirements of the robots and the rules, both organ-

isations have been working actively since they started in the late 1990s to encourage

research in the field of artificial intelligence (AI) and robotics. The overview in this

chapter is not necessarily limited to studies in the RoboCup SSL. It tries to encom-

pass research based on both robot soccer domains, where applicable. In particular, the

second section of the chapter (Section 3.2) includes many examples from the other

RoboCup leagues that were mentioned in Section 1.1.2, and from FIRA, as the ML

application is hardly ever found in the RoboCup SSL context.

3.1 The development of strategies in robot soccer

This section deals with the development of strategies in robot soccer by focusing on the

processes and methods rather than on individual strategies. The procedures generally

36

Stellenbosch University  https://scholar.sun.ac.za



3.1 The development of strategies in robot soccer

taken to implement strategies are introduced, followed by the layered architecture com-

monly used in the structure of Decision-Making Modules (DMMs). The hand-coded

approach is also discussed as the most prominent method in the implementation of

strategies, along with the use of ML approaches that complement the former.

3.1.1 The general decision-making procedure

Early research in the robot soccer strategies tends to explain individual strategies in a

given situation. Illustrations of how decisions were made on different levels of abstrac-

tion occupy most of the literature in the field. However, from the literature study of

this research, it can be said that the general decision-making process in robot soccer

follows the procedures below.

Step 1: Formation selection

In soccer, formation is a term used to indicate the arrangement of players on the

field. For example, the 4-4-2 formation shows a deployment of a team with four

defenders, four mid-fielders and two attackers. In the general decision-making pro-

cess an appropriate formation is selected first for the team based on the current

game state. This is to guide the team with overall strategies such as AgressiveAt-

tack, NaiveAttack, Defence, etc. A formation defines roles, or positions, for

the players in the team, and each position usually has its own region within which

the player is supposed to remain.

Step 2: Role assignment

Once a formation is determined, the next step is to assign roles in the formation

to each robot in the team based on the position of the ball and the robots.

Step 3: Positioning of each robot

Although each robot’s responsible zone is decided in earlier steps, sometimes the

exact position of a player is required. For example, when the team performs a

pass, the position of the pass-receiving robot should be defined accurately.

Step 4: Action selection for each robot

Lastly, actions for each robot should be selected. One of the typical decision-

making problems of this category is the decision of the player in possession of the

ball, that is, whether to shoot, pass or dribble.
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The decision-making in each step is typically performed according to a set of rules.

That is, if the current game situation satisfies certain conditions, then corresponding

actions are taken and carried out. For example, in step 4 of the general decision-making

procedures above, rules for the robot in possession of the ball might be as follows:

If there is no opponent between me and the goal,

then try to shoot.

Else check for all teammates from nearest to furthest

if there is a clear path between me and the teammate,

then pass to the teammate.

Otherwise

dribble.

Strategies are defined by how these rules are set up and applied in each step. Various

functions, indices and methods have been developed to produce different strategies. In

this chapter, however, individual strategies are not discussed in further detail as the

focus is to present the big picture of strategy development. The interested reader is

referred to Table 3.1, which summarises individual strategies shown in the literature of

the RoboCup SSL, and to the references in the table.

3.1.2 The hierarchical structure

The most distinguishing feature of strategy development in robot soccer is its hierarchi-

cal structure. The general decision-making procedures discussed in the previous section

already show, albeit implicitly, the layered approach in the structure. The first and

second steps determine high-level team strategies, while in the later steps, decisions are

made for individual robots.

This is consolidated in the Skills, Tactics and Plays (STP) architecture, proposed

by Browning et al. (2005), where the high-level team strategies are implemented as

plays and the individual robot actions are further divided into two layers, namely

tactics and skills. The STP architecture has provided a foundation for the hierarchical

design of the DMMs in the RoboCup SSL domain. Before the appearance of the STP

architecture, teams had implicitly been using the layered structure by following the

general decision-making procedures. After the introduction of this architecture, most

teams explicitly stated that their DMM is implemented in a hierarchical way inspired

by the STP architecture (Chuengsatiansup et al., 2009; Ishikawa et al., 2011; Niknejad

et al., 2011; Panyapiang et al., 2013; Poudeh et al., 2013; Wu et al., 2013b).
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Table 3.1: Individual strategies used in the RoboCup SSL teams.

Steps Strategies shown in the literature

Formation – play selected using weight during the game for adaptation (CM-

Dragons, Bowling et al., 2004a)

– play selected using expert system during the game for adapta-

tion (CMDragons, Bowling et al., 2004b)

– play updated after the game to keep the score of each play of

their own team (plasma-Z, Chuengsatiansup et al., 2009)

Role assignment – cost function (Cornell Big Red, D’Andrea, 2005)

– manually decided at the beginning of the game (plasma-Z,

Chuengsatiansup et al., 2009)

– potential field (RoboRoos, Ball & Wyeth, 2004; Tews & Wyeth,

2000)

Positioning – SPAR algorithm for pass-receiving position (CMUnited, Veloso

et al., 1998)

– pass position evaluation function for pass-receiving position

(CMDragons, Zickler et al., 2010)

– safety region for the position of defence players (RoboDragons,

Inagaki et al., 2012; Maeno et al., 2010)

– potential field (RoboRoos, Ball & Wyeth, 2004; Tews & Wyeth,

2000)

Action selection – obstacle-free-index to choose between shoot and pass (CMU-

nited, Veloso & Stone, 1998)

– decision theoretic action selection to choose between shoot and

pass (CMUnited, Veloso et al., 1998)

– local cost function (Cornell Big Red, D’Andrea, 2005)

– dominant region to choose between direct play and 1-2-3 play

(RoboDragons, Nakanishi et al., 2010; Nakanishi et al., 2008)

– simple if statement to decide defensive actions (CMUnited,

Veloso et al., 1998)

– potential field (RoboRoos, Ball & Wyeth, 2004; Tews & Wyeth,

2000)
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3.1.3 Hand-coded vs machine learning approaches

In a hierarchical structure, whole game plans are implemented by a series of decisions.

It is mentioned in Section 3.1.1 that these decisions are often made according to a set

of rules. That is, the behaviours of the agents in each decision-making procedure are

modelled by a set of action rules. In this regard, the DMM in robot soccer can be said to

have a rule-based system. There are two basic approaches towards the implementation

of these rules, namely the hand-coded approach and the machine learning approach.

In most cases, rules are established using human expertise. Strategies implemented

through human knowledge is often called “hand-coded” in the literature. It is natural

and inevitable to count on human knowledge to implement strategies in robot soccer,

but it entails the unavoidable process of refinement. Numerous trials and errors are

required to account for all potential game situations or missed possibilities. Also, the

hand-coded, human-driven solutions are not guaranteed to be optimal as humans, even

experts, are likely to be biased.

Machine Learning (ML) approaches have emerged to reduce manual efforts in the

implementation of strategies and to improve the existing hand-coded algorithms. These

approaches are actively adopted especially by teams in the RoboCup Simulation League,

where two teams of 11 autonomous software agents each play soccer in a common

simulation environment called Soccer Server (Noda et al., 1998). Because it is liberated

from the burden of hardware design and control, the main challenge of the Simulation

League is to pursue ways to implement smart individual agents whose decisions and

actions contribute to the completion of a successful soccer team in a fully distributed,

partially observed, real-time environment.

The ML application is also found quite often in the studies based on the other

RoboCup leagues or FIRA domain, but it is hardly used in the context of the RoboCup

SSL. Being the simplest among the five RoboCup leagues, the RoboCup SSL has been

served as the entry league for new teams. Hardware design and control are the most

urgent priorities of each new team, and the highly dynamic environment of the RoboCup

SSL increases the necessity of strong and competitive hardware. A faster robot is often

more helpful than elaborated strategies. Consequently teams in the RoboCup SSL have

concentrated on hardware design and control rather than on strategy development.

40

Stellenbosch University  https://scholar.sun.ac.za



3.2 Machine learning applications in robot soccer strategies

3.2 Machine learning applications in robot soccer strate-

gies

This section presents a brief overview of the Machine Learning (ML) techniques applied

to various soccer strategies. Many ML techniques have been widely used in this field,

including Reinforcement Learning (RL), Case-Based Reasoning (CBR), Pattern Recog-

nition (PR), Evolutionary Algorithms (EA), Artificial Neural Networks (ANNs), etc.

Of these, RL is the most dominant technique for the reasons discussed in Section 2.2.

Reinforcement learning applications are analysed first in Section 3.2.1 and other

ML techniques are reviewed in Section 3.2.2. Wu et al. (2013a) provide an overview of

literature on the applications of various ML techniques. Section 3.2.2 is based on their

work.

The overview is limited to research on soccer strategies only, although the appli-

cation of ML is also found in many other areas in the robot soccer domain such as

low-level control tasks (Oubbati et al., 2005), computer vision (Budden et al., 2013;

Kaufmann et al., 2005; Li et al., 2003; Treptow & Zell, 2004), and to learn walking or

kicking patterns for humanoid robots (Budden, 2012; Hausknecht & Stone, 2011; Ogino

et al., 2004).

3.2.1 Reinforcement learning applications

Rabiee & Ghasem-Aghaee (2004) and Farahnakian & Mozayani (2009) have applied Q-

learning to implement a scoring policy for their Simulation League team, UvA Trilearn.

Their main concern was how to make a decision for a robotic soccer agent, namely

whether it should attempt to score or not in a given situation. Consequently the ac-

tion space is quite small, containing only two actions—ToShootTowardTheGoal and

NotToShootTowardTheGoal—but they used, in their state spaces, not only nor-

mal parameters such as the distance between the ball and the goalkeeper but also the

probability of scoring obtained from the previous research of the team (Kok et al.,

2003).

Riedmiller and other researchers have presented, in a series of articles, their expe-

riences of applying RL techniques for their Simulation League team, Brainstormers.

They succeeded in applying RL techniques to some individual soccer skills such as

kicking (Riedmiller & Gabel, 2007; Riedmiller et al., 2001), intercepting (Gabel &
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Riedmiller, 2006; Riedmiller & Gabel, 2007), and aggressive defence behaviour (Gabel

et al., 2009), as well as to a higher level of team cooperation to model the attacking

strategy (Merke & Riedmiller, 2002; Riedmiller & Gabel, 2007; Riedmiller et al., 2001).

They used a value iteration algorithm in most cases, except for the high-level team

strategy, where a variation of the Q-learning algorithm, called distributed Q-learning

(Lauer & Riedmiller, 2000), was used.

Note that the development of kicking skills may seem closely related to the work

conducted (and shown in Section 6.1) in this research. In fact, they are two different

tasks. The work in Riedmiller et al. (2001) and Riedmiller & Gabel (2007) is to learn

a good kicking routine when the ball is already in the kickable area of the learning

agent. As the Soccer Server requires that harder kicks must be composed of a number

of elementary kick commands for the learning agent to be able to kick hard enough for

long passes or shootings, a number of kick commands should be applied along with turn

commands to aim in the target direction. Therefore, their work is to learn a low-level

kicking skill with parametrised kick and turn commands as the action scheme. The

task is considered to be achieved if the ball leaves the kickable area with the specified

velocity in the specified direction. On the other hand, in the work of this research, the

task involves finding a good path towards the ball to achieve the object of the task,

i.e., scoring a goal. The low-level kicking skill is simply implemented in this work by

using a kick command when the ball is in the kickable area.

Riedmiller and other researchers used parametrised turns and dashes as the action

scheme for other individual skills, while for the team-level attacking task, each agent is

allowed to choose from 10 different actions, that is, to move in eight different directions,

to go back to its home position, or to try to intercept the ball. In all cases, the RL-based

skills or team behaviours showed some improvements compared to the corresponding

hand-coded routines.

Other team behaviours often found in the literature of the Simulation League are

NaiveAttack strategies. Stone et al. (2005) proposed a subtask domain of RoboCup

soccer called KeepAway in this context. In the KeepAway domain, a team of keepers

tries to maintain control of the ball in a certain designated area for as long as possible,

while the opponents, called the takers, attempt to gain possession of the ball. These

researchers focused on the learning of the keepers when in possession of the ball. The
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keeper in possession of the ball can choose an action from HoldBall, PassToTeam-

mate1 , . . ., PassToTeammaten . The strategies of the keepers without the ball, as

well as those of the takers, are fixed and pre-specified. A number of experiments were

done with varying numbers of players and different sizes of the field, and under ran-

dom, hand-coded and learned policies. The results showed that the performance of the

learned policy was in most cases better than the others except when the field is large

(hence the task of keeping the ball for as long as possible is considerably easier).

Kalyanakrishnan et al. (2007) extended KeepAway soccer to a more complex task,

Half Field Offence. With the field enlarged to half the size of a soccer field, the state

space is larger and the action set is richer in this task. The purpose is to outper-

form a defence team to score a goal. As in KeepAway, the defence team follows a

fixed strategy, as do the offence players without the ball, and the learning is only for

the attackers when in possession of the ball. The actions are PassToTeammate1 ,

. . ., PassToTeammaten , Dribble and Shoot. On account of the nature of the task,

HoldBall is replaced with Dribble and Shoot is added. Although the task is con-

siderably harder than the KeepAway task, due to the larger state/action spaces and

the sparse reward, the team successfully applied the Sarsa(λ) algorithm—a variation

of Q-learning—to the Half Field Offence task to deliver a satisfying result.

Neri et al. (2012) also applied RL techniques to the team-level attacking task, but

at an even higher level—to the whole simulation game. Learning was conducted and

continued until the game was completed. As in the KeepAway and Half Field Offence

tasks, learning was applied only to the attacking player in possession of the ball. The

researchers also confined learning to the cases when the learning agent is in the penalty

area. For the other players or in the other cases, the team’s hand-coded strategies

were used throughout the game. It is worth mentioning that, in contrast to the states

represented by measures such as distance to the ball, or angles toward the goal in

the KeepAway and Half Field Offence, the state space in this task was compressed

into several linguistic forms such as AdversaryBehind or KickOpportunity. The

action space consists of seven actions, namely Launch, SlowForward, FastForward,

Pass, Dribble, HoldTheBall and Kick. The researchers proved the superiority of the

proposed approach by presenting the results of several matches played against different

benchmarking teams in the Simulation League.
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An application of RL to the full multi-agent system is found in the work of Duan

et al. (2012). In contrast to the various cases mentioned above, in this work, learning

is not limited only to the agent in possession of the ball, but each agent in the team

is regarded as a learning individual to pursue a common goal. Learning is applied

to the task of selecting an appropriate action from an action set consisting of six

actions: Shoot, Dribble, Pass, Intercept, Clear and Mark. In order to achieve

team cooperation and coordination, which are inevitable issues for problems in multi-

agent systems, they introduced a method to predict the actions of other agents in the

team. These predictions are considered by each learning agent when it chooses its own

action.

This work is based on their previous work (Duan et al., 2007), where layered learn-

ing is skilfully implemented in the building of their robot soccer team (NewNeu) for

the Micro-Robot World Cup Soccer Tournament (MiroSot) in FIRA. They proposed

a hierarchical learning system where the complex decision-making task is divided into

multiple learning subtasks that include action implementation, role assignment and

action selection. At the action implementation level, two fundamental actions were de-

veloped: shooting for the player in possession of the ball, and positioning for the other

players. The development of shooting action is particularly relevant to the work per-

formed in this research, which also investigated ways to develop a shooting policy with

a stationary ball using RL. The difference is seen in the action schemes of the RL. The

control variables in the work of Duan et al. (2007) are left/right wheel velocities be-

cause robots in the MiroSot have two wheels in design. Turning action is implemented

by having different velocities between the left wheel and the right wheel. The ability

of omnidirectional moving of the RoboCup SSL robots (refer to Section 1.1.3 and Fig-

ure 1.2(b)), however, allows the use of much richer action sets in this research, including

turning while moving. In addition, different function approximators were used: Fuzzy

Neural Network (FNN) in their work, multi-layer perceptron in this research.

In the multi-agent RL system where multiple agents learn simultaneously to achieve

a common goal, the problem of assigning global reward to each agent inevitably arises.

While Duan et al. (2012) used a fixed strategy for reward assignment, Liu et al. (2012)

proposed a method to split the observed global reward among individual agents. In

their approach, local reward for each agent was calculated based on the global reward
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using a Kalman filter (Kalman, 1960), and then used to update the Q-value of each

agent.

A few examples of RL applications are also found in the RoboCup Middle Size

League (MSL) domain. Kleiner et al. (2003) proposed an approach that applies RL in a

hierarchical way for their MSL team, CS Freiburg, in a simulation base. First, Sarsa(λ)

was applied to develop low-level skills such as GoToBall, ShootGoal, DribbleBall,

etc., and then Q(λ) was used for the selection of these skills in order to learn the task

of ShootingTowardsTheGoal. Again, the skill ShootGoal in this work is about

operating the kicker when the ball is in front of the robot, i.e., at a lower level than

the shooting skills developed in this research. The task ShootingTowardsTheGoal

is close to the work in this research, but the difference is again in the action scheme.

The developed low-level skills were used in the work by Kleiner et al. (2003), while

combinations of linear velocities and angular velocities were used in this research (see

Section 5.3 for the action scheme used in this research). Kleiner et al. (2003) demon-

strated that a good strategy of skill selection was learned after 500 episodes, although

the performance did not exceed that of the hand-coded routine that was formerly used

for the team. The comparable performance, however, being acquired by simulation,

was achieved by far less time and effort for the design and parametrisation

The application of RL used directly on real robots is presented by Riedmiller et al.

(2009) in the attempt of training their MSL robots to learn how to dribble. Learning

on real robots is certainly expensive in terms of time and hardware wearing out, but as

Riedmiller et al. (2009) pointed out, it has an additional advantage that the controller

is directly tuned to the behaviour of the actual hardware, taking into account the

real-world effects, which are usually extremely difficult to model.

3.2.2 Other machine learning applications

Case-Based Reasoning (CBR) (Aamodt & Plaza, 1994; Kolodner, 1992) is an approach

of learning where new problems are solved based on the solutions of similar past prob-

lems, i.e., cases. An application of CBR is found in the rare literature of ML applications

based on the RoboCup SSL. Marling et al. (2003) used CBR to help their RoboCup

SSL team, RoboCats, in planning individual moves, team strategies and modelling the

world. Three CBR prototypes were built in simulation mode where CBR was used
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to position the goalkeeper, select team formations and recognize game states, respec-

tively. They used the prototypes in predefined scenarios. The results were examined

case by case by human experts. While the first prototype used for the position of the

goalkeeper involved numerous problems and opportunities for improvements, the other

two prototypes showed promising results.

Ros et al. (2009) shared their experience of applying CBR to develop cooperative

action selection behaviours in the RoboCup Four-Legged League domain. In this league

(currently replaced by the Standard Platform League), teams competed with identical

(i.e., standard) robots, thus concentrating on software development only (RoboCup

Standard Platform League webpage, 2014). They performed experiments, both in sim-

ulation and with real robots, in scenarios of two attackers versus two defenders. The

focus was on the ability of the attacking robots to learn action selection behaviours to

achieve success in the team’s attacking situation. They evaluated the performance of

the CBR-based approach compared to a benchmark method in terms of the number

of goals scored by the attackers, the ball possession rate of the defenders, etc. The

results showed that the CBR-based approach generally outperformed the benchmark

one, both in simulation and with real robots.

Bianchi et al. (2009) used CBR combined with Heuristically Accelerated Reinforce-

ment Learning (HARL) for similar tasks as Ros et al. (2009), also in the RoboCup

Four-Legged League domain. HARL is an approach that uses heuristic functions for se-

lecting appropriate actions to perform in order to guide exploration of the state-action

space during the learning process (Bianchi et al., 2008). By encoding some expertise

in the heuristic functions, the learning process can be accelerated in HARL. In this

work, CBR was used as the heuristic function. The experimental results indicated that

the CBR-HARL approach is generally better than other approaches such as HARL (re-

ported in their earlier publication (Bianchi et al., 2008)), CBR alone, and traditional

Q-learning.

The combined use of CBR and HARL has been extended to the KeepAway domain

by Celiberto et al. (2012). They were particularly interested in ways to speed up RL by

taking advantage of domain knowledge. In this regard, they adopted Transfer Learning

(TL) techniques besides the use of CBR-HARL. The idea of TL is that experience

gained in learning to perform one task can help improve learning in a related, but

different, task (Taylor & Stone, 2009). They proposed an approach where CBR, HARL
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and TL are combined in a way that the policy learned in one domain (source domain)

is stored as a case base and then used in a new domain (target domain) as a heuristic.

They modified the Littman’s Soccer domain (Littman, 1994) in order to use it as the

source domain where the soccer game, composed of two teams of two players each,

was modelled as a Markov decision process in a very simple way. KeepAway soccer

was used as their target domain. The experiments clearly indicated that the proposed

approach reduced the convergence time by 90% compared to the traditional Sarsa

algorithm. Also, it showed that the proposed approach achieved higher performance

than the CBR-HARL approach without TL.

Another example of CBR combined with other ML techniques is seen in the work of

Kuo et al. (2013). They developed a hybrid learning approach called Case-Based Rea-

soning with Genetic Algorithm (CBR-GA) for their Simulation League team, WrightEa-

gle. In their work, learning was applied for the selection of high-level team strategies.

Thus, the learning agent is the whole team, not individual players. CBR was used to

choose from a set of team strategies which includes different formations such as 4-4-2

or 4-3-3. The GA was employed at the case retrieval stage, in which the CBR module

tries to retrieve the most similar case from the stored past examples, to obtain more

accurate cases. The experimental results showed that the proposed hybrid approach

has better learning effect compared to other combined or single methods.

The Pattern Recognition (PR) technique is often used to interpret current situa-

tions of the game, or the behaviour of opponents in the robot soccer domains. It looks

for patterns in the arrangement of the players on the field to draw meaningful conclu-

sions on these subjects. Lattner et al. (2006) applied unsupervised symbolic learning to

extract frequent patterns in dynamic scenes. Miene et al. (2004) proposed an approach

to interpret spatio-temporal relations between two moving objects. Both studies used

time-series to detect the changes of the dynamic scenes of the field, and represented

the motions based on qualitative descriptions. Meanwhile Huang et al. (2003) proposed

and implemented in the RoboCup Simulation League domain a mechanism to analyse

the behaviours of opponent players. These researchers presented a plan representation

scheme first, followed by techniques to automatically recognise and retrieve the plans

of opponent players in the given plan representation.

The use of an Artificial Neural Network (ANN) is also found in the literature. Jolly

et al. (2007) applied ANN to the 3-versus-3 MiroSot small league game. The purpose
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is to decide which of the two non-goalkeeper players should go after the ball while the

other player remains as a supporter. Their work is applicable only to the 3-versus-3

game structure due to the design of the ANN. Recently Chen et al. (2012) proposed

an advanced neural network model that combines two special classes of ANN: Self-

Organizing Map (SOM) and Learning Vector Quantization (LVQ). In the proposed

model, SOM’s ability to transform high dimensional input vectors into its neurons on a

low dimensional topological structure without losing the core features of the input data,

is used to initialise LVQ, which then carries out the supervised learning. Their work

was applied to the task of strategy selection from the four categories of strategies, that

is, Attack, AttackPreparation, DefencePreparation and Defence, and showed

an effective learning ability in both off-line and on-line learning.

Some researchers adopted Evolutionary Algorithms (EA) to construct a proper rule

selection scheme. As mentioned previously, in a rule-based system, rules describe which

action the agent should take when it is in a certain state. Nakashima et al. (2004)

used EA to develop such a rule set for acquiring team strategies in their RoboCup

Simulation League team. The antecedent part of the rule set for each agent consists of

96 states based on the position of the agent and the relation to the nearest opponent.

The consequent part of the rule set indicates the action the agent should take when the

antecedent part of the action rule is satisfied. Ten different actions were predefined for

the agent to choose from. The action rule for an agent is thus encoded by an integer

string with 96 integers, each value in the interval [1, 10] representing the action for

the agent to take in a given state. They modelled the team strategy as a concatenated

integer string with 960 integers, which serves as a chromosome in the EA, to encompass

all 10 players in the team. For the operation of the EA, they used only mutations, i.e.,

no crossover operations were used. After a prespecified number of new integer strings

have been generated by the mutation operation, the best integer strings are selected

using the (µ+ λ)-strategy of evolution strategies (Back, 1996). Computer simulations

were used to evaluate the performance of each integer string and the result showed that

the attacking performance is improved during the execution of the EA.

While Nakashima et al. (2004) applied this technique for the team-level strategy,

having actions such as Dribble, Kick or Shoot, Park et al. (2007) aimed to address a

specific problem of robot posture (position and orientation) at the target position with

emphasis on optimising the navigational path of the robot. This might be regarded as
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a cornerstone to equip the agent with the shooting ability, because the final posture of

the robot before shooting is of the utmost importance for the task. They used fuzzy

logic for the rule selection scheme, and EA was employed to deal with the difficulty

and tediousness of deriving fuzzy control rules. Their work was based on the MiroSot

domain.

As seen in the previous paragraph, fuzzy theory is another approach often used

in the rule-based system. Sng et al. (2002) used fuzzy logic to decide which robot

should attack the ball. They considered four factors (distance to the ball, orientation,

shooting angle and obstacles in the path) for each robot in the team. These factors are

given to the fuzzy system, which then gives the priority order for the attacking role.

Lee et al. (2005) also employed fuzzy logic for role assignment. In their work, the role

assignment rule is predefined based on the positions of robots and the ball, and the

fuzzy arbiter works to mediate two adjacent robots when their roles are in conflict. Wu

& Lee (2004) presented a fuzzy mechanism, which selects an action for a robot from

five categories: Intercept, Shoot, Block, Sweep and StandBy. They devised three

factors (the defence factor, the competition factor and the angle factor) and used these

as the fuzzy rules for action selection. All three works presented in this paragraph were

implemented and tested in the FIRA domain, and the results showed that the presented

fuzzy systems served their purposes.

3.3 Conclusion: Related work

This chapter contains the literature review of strategy development in robot soccer.

The features of the strategy development process were presented in the first section.

The decision-making procedures generally followed when the strategies are realised in

the game were presented as well as the hierarchical structure of the DMM. It was also

mentioned that the DMM is a rule-based system, where the decisions are made accord-

ing to a set of action rules. Hand-coded approaches are typically used to implement

these rules, but ML approaches are also used in smaller decision-making problems,

where applicable, mostly to replace the existing hand-coded algorithms.

The use of ML approaches prevails in the RoboCup leagues or robot soccer domains

(other than the RoboCup SSL) where strategy is of the utmost significance and ad-

vanced strategies are therefore inherently required. The second section of this chapter
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reviewed these ML approaches that were applied to various decision-making problems.

The review included not only the RL applications but also the applications of other

ML techniques such as CBR, PR, ANN, EA and fuzzy theory.

It is worth mentioning that teams introduced in this chapter, such as UvA Trilearn,

Brainstormers and WrightEagle, had achieved high rankings in recent competitions or

at the time of the publication of their ML applications (RoboCup Simulation League

Webpage, 2013). This confirms the effectiveness of the use of ML techniques in the

development of robot soccer strategies.
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Chapter 4

Simulation environment

In the last two chapters the theoretical background and literature study of this re-

search were presented. This chapter introduces the simulation environment established

in this study as the first practical stage towards the development of the Decision-Making

Module (DMM). Grounds for the development of a well-designed simulator, and why

existing simulators are not appropriate for this research, are discussed first. The focus

is then moved to the real system that will be simulated in the simulation environment,

followed by the architecture of the simulation environment, which includes the DMM

and the simulator.

4.1 Why is a simulator necessary?

Nelson et al. (2001) defined simulation as the imitation of the operation of a real-

world process or system over time. Sokolowski & Banks (2011) stated that simulation

is engaged when the real system is inaccessible, dangerous or unacceptable, or when

it simply does not exist. In this respect, it is obvious that a simulation is required to

develop any kind of robot-related software, including the DMM. With simulation, the

robot software development does not need to be delayed until real robots are available.

Even if access to fully functional real robots is possible, the high risk of hardware

damage during the software tests makes the use of real systems undesirable. Simulation

also significantly decreases experimental time and cost.

A simulation always represents an abstracted view of the real system, and the level

of abstraction depends on the nature of the work that needs to be done in the simulation.
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In simulations with a high level of abstraction, a robot may be represented as a circle

in a two-dimensional world, while simulations with a low level of abstraction attempt

to simulate the operation of components of a robot such as sensors, actuators, motors,

etc. The latter kind of simulations are often featured as high-fidelity in literature, and

are typically used for the testing and development of low-level robot control software,

which is run on the robot and controls the operation of the mechanical devices of the

robot. In this research a high-level simulator is required to facilitate the development

of the DMM.

Most existing robot simulators are designed for robot control software, having a

low-level abstracted view of the world, and are therefore not appropriate for this study.

Examples of these high-fidelity simulators are: SimRobot (Laue et al., 2006), Play-

er/Stage (Gerkey et al., 2003), Gazebo (Koenig & Howard, 2004), Webots (Michel,

2004), USARSim (Carpin et al., 2007) and UCHILSim (Zagal & Ruiz-del Solar, 2005).

M-ROSE (Buck et al., 2002) and Soccer Server (Noda et al., 1998) can be classified as

high-level simulators. However, being designed for the RoboCup Middle Size League

(MSL) and the Simulation League respectively (see Section 1.1.2), they support only

distributed control, which requires each robot in the team to make its own decisions

individually. As centralised control is the control system aimed at in this study, the

use of these simulators are not appropriate. In the context of the RoboCup Small Size

League (SSL), two publications are found concerning simulators: Übersim (Browning

& Tryzelaar, 2003) and grSim (Monajjemi et al., 2012). Again, these are for low-level

robot control to simulate the operation of the wheels, the kicker and other components,

and are therefore not suitable.

As Beck et al. (2008) pointed out, the reuse of simulators developed by other teams

is difficult, if not impossible, due to the diverse needs with regard to the level of ab-

straction. Their argument still seems true: nearly every team implements a simulation

environment that is tailored to specific needs, like the hardware platform in use and the

research focus of the particular team. This led to a decision that a high-level simulator

is needed for the task aimed at in this research and the simulator cannot be adopted,

but should be designed and developed by the team.
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4.2 The control architecture of the RoboCup Small Size

League

In order to build a simulation environment, the real system to be simulated should

be discussed first. The SSL control architecture (the real system) is illustrated in

Figure 4.1.

Figure 4.1: A typical SSL control architecture.

There are typically three main servers in the system: the vision server and two off-

field computers. The vision server is a communal computer used for both teams and

SSL-Vision, the image-processing program, is run on it. The off-field computers are for

the teams participating in the game and each team’s DMM is executed on each of the

off-field computers. The tasks performed in the DMM can generally be categorised into

four submodules, namely the vision module, the strategy module, the control module

and the communication module.

The vision module receives information from SSL-Vision and performs calculations

to predict the position of the robots and the ball for the current time-step. This is

due to the latency of the image processing in SSL-Vision, which takes approximately

133 ms (Srisabye et al., 2009). This could cause an error of up to 47 cm in the position
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of the robots, assuming the fastest speed of 3.5 m/s usually reported in the literature.

The error could be much more significant for a fast-moving ball.

The strategy module is where the game situation is checked, strategies are chosen

and decisions are made. This module receives information from the vision module on

the predicted position of the robots and the ball and calculates target destinations and

actions for the robots based on its chosen strategies.

The control module deals with low-level control algorithms, such as path planning,

obstacle avoidance and motion control. The communication module in the off-field

computer sends the final commands of the DMM to the robots on the field in the

form of translational and rotational velocities. The communication is wireless and typi-

cally uses dedicated commercial FM (Frequency Modulation) transmitter/receiver units

(RoboCup SSL webpage, 2014).

4.3 The architecture of the simulation environment

As discussed in the previous section, the DMM is an independent computer program

that works with the other components of the system shown in Figure 4.1. It continually

communicates with the outside system, receiving inputs, processing them and giving

outputs. Thus, to establish a simulation environment for the DMM, a counterpart of

the DMM is required that represents the outside system, that is, the whole system

except the DMM itself. The high-level simulator developed in this research plays the

role of the counterpart.

The simulation environment in this research, therefore, consists of two subsystems,

the simulator and the DMM, as represented in Figure 4.2. Details of the simulator are

discussed in the next section (Section 4.4) as developing a simulator is one of the main

objectives of this research. In this section, more general concepts of the two subsystems

are presented under separate headings, focusing on the functions and roles of each in

the simulation environment.

The simulation environment has been developed in C++ programming language

with Microsoft Visual Studio as the development environment. Specifically, the Mi-

crosoft Foundation Class (MFC) was used as a base framework of the simulator and

the DMM. MFC is an application framework for programming in Microsoft Windows.

It provides portions of the Windows Application Programming Interface (API) in C++
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Figure 4.2: Overview of the simulation environment.

classes, thus helps developing applications in Windows in many ways. One of them is

network programming. MFC provides Windows Sockets through which two or more

applications, running on separate machines, can transmit data. The simulator and the

DMM communicate with each other through this technology using TCP/IP (Transmis-

sion Control Protocol/Internet Protocol) as the network protocol.

The simulator

The simulator replaces the field and the objects on it, the cameras and SSL-Vision

from the real world. It provides information on the position of the robots and the ball

on behalf of SSL-Vision and receives the velocity commands from the DMM. More

importantly, it accurately updates the position of the robots and the ball for the next

time-step by moving the (virtual) robots according to the velocities delivered. The new

information on the field is then passed back to the DMM. For convenient viewing and

debugging, the simulator can also display the robots and the ball on the screen.

Extra care should be taken to ensure correct motion dynamics in cases where a

robot hits or kicks the ball with a certain velocity or power. For this reason Open

Dynamics Engine (ODE) (Smith, 2014a), a free industrial-quality library for simulating

articulated rigid body dynamics (Smith, 2014b), was integrated into the simulator.
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ODE enables not only accurate motion dynamics but also collision detection of two

moving objects.

The decision-making module

The DMM in the simulation environment continuously communicates with the simula-

tor. It receives the field information from the simulator and in return gives the desired

velocities. Ideally these velocities should come from decisions carefully made by the

strategy module. However, it should be mentioned that, at the time of writing, any

submodule of the DMM does not exist (except the communication module). The de-

velopment of the DMM, the strategy module in particular, is the long-term goal of this

research. Consequently, issues that should be dealt with by other modules in the DMM,

such as latency or obstacle avoidance, are not considered in the simulation environment.

Some functions in the DMM, however, are still needed to establish the simulation en-

vironment. A framework of the DMM that receives the position information from the

simulator and generates random velocity commands would be sufficient for this purpose.

The communication module was implemented to perform these functions.

4.4 The simulator

In this section the simulator is discussed in detail. The simulator was developed with

the possibility of being used by other teams. Therefore, almost all parameters and

dimensions used in the simulator are modelled to allow customisation. Examples are

the field size, the number of robots in each team,1 the size and mass of the robots,

the size and mass of the ball, the friction coefficient and the length of a time-step. The

simulator can be used by other teams as far as TCP/IP is used for the network protocol

between the simulator and their DMM, and the configuration of the communication

packets (discussed in the last part of Section 4.4.2) is consistent.

1The number of robots in the simulator can be customised up to six, for the law (Laws of the

RoboCup Small Size League, 2013) specifies a maximum of six robots in a team. The customisation of

the number of robots is mainly for debugging and testing purposes.
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4.4.1 Software design of the simulator

One of the most powerful functions of the MFC is the easy access to Graphic User Inter-

face (GUI) programming. For this the MFC uses a Document/View architecture, where

the data management is separated into two classes: the document class and the view

class. The document class stores and manages the data, while the view class displays

the data and manages user interaction with it (MFC Document/View Architecture,

2014).

The simulator is implemented based on this Document/View architecture. The doc-

ument class and the view class were named SSL SIMDoc and SSL SIMView, respec-

tively. The robots and the ball of which the position and velocity information form

an important part of the data in the Document/View architecture, were modelled as

classes, named CRobot and CBall respectively. These classes have the position and ve-

locity information as their member variables. Another class called CWorld incorporates

these two classes to make a complete representation of the world at a point in time.

When the simulator receives velocity commands from the DMM, the document class

SSL SIMDoc stores this information in the CWorld object for the current time-step,

and calls an ODE function to obtain the position of the robots and the ball at the next

time-step based on the velocity commands received. After storing the new position

information in the CWorld object, SSL SIMDoc sends a message to the view class

SSL SIMView for an update in the GUI. It then sends the new position information to

the DMM through the Windows Socket object CClientSocket. This completes one cycle

of procedures performed in SSL SIMDoc. The next cycle starts with receiving velocity

commands from the DMM after a predefined time-step, which can be customised, and

set as 50 ms by default. Meanwhile, when it received a message from SSL SIMDoc, the

view class SSL SIMView retrieves the CWorld object for the position of the robots and

the ball, and shows it on the screen. Figure 4.3 shows the GUI of the simulator.

Figure 4.4 illustrates the software design of the simulator from a class point of

view. Not all the classes in the simulator and their member variables and functions are

indicated. Only those needed to show the main concept of the software design of the

simulator are displayed. Part of the DMM was also included to show the communication

between the simulator and the DMM.
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Figure 4.3: GUI of the simulator.

4.4.2 Implementation details

The simulator models the field, the robots and the ball. Details of the modelling of each

object are presented next under separate headings. The dimensions and properties of the

object are set by default in accordance with the laws of the RoboCup SSL (Laws of the

RoboCup Small Size League, 2013). The dimensions and properties can be customised,

as mentioned earlier, and thus can be modified in run time.

The field

The simulator provides a two-dimensional world where the field is represented in top

view. Figure 4.5 shows the dimensions of the field designated by the laws of the

RoboCup SSL. All dimensions are in millimetres. The field size is 6 050 mm × 4 050 mm,

but the field surface is extended to 7 400 mm × 5 400 mm. As the laws require the field

surface to be walled, the simulator also models a wall surrounding the field surface.

Figure 4.6 provides additional information about the field modelling in the simula-

tor. It presents field coordinates and the names of some important areas of the field.
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Figure 4.4: A schematic diagram of the simulation environment. Not all the classes

and their members are shown in the figure. Only those important to the main concept

of the software design are displayed. Part of the DMM was also included to show the

communication between the simulator and the DMM.
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Figure 4.5: Field dimensions (Laws of the RoboCup Small Size League, 2013). All

dimensions are in millimetres. The field size is 6 050 mm × 4 050 mm, and the field

surface is extended to the size of 7 400 mm × 5 400 mm. The law requires the field

surface to be walled.

Figure 4.6: Field coordinates and important areas.
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The Cartesian coordinate system was used in the field modelling with the origin at the

centre of the field.

Robots

As the simulator being developed is a high-level one, a robot is modelled as a single

object. It is implemented as a cylinder with a diameter of 180 mm and a height of

150 mm in the ODE context. The mass of the robots was assumed to be 2.4 kg as

it ranges from 1.9 kg to 2.4 kg in the literature. Although the robot is modelled as a

cylinder with a base of a whole circle, it is represented as an incomplete circle with

a chord in the screen of the simulator, as seen in Figure 4.7. This is to show the

robot’s orientation clearly, which is important because the orientation of the robot is

where the kicker is attached, and therefore determines the moving direction of the ball

when kicked by the robot. The dark grey rectangle in Figure 4.7 shows the kicker unit

attached to the front of the robot, and the light grey rectangle represents the kickable

area, which is currently modelled as 60 mm × 90 mm. The size of the kickable area

depends on the mechanical design of the kicker unit and they are adjustable for teams

to modify according to their own designs.

Figure 4.7: Robot orientation and the kickable area. The robot is represented as an

incomplete circle with a chord (the blue object in the figure) in the screen of the sim-

ulator. This is only for a visualisation purpose. In all other functions of the simulator,

including ODE, the robot is modelled as a cylinder with a base of a whole circle. The

dark grey rectangle shows the kicker system attached in front of the robot and the light

grey rectangle represents the kickable area.
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The robot’s acceleration is not modelled in the simulator. In reality, when receiving

velocity commands from the DMM, the low-level robot control software that is run on

the robot calculates and applies the acceleration to the device. Ideally the acceleration

application mechanism should be analysed and incorporated in the simulator for a

more realistic simulator. This is left for future work. It is assumed that the robots in

the simulator are equipped with the commanded velocities at the next time-step.

The ball

The ball is modelled as a sphere with a diameter of 43 mm in the ODE context. The

mass is set to 46 g as specified by the laws.

The force applied to the ball by the kicker is closely related to the mechanical design

of the robot. In addition, different forces can be applied, depending on how hard the

kick is. Therefore the number of forces available and the magnitude of the forces can be

customised in the simulator. Currently it is modelled to have one level of force, which is

50N. Thus, if the robot operates the kicker and the ball is in the kickable area at that

time, a force of 50N is exerted on the ball for 0.01 second in the direction of the robot’s

orientation. As a result, a stationary ball comes to move with a velocity of 10.869 m/s.

Figure 4.8 shows the operation of the kicker and the ball’s movement when kicked.

(a) The position of the ball and the kicker

before the kicker is operated.

(b) The position of the ball and the kicker after

the kicker is operated.

Figure 4.8: The operation of the kicker.
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Friction

The Coulomb friction coefficient between the field surface and the objects on the field

was set to 0.001, which means the friction in the simulator is almost negligible. Again,

measuring the friction coefficient in an experiment with real robots and the ball and

using this measured value would make the simulator more realistic. This is also left for

future work. However, the friction coefficient can be customised in the simulator, thus

it can be changed at any time.

Communication packets

This section describes the configuration of communication packets between the DMM

and the simulator. The communication packets were designed at binary level, so that

teams using other languages to develop their DMM can also use the simulator.

There are two types of communication packets: those the simulator receives from

the DMM and those the simulator sends to the DMM. The communication packet the

simulator receives from the DMM consists of a 2-byte header, a 48-byte body and a

2-byte footer. The body packet is divided into six 8-byte packets for the six robots in

the team. The configuration of each 8-byte packet is described in Table 4.1.

Table 4.1: Communication packet for each robot.

Description

1st byte Robot ID

2nd–3rd bytes Linear velocity in x-direction (in mm/s)

4th–5th bytes Linear velocity in y-direction (in mm/s)

6th–7th bytes Angular velocity (in degree/sec)

8th byte Kick

The communication packet that is being delivered to the DMM from the simulator

consists of a 2-byte header, an 88-byte body and a 2-byte footer. It carries the field

information, in particular the position of the ball, and the position and orientation

of the robots (including the opponent robots) in the field. Therefore the body packet

consists of a 4-byte packet for the position of the ball, and twelve 7-byte packets for

the information of the twelve robots in both teams. Table 4.2 shows the configuration

of the 7-byte packet for the information of the robot.
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Table 4.2: Communication packet for field information.

Description

1st byte Robot ID

2nd–3rd bytes Position of the robot in x-coordinate (in mm)

4th–5th bytes Position of the robot in y-coordinate (in mm)

6th–7th bytes Robot orientation (in degrees)

For both types of communication packets, the body was configured with the as-

sumption of six robots in a team. In cases that the number of robots in a team is

customised in the simulator to have fewer than six robots in a team, the simulator

considers as many bytes as needed after the first byte of the body packet. Also, in

both types of communication packets, the header carries time-step information and the

footer has a signal showing that the packet is completed.

4.4.3 Validation

This section provides validation of the developed simulator by assuming a few scenarios

and performing a set of tests for each scenario. The scenarios are as follows:

• A robot moves with a certain velocity.

• A robot kicks a stationary ball.

• Two moving robots collide.

• The ball hits a wall and is reflected.

In the first two scenarios, five tests were performed with different initial positions,

but the same velocities or forces were used for the sake of comparison. The distances

the moving object travelled are measured at each time-step and compared with the

values in theory. For the latter two scenarios, the trajectories of the moving objects

are presented to check whether they are moving as expected.

Scenario 1: A robot moves with a certain velocity

In the first scenario, a robot is assumed to move by 1 m/s in the direction of π6 , measured

anticlockwise from the direction of the positive x-axis (Figure 4.6).
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Table 4.3: Position differences in Scenario 1.

Theory Test 1 Test 2 Test 3 Test 4 Test 5

∆x after

50 ms 43.3013 43.3013 43.3013 43.3013 43.3011 43.3013

100 ms 86.6025 86.6027 86.6025 86.6025 86.6025 86.6025

150 ms 129.9038 129.9038 129.9038 129.9038 129.9037 129.9038

200 ms 173.2051 173.2052 173.2051 173.2051 173.2050 173.2051

250 ms 216.5064 216.5063 216.5063 216.5063 216.5063 216.5063

300 ms 259.8076 259.8076 259.8076 259.8076 259.8076 259.8076

350 ms 303.1089 303.1089 303.1089 303.1089 303.1088 303.1089

400 ms 346.4102 346.4102 346.4104 346.4102 346.4101 346.4102

450 ms 389.7114 389.7115 389.7114 389.7114 389.7114 389.7114

500 ms 433.0127 433.0128 433.0127 433.0127 433.0127 433.0127

∆y after

50 ms 25.0000 25.0000 25.0000 25.0000 25.0000 25.0000

100 ms 50.0000 50.0000 50.0000 50.0000 50.0000 50.0000

150 ms 75.0000 75.0001 75.0000 75.0000 75.0000 75.0000

200 ms 100.0000 100.0000 100.0000 100.0000 99.9999 100.0000

250 ms 125.0000 125.0000 125.0000 125.0000 125.0000 125.0000

300 ms 150.0000 150.0001 150.0000 150.0000 150.0000 150.0000

350 ms 175.0000 175.0000 175.0000 175.0000 175.0000 175.0000

400 ms 200.0000 200.0000 200.0000 200.0000 200.0000 200.0000

450 ms 225.0000 225.0000 225.0000 225.0000 225.0000 225.0000

500 ms 250.0000 250.0000 250.0000 250.0000 250.0000 250.0000

Table 4.3 shows the difference from the initial position of the robot in x- and

y-coordinates at each time-step. The shaded column shows the position differences

calculated from the theory. The result shows the accuracy of the simulator in this task

to the precision of the fourth decimal point.

Scenario 2: A robot kicks a stationary ball

In this scenario, a robot kicks a stationary ball in the same direction as in the first

scenario and the force of 50N is applied to the ball. As mentioned earlier, the force

causes the ball to move at approximately 10.869 m/s. The scenario starts with the ball

placed in the kickable area of the robot.
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Table 4.4 shows the distances the ball travelled in x- and y-direction after each

time-step. The shaded column shows the theoretical travel distances. The result shows

that the differences between the theoretical and the observed values are less than 3 mm

in all cases. Also, no significant differences are found in the results of the five tests.

Table 4.4: Position differences in Scenario 2.

Theory Test 1 Test 2 Test 3 Test 4 Test 5

∆x after

50 ms 470.6660 470.6243 470.6242 470.6241 470.624 470.6243

100 ms 941.3320 941.1941 941.194 941.194 941.1938 941.1941

150 ms 1411.9979 1411.709 1411.709 1411.709 1411.709 1411.709

200 ms 1882.6639 1882.171 1882.171 1882.171 1882.171 1882.171

250 ms 2353.3299 2352.577 2352.577 2352.577 2352.578 2352.577

300 ms 2823.9959 2822.93 2822.93 2822.93 2822.93 2822.93

350 ms 3294.6619 3293.228 3293.228 3293.228 3293.228 3293.228

400 ms 3765.3278 3763.472 3763.472 3763.472 3763.472 3763.472

450 ms 4235.9938 4233.661 4233.661 4233.661 4233.661 4233.661

500 ms 4706.6598 4703.796 4703.796 4703.796 4703.796 4703.796

∆y after

50 ms 271.7391 271.7012 271.7012 271.7012 271.7012 271.7012

100 ms 543.4783 543.3481 543.3481 543.3481 543.3481 543.3481

150 ms 815.2174 814.9406 814.9407 814.9407 814.9407 814.9406

200 ms 1086.9565 1086.479 1086.479 1086.479 1086.479 1086.479

250 ms 1358.6957 1357.963 1357.963 1357.963 1357.963 1357.963

300 ms 1630.4348 1629.392 1629.392 1629.392 1629.392 1629.392

350 ms 1902.1739 1900.767 1900.767 1900.767 1900.767 1900.767

400 ms 2173.9130 2172.088 2172.088 2172.088 2172.088 2172.088

450 ms 2445.6522 2443.354 2443.354 2443.354 2443.354 2443.354

500 ms 2717.3913 2714.567 2714.566 2714.567 2714.566 2714.567

Scenario 3: Two moving robots collide

In the third scenario, the collision between two moving robots was tested. In the be-

ginning of the scenario, two robots, a red and a blue one in Figure 4.9 are located at

(−200, 400) and at (−200,−400), respectively. Both robots face towards the centre of

the field and move forward with a velocity of 1 m/s.
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Figure 4.9: The collision of two moving robots. The red robot is initially located at

(−200, 400) and the blue robot at (−200,−400). Both face the centre and starts moving

forward at 1 m/s. After the collision the linear velocities of the robots are significantly

reduced while they obtained angular velocities.

Figure 4.9 illustrates the trajectory of the robots before and after the collision.

Note that the space between the positions at two consecutive time-steps is reduced

after the collision, which means the velocities have been lessened due to the impact of

the collision. Instead, the robots have acquired angular velocities, so the red robot has

turned anticlockwise and the blue one clockwise.

Scenario 4: The ball hits a wall and is reflected

In the last scenario, a ball is located at (−1 000, 1 700) in the beginning. It starts to

move with a velocity of 3 m/s in the direction of π
4 , as specified by the red arrow

in Figure 4.10. The thick black lines around the field represent the walls. The ball

continues to move until it hits a wall, which is located in the y-direction of the field,

and then it bounces off the wall, as indicated by the blue arrow in Figure 4.10.
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Figure 4.10 shows how the moving direction of the ball changes after the bounce-off.

However, no significant changes were observed in the speed of the ball before and after

the bounce-off.

Figure 4.10: The trajectory of a moving ball when bounced off a wall. The ball is

initially positioned at (-1000, 1700). It starts to move to the upper right direction (the

direction pointed by the red arrow in the figure) with 3 m/s. The black thick lines

around the field represent the walls. After the ball hits the upper wall, it changes the

direction as pointed by the blue arrow in the figure. No significant changes in the speed

are observed.

4.5 Learning simulator

In the previous section the simulator developed in this research was discussed in detail.

Another kind of simulator, called the learning simulator, is needed to develop the

individual soccer skills defined in Section 1.4.3 by using reinforcement learning. The

reinforcement learning algorithms need to observe the next state s′ when the learning

agent takes an action a given a state s. The new state s′ can be calculated without
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difficulty when the learning agent is still approaching the ball, thus there is no collision

between two moving objects in the environment. In cases that the action a causes a

collision of any kind, the next state s′ can be obtained from a simulator that uses ODE

for such calculations. This is why a simulator is needed in the learning experiments, in

addition to the visualisation purpose.

The learning simulator was developed separately from the simulator in the simula-

tion environment. Many of the components of the simulator, however, were reused in

the learning simulator, for example ODE and display-related functions. In addition, a

new module was included to implement functions involved in the learning process.

4.6 Conclusion: Simulation environment

In this chapter the simulation environment established in this research in order to

achieve the main objective of the study – the (partial) development of the DMM – has

been discussed.

The necessity to build the simulation environment was addressed first, followed

by the architectures of both the real system and the simulation environment. The

simulation environment consists of the DMM and the simulator. The DMM forms the

focal point of this research, aimed to be developed as a long-term goal, and the simulator

is to help the development of the DMM. The simulator therefore has to be a high-level

one in its abstracted view of the world, which was realised in the simulator built in this

research. The simulator is discussed in detail in Section 4.4.

It was also mentioned that another simulator, called the learning simulator, was

used additionally to develop the individual soccer skills mentioned in Section 1.4.3.

Details of the developed soccer skills and the machine learning experiments performed

to implement those skills are discussed in the next two chapters.
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Chapter 5

Experimental design

The main object of this research is, as stated in Section 1.3, to lay a solid foundation for

the Decision-Making Module (DMM) by establishing a simulation environment and im-

plementing some of the basic building blocks of the DMM. The simulation environment

was discussed in the previous chapter. This chapter and the following one will attend

to the implementation of the basic building blocks of the DMM: individual soccer skills.

Shooting skills and passing skills were selected for the task, as mentioned in Sec-

tion 1.4.3. These skills were developed using Machine Learning (ML) techniques, in

particular, Reinforcement Learning (RL) with Multi-Layer Perceptron (MLP) as a func-

tion approximator. The rationale of the use of ML approaches as an alternative to the

hand-coding approaches was mentioned in Section 3.1.3.

This chapter supplies the general information about the experiments and how the

algorithms were applied in the experiments, while in the next chapter (Chapter 6), the

experimental results are presented and discussed.

5.1 Experiments performed

The experiments performed in this research were aimed at implementing the six indi-

vidual soccer skills mentioned in Section 1.4.3: 1) shooting a stationary ball, 2) shooting

a moving ball, 3) shooting a stationary ball against a goalkeeper, 4) shooting a moving

ball against a goalkeeper, 5) passing a stationary ball and 6) passing a moving ball.

The third and fourth skills were further divided into several tasks depending on the be-

haviour of the goalkeeper. Table 5.1 summarises the skills and tasks to be learnt through
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Table 5.1: Machine learning experiments performed to develop skills for different tasks.

Skill
Skill descrip-

tion
Task description Task

Skill 1
Shooting a sta-

tionary ball

To learn to kick a ball to score a goal when the

ball is placed in a random position
Task 1

Skill 2
Shooting a

moving ball

To learn to kick a ball to score a goal when the

ball is moving in a random direction
Task 2

Skill 3

Shooting a

stationary ball

against a

goalkeeper

To learn to kick a ball to score a goal against a

static goalkeeper when the ball is placed in a ran-

dom position

Task 3

To learn to kick a ball to score a goal against a

dynamic goalkeeper when the ball is placed in a

random position (the goalkeeper is only allowed to

move along the goal line)

Task 4

To learn to kick a ball to score a goal against a

dynamic and smarter goalkeeper when the ball is

placed in a random position (the goalkeeper is al-

lowed to move off the goal line before the ball is

moving)

Task 5

Skill 4

Shooting a

moving ball

against a

goalkeeper

To learn to kick a ball to score a goal against a

dynamic goalkeeper when the ball is moving in a

random direction (the goalkeeper is only allowed

to move along the goal line)

Task 6

To learn to kick a ball to score a goal against a

dynamic and smarter goalkeeper when the ball is

moving in a random direction (the goalkeeper is

allowed to move off the goal line before the ball is

moving)

Task 7

Skill 5
Passing a sta-

tionary ball

To learn to kick a ball to pass to a target position

when the ball is placed in a random position
Task 8

Skill 6
Passing a mov-

ing ball

To learn to kick a ball to pass to a target position

when the ball is moving in a random direction
Task 9
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Figure 5.1: State variables. The symbol D denotes the distance between the ball and

the robot, α represents the angle between robot orientation and the line connecting

the ball and the target position, and β denotes the angle between the line connecting

the robot and the ball, and the line connecting the ball and the target position. It is

assumed that the target is the centre of the opponents’ goal in this figure.

the experiments. Given the nine tasks, nine experiments were performed in this research.

The shooting skills were developed by the seven RL experiments (Tasks 1 to 7). The

passing skills (Tasks 8 and 9), however, were not developed by conducting RL experi-

ments but by exploiting the results of the first two experiments (Tasks 1 and 2). This

concept will be dealt with in detail in Section 6.8. It is assumed that in all tasks no

opponent player exists except for the goalkeeper.

5.2 State space

The state space used for the experiments dealing with a stationary ball consists of three

variables: 1) the distance D between the ball and the robot, 2) the angle α between

robot orientation and the line connecting the ball and the target position, and 3) the

angle β between the line connecting the robot and the ball, and the line connecting the

ball and the target position. These variables are from Duan et al. (2007). The geometric

relations of the objects in the field and the state variables are illustrated in Figure 5.1.

It is assumed that the target is the centre of the opponents’ goal in this figure.

Other experiments needed more state variables as the learning agent has to deal
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with a moving ball. Four additional variables were used for this experiment: vbx and

vby, the velocity of the ball in x- and y-direction respectively, and vx and vy, the velocity

of the learning agent in x- and y-direction respectively.

Table 5.2 shows the state variables used for each experiment. Note that these state

variables are continuous, therefore the problems are defined as Markov Decision Pro-

cesses (MDPs) with infinite state spaces. Note also that the target position (the centre

of the opponents’ goal in this case) is not used directly as one of the state variables,

but it is used indirectly in the algorithm in the calculation of two state variables (α and

β). This plays an important role in the implementation of the passing skills without

performing an experiment but using the results of the other experiments.

Table 5.2: State variables used for each experiment. Refer to Figure 5.1 for the defini-

tions of D, α, and β. The velocity of the ball in x- and y-direction are denoted by vbx

and vby respectively, and vx and vy stand for the velocity of the learning agent in x-

and y-direction respectively.

Experiments State variables

1, 3, 4, 5 and 8 D, α, β

2, 6, 7 and 9 D, α, β, vbx, vby, vx, vy

5.3 Action space

The action space consists of three continuous variables: moving direction θ (in rad),

moving speed v (in m/s) and angular velocity ω (in rad/s). As RL algorithms require

a finite number of actions, each action variable has a specific number of actions by

making the continuous action space discrete, or by assigning appropriate values. This

number of actions, as well as the values used for the action variables, is not necessarily

the same in all experiments conducted in this research. Actually, there are considerable

differences between the first two RL experiments and the following five RL experiments.

All changes in the number of actions or in the values of actions are caused by the fact

that in Experiments 3 to 7 the learning agent needs to aim at the goal more accurately

with the goalkeeper in front of the goal, therefore more refined control of actions is

required.

73

Stellenbosch University  https://scholar.sun.ac.za



5.3 Action space

The action spaces used for Experiments 8 and 9 are the same as those for Exper-

iments 1 and 2, respectively, as the later experiments use the results of the first two

experiments. Therefore, in the following discussions in this section, only Experiments

1 to 7 are considered.

5.3.1 Action variables

Moving direction

The moving direction θ is defined as in a normal polar coordinate system, i.e., it is mea-

sured anticlockwise from the direction of a positive x-axis. Thirty-six different moving

directions were used for Experiments 1 and 2, and the number of moving directions

was extended to 72 in the remaining experiments. The moving direction θ is discre-

tised such that the total number of values (36 or 72) are equally distributed between

the upper and lower limits, which is given as

θ ∈ [0, 2π).

Moving speed

The moving speed v is a scalar value at which the learning agent moves along the

moving direction θ. The values of moving speed used in each experiment are given as

follows: v = 0.5 or v = 1 for Experiment 1, and v = 0.5, v = 1 or v = 2 for the

remaining experiments. In these experiments an additional value v = 2 was needed for

the learning agent to deal with the moving ball or to work against a goalkeeper.

Angular velocity

The angular velocity (ω in rad/s) is the rotational speed of the learning agent with

which it turns around to face a different direction. Positive values of the angular ve-

locity indicate that it turns anticlockwise and negative values mean the opposite. Nine

different angular velocities, including positive, zero and negative values, were used in

all the experiments. The actual values used for the angular velocity ω is given as{
−2π,−π,−1

2π,−
1
4π, 0,

1
4π,

1
2π, π, 2π

}
for the first two experiments, and for the remaining experiments they are{

−π,−1
2π,−

1
4π,−

1
8π, 0,

1
8π,

1
4π,

1
2π, π

}
.
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5.4 Terminal states

Table 5.3: Number of values in action sets and the total number of possible actions

for each experiment. The action sets Θ, V and Ω contain possible values of moving

direction θ, moving speed v and angular velocity ω, respectively.

Experiments
Number of Number of Number of Total number of

values in Θ values in V values in Ω actions

1 and 8
36

2

9

657 = 36× 2× 9 + 9

2 and 9
3

981 = 36× 3× 9 + 9

3 to 7 72 1953 = 72× 3× 9 + 9

5.3.2 The total number of actions

By virtue of its omnidirectional wheels, the learning agent is able to move from one

position to another without having to turn to face the target position first. In addition,

it is possible to rotate with a certain angular velocity while it is moving linearly. There-

fore, an action is defined by the combination of the three action variables mentioned in

the previous section.

Besides the combination of these three variables, there are additional cases that

should be considered in particular. They are when the learning agent does not move but

only turns at a certain angular velocity. This adds nine (the number of angular velocities

used in the experiment) more cases to the action space, including when ω = 0, in which

case the learning agent neither moves nor rotates. This special case is considered as

the kick action, i.e., the robot operates its kicker to kick the ball. Therefore, the action

space is described by

A = { (θ, v, ω) | θ ∈ Θ, v ∈ V, ω ∈ Ω } ∪ { (v, ω) | v = 0, ω ∈ Ω } ,

where Θ, V, and Ω are action sets containing possible values of θ (moving direction), v

(moving speed) and ω (angular velocity), respectively. The number of possible values

in each action set and the total number of possible actions for each experiment are

summarised in Table 5.3.

5.4 Terminal states

In the nine experiments, the goal of the learning agent is either to score a goal, or to

pass the ball to a certain target position. Therefore, the experiments are designed as
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5.5 Reward system

episodic problems where the interactions between the agent and the environment come

to a natural end, be it success or failure. In the seven RL experiments for shooting

skills, if the learning agent scores a goal as a result of an action given a specific state, the

next state is a success terminal state. On the other hand, if the agent takes a shot and

it misses the goal or is blocked by the goalkeeper, it is considered as a failure terminal

state. In Experiments 8 and 9, it is considered as a success if the learning agent kicks

the ball and the ball moves in the target direction. (A detailed success criterion will be

presented in Section 6.8.) Otherwise it is regarded as a failure.

In addition, there are several more cases in which the episode ends with a failure

terminal state. If the learning agent reaches a state that satisfies one of the following

conditions, it is considered to be a failure. Consequently the episode is terminated

immediately.

• The ball is out of field.

• The learning agent is out of field.

• The distance between the ball and the learning agent is longer than the maximum

limit DMax.

• The number of steps in the episode is more than the maximum number of steps

nMax.

The last two conditions are to accelerate the learning process by terminating the episode

when the learning agent explores wrong states for too long. The valuesDMax = 3 000 mm

and nMax = 100 were used throughout the experiments.

5.5 Reward system

A cost-based method was used for the reward system, as was done in the work of

Riedmiller et al. (2009). In a cost-based method, the learning agent is given a cost ct+1,

instead of a reward rt+1, as a result of an action at at a state st, and the task is to

minimise the overall cost in the long run. The cost function c(s, a, s′), the cost given

to the agent when it chooses an action a at a state s and the following state is s′, is
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5.6 The RL algorithm used: temporal-difference value iteration

defined as

c(s, a, s′) =


0.00 if s′ ∈ S+,
1.00 if s′ ∈ S−,
0.01 else,

(5.1)

where S+ and S− denote the set of terminal states with success and failure, respectively.

Punishing the agent with a small constant cost 0.01 in all non-terminal states encourages

the agent to achieve the goal as soon as possible. The costs for terminal states were

determined as such because the output of the MLP is in the range of [0, 1] due to the

sigmoid function used in the MLP (refer to 2.3(b)).

5.6 The RL algorithm used: temporal-difference value it-

eration

As mentioned previously, the ML technique used for these experiments is RL combined

with an MLP as a function approximator. Among various algorithms introduced in

Section 2.2.2 to solve RL problems, the Temporal-Difference (TD) value iteration algo-

rithm with state-value functions (Algorithm 5) was chosen for the experiments (refer

to Section 2.2.2.5).

Model-based algorithms (such as policy iteration or value iteration) assume finite

Markov Decision Processes (MDPs), therefore they are not appropriate for the problems

in this research, which are defined as infinite MDPs. It is possible, though, to apply

model-based algorithms to problems with infinite MDPs by discretising the continuous

state space. In fact, this is a crude form of function approximation. However, for

problems with infinite MDPs, which often have stochastic features in the dynamics of

the environment, model-free algorithms are typically used. (Of course, a parametrised

function approximator is needed in these cases, as discussed in Section 5.7.)

Q-learning was introduced in Section 2.2.2.4 as a typical model-free algorithm to

search for the optimal action-value function Q∗. When the problem has stochastic

features and thus the dynamics of the environment are unknown, which is often true

for problems with infinite MDPs, Q-learning is a good option. However, in the problems

being handled in this research, the dynamics of the environment in a given state are

known. That is, given a state s and an action a, the environment transitions to a new

state s′ deterministically. This is obvious for Tasks 1 to 3, 8 and 9 where there is no
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5.7 The multi-layer perceptron model

goalkeeper. It can also be applied for the remaining tasks, assuming the goalkeeper’s

behaviours are known and fixed. All events are deterministic and there are no stochastic

factors in the environment.

This knowledge of the dynamics of the environment is exploited to the best advan-

tage in this research by using a TD value iteration algorithm with state-value functions

(Algorithm 5) instead of a Q-learning algorithm (Algorithm 4). With Algorithm 5, the

learning task is simplified because it has the value function for states only, instead of

the value function for state-action pairs.

5.7 The multi-layer perceptron model

The MLP structure

Because the state variables are continuous, the value function V (s) in Algorithm 5

should be represented as a parametrised function [F (~z)](s). With an MLP as the func-

tion approximator, the parameter vector ~z would be composed of the weights of the

MLP. The inputs of the MLP are the state variables discussed in Section 5.2, and the

output of the MLP is the approximated value of the value function V (s).

Therefore, the number of input neurons of the MLP, m, is equal to the number of

state variables given in Table 5.2, and the number of output neurons of the MLP, n, is

fixed to one. To simplify the problem, all MLP models used in the experiments have

one hidden layer, which has proved to be enough for the purpose of approximating V (s)

accurately. The number of neurons in the hidden layer, denoted by l, was determined

empirically. Table 5.4 shows the structure of the MLP used in each experiment in the

form of m–l–n.

The input values to the MLP are normalised such that the values are in the range

of [0, 1]. All neurons in the hidden layer and the output layer have the logistic function

(2.40) with c = 1 for their activation function.

The training data set

In normal MLP learning, a set of training data is provided. In RL with MLP, the learn-

ing agent collects the training data by interacting with the environment and observing

the reward and the next state. For the problem of evaluating value function V (s), the
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5.7 The multi-layer perceptron model

Table 5.4: The structure of the MLPs used. The structure of the network is presented

in the form of m-l-n, where m denotes the number of input nodes, l is the number of

neurons in the hidden layer, and n stands for the number of output neurons.

Experiments MLP structure

1, 3, 4, 5 and 8 3–7–1

2, 6, 7 and 9 7–21–1

training data set T is given by

T =
{

(s, t(s)) | s ∈ S′
}
,

where S′ ⊂ S is a set of states visited by the learning agent and the target t(s) is

provided by means of a TD target (refer to Section 2.2.2.3). In the TD value iteration

algorithm with state-value functions (Algorithm 5), the TD target v is defined as

v = max
a

[ra + γ V (s′a)], (5.2)

which was used for the target t(s) in the experiments. Typically the discount rate γ = 1

was used, that is, no discount was considered for future rewards since the experiments

are designed as episodic cases.

The batch mode algorithm

When an MLP is used as a function approximator for an RL problem, the batch mode

Back-Propagation (BP) algorithm (Algorithm 7) is more efficient than the sequential

mode BP (Algorithm 6). Because the MLP approximates the function in a global way,

updating the parameters each time a training datum is collected, as in the case of

the sequential mode BP, has an impact on the outcome of arbitrary other states. The

batch mode BP algorithm turns out to be stabler in the face of these unintended changes

(Riedmiller et al., 2009).

The TD value iteration algorithm with an MLP

Since the batch mode BP algorithm is used in the experiments, the training data

(s, t(s)) is accumulated for each state the learning agent visits until the episode ends.

Then the parameters of the approximation function, i.e., the weights of the MLP, are
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5.8 Test episodes

Algorithm 8 The TD value iteration with MLP (batch mode).

1: Initialise ~z arbitrarily

2: for all episodes do

3: Initialise the training data set T = ∅
4: Initialise s

5: repeat(for each step of episode)

6: for all possible action a do

7: Take action a, observe reward ra, and the next state s′a
8: end for

9: t(s) = max
a

[ra + γ V (s′a)]

10: T← T ∪ {(s, t(s))}
11: a← arg max

a
[ra + γ V (s′a)] with ε-greedy

12: Take action a and observe the next state s′

13: s← s′

14: until s is terminal

15: Update ~z using the batch mode BP algorithm (Algorithm 7) with training data set T
16: end for

updated once for all data in the training data set T at the end of the episode. The

algorithm for the TD value iteration with MLP as a function approximator is shown

in Algorithm 8, which was used in this research to implement the experiments. The

learning takes place at the end of each episode and continues until the predetermined

maximum number of episodes (NMax) is reached. The symbol NMax is discussed later

in Section 5.9.

5.8 Test episodes

As mentioned in the previous section, the learning takes place episode by episode in the

experiments. During each episode the learning agent collects training examples, which

is used in the learning process at the end of the episode. In this learning episode, the

learning agent chooses its next action with ε-greedy policy to give the algorithm some

degree of exploration.

Besides learning episodes, other types of episodes are needed to evaluate the per-

formance of the MLP. These are called test episodes. In the test episodes, the learning

agent chooses its next action with 100% greedy policy, i.e., it always selects its next

action greedily based on the current estimation of the value function V (s).
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5.9 Convergence

In this research it was observed that the MLP learns quite quickly in terms of the

number of learning episodes, thus it was decided to run five test episodes after each

learning to check the performance of the current network. Therefore, all experiments

performed in this research follow the process illustrated in Figure 5.2.

Figure 5.2: The learning process followed in the experiments.

5.9 Convergence

As mentioned in Section 2.3.2, the learning rate η, which is used in the back-propagation

algorithms (Algorithm 6 and Algorithm 7), is gradually decreased in time for conver-

gence. In all ML experiments conducted in this research, the learning rate starts with

η = 0.2 and is decreased after each learning episode at a constant rate of ρ, i.e., η is

updated as η ← ρ× η. Therefore, ηn, the learning rate after the nth learning episode,

is calculated as

ηn = 0.2× ρn−1. (5.3)

The learning rate ηn converges to zero as n→∞. A simple program, which is presented

in Appendix A, indicates the number of learning episodes that makes the value of

ηn effectively zero for a given value of ρ. After that the weights of the MLP are not

changed. Therefore, NMax, the maximum number of learning episodes in an experiment,

is determined by the code presented in Appendix A. As the decreasing factor ρ is not

necessarily the same for each experiment, NMax is also different for each experiment.

The values of NMax used in each experiment, as well as other parameters, are discussed

in the next section.
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5.10 Parameter settings

Table 5.5: Parameters used in the experiments.

Symbols Definitions

m the number of neurons in the input layer

l the number of neurons in the hidden layer

n the number of neurons in the output layer

c shape parameter for the logistic function

η learning rate in the batch mode BP algorithm

ρ decreasing factor for η

γ discount rate for future rewards

ε a small positive value to define the exploration rate for ε-greedy search

DMax the maximum distance allowed between the ball and the learning agent

nMax the maximum number of steps in an episode

NMax the maximum number of episodes in an experiment

5.10 Parameter settings

Parameters used in the experiments are shown in Table 5.5. All these parameters were

explained in previous discussions. Parameter settings have a strong influence on the

performance of the ML experiments. The effect of changes to these parameters, how-

ever, is not discussed in this research. All parameters were kept constant for all the

experiments, except for the learning rate η, which is decreased over time, as discussed

earlier. All parameter settings are hand-tuned and therefore based on empirical studies.

They are optimised after a number of experiments with different settings. The values

used in this research are listed in Table 5.6.

5.11 Conclusion: Experimental design

In this chapter the experimental design of the RL experiments performed in this re-

search was discussed. The RL experiments were conducted to develop the individual

soccer skills mentioned in Section 1.4.3 to form the basic building blocks of the DMM.

Nine experiments were defined in Table 5.1 based on various factors such as whether

the skill is shooting or passing, whether the ball is stationary or moving and whether

the goalkeeper is present or not.
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5.11 Conclusion: Experimental design

Table 5.6: Parameter settings used in the experiments. Note that Experiments 8 and 9

are not RL experiments, thus learning-related parameters were indicated as Not Avail-

able (NA).

Experiments MLP c η ρ γ ε DMax nMax NMax

1 3– 7–1

1

0.2

0.95

1 0.2

3 000 mm 100

699

2 7–21–1 0.75 125

3 3– 7–1 0.95 699

4 3– 7–1 0.97 1177

5 3– 7–1 0.97 1177

6 7–21–1 0.75 125

7 7–21–1 0.90 340

8 3– 7–1 NA NA NA NA NA

9 7–21–1 NA NA NA NA NA

The common features of all nine experiments were discussed, with specific reference

to state space, action space, terminal states and reward system. Also, the algorithm

used in the experiments, the TD value iteration algorithm with an MLP as a function

approximator, was presented in Algorithm 8. The chapter also explained test episodes

to check the performance of the MLPs, stopping criteria and parameter settings.

In the next chapter, the results of individual experiments will be presented and

analysed.
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Chapter 6

Experimental results

The previous chapter provided the experimental design and the general information

of the experiments. In this chapter the experiments will be explained in detail. Each

section focuses on an individual experiment, presenting the experimental set-up and

the results with discussions. Sections 6.1 to 6.7 deal with the Reinforcement Learning

(RL) experiments performed to develop shooting skills and Section 6.8 focuses on the

passing skills. As mentioned in Section 5.1, the passing skills were not developed using

RL experiments but were implemented by exploiting the results of Experiments 1 and 2.

The weights of the learned Multi-Layer Perceptrons (MLPs) in the experiments are

presented in Appendix B.

6.1 Experiment 1: shooting a stationary ball

6.1.1 Experimental set-up

Experiment 1 is to learn how to shoot a stationary ball. No goalkeeper is assumed,

therefore the learning agent and the ball are the only moving objects in the environment.

At the beginning of each episode, the ball is located in a random position in the

opponents’ half of the field. Figure 6.1 shows the possible area in which the ball can be

located initially. (In all experiments, it is assumed that the learning agent attacks the

goal on the right side of the field.) The learning agent is randomly positioned at any

place in the field, such that the distance to the ball is no more than 2 800 mm. This

is to avoid an unnecessarily early termination of the episode by entering the terminal

state D > DMax = 3 000 mm. The episode ends if the ball is kicked by the learning
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6.1 Experiment 1: shooting a stationary ball

Figure 6.1: The possible initial position of the ball (shaded area).

agent (whether the result is a success or not), or if the state meets one of the terminal

conditions presented in Section 5.4.

6.1.2 Results and discussions

Figure 6.2 shows the learning curve of Experiment 1. The graph represents the perfor-

mance of the learned MLP at the end of each learning episode. The performance was

measured from the results of the test episodes, but the graph was smoothed by using

a moving average over the last 100 test episodes, which corresponds to the average

performance of the last 20 learned MLPs. If the number of learning episodes was less

than 20, the results from all test episodes performed until then were used to calculate

the moving average. The same rule was applied to all the experimental results in this

chapter.

As can be seen in Figure 6.2, the learning was very effective. After about 35 episodes,

the learning agent consistently succeeded in scoring a goal with a success rate of approx-

imately 99%. To investigate why the learning agent failed in 1% of the cases, another

experiment was performed where 500 test episodes were run using the learned MLP. It

showed a 99.4% success rate, with three failures. Figure 6.3 shows the initial position

of the ball in the 500 test episodes, indicating the failure cases in red. In all the failure
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Figure 6.2: Result: shooting a stationary ball.

Figure 6.3: The initial position of the ball in 500 test episodes for Experiment 1. Failure

cases are marked in red.
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6.1 Experiment 1: shooting a stationary ball

Figure 6.4: Learned value function V (s) mapped on the field. It is assumed that the

ball is initially positioned at (2 000, 0).

cases, the ball was placed too close to the goal line and the shooting angle from the

position was too small.

Figure 6.4 depicts the learned value function V (s) for a specific test scenario, i.e.,

when the initial position of the ball was set to (2 000, 0). The figure shows the value

function mapped on the field. With a given ball position, the two state variables (D

and β) depend on the position of the learning agent on the field, thus these two state

variables can be mapped on the field. The field was divided into 60 × 40 grid blocks,

each 100 mm × 100 mm, and the value of the value function V (s) was calculated at

each node of the grid block by feeding forward to the learned MLP. Since the other state

variable α is irrelevant to the position on the field, the value function for a given position

was repetitively computed with 360 different values of α, the minimum of which was

displayed in Figure 6.4. (Since the cost-based method was used for the reward system

(Section 5.5), the minimum means the best in the experiments.)
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6.1 Experiment 1: shooting a stationary ball

Figure 6.5: The trajectory of the learning agent with different initial positions. The

ball is positioned at (2 000,−500), and the learning agent is initially located at (0, 0)

(marked in red), (1 000, 1 000) (marked in green), and (2 000, 2 000) (marked in blue).

Unsurprisingly, the position (1 900, 0), right in front of the ball in the direction of the

centre of the goal (3 025, 0), has the minimum value of the value function. The quality

of the position gets worse the further it is from the best position. Also, the figure shows

that those positions on the line segment connecting the ball and the centre of the goal

have particularly high values because, in these positions, the learning agent is between

the ball and the goal, thus it is more difficult to get to the best position from these

positions.

Figure 6.5 shows another example of the learning results. It compares the trajecto-

ries of the learning agent with three different starting positions. The ball position was

set to (2 000,−500), and the learning agent was initially located at (0, 0), (1 000, 1 000),

and (2 000, 2 000) in each case. In all three cases, it was observed that the learning

agent approaches the ball along a reasonably short path, but not along a straight line.

The figure shows smooth curves in the trajectories of the learning agent, which are

much more human-like than straight lines. The curved surface in Figure 6.4 explains

the curved trajectories in Figure 6.5. This is a feature of the learned MLP, which is

non-trivial to achieve with hand-coded approaches.
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It was also observed that the learning agent always adjusts its orientation such that

α = 0 within the first several steps of the test episode. Initially the orientation of the

learning agent was set to face the direction 120 degrees away anticlockwise from the

positive x-axis. As the learning agent rotates clockwise, this orientation was changed

to about 25 degrees from the positive x-axis, which would make the agent face the goal

in the final position. The orientation was fixed after that.

6.1.3 Conclusion: Experiment 1

In this section an RL experiment to develop a shooting skill for a stationary ball was

discussed. The result showed a success rate of 99%, which means the learning agent

was able to score a goal in all cases, except when the ball was placed very close to the

goal line, thus making the shooting angle from the position very small.

6.2 Experiment 2: shooting a moving ball

6.2.1 Experimental set-up

The task of Experiment 2 is to score a goal by shooting a moving ball. The goalkeeper

is not considered. The ball is initially placed in a quarter of the field, i.e., in the lower

half of the opponents’ field (the grey area in Figure 6.6), while the learning agent is

located in the other half of the opponents’ field (the lined area in Figure 6.6). At

the beginning of each episode, the ball moves at a constant speed of 1 m/s towards a

random point between the learning agent and the goal from the position of the ball,

i.e., the ball can move in any direction between the two dotted lines in Figure 6.6. As

mentioned in Section 5.3, the learning agent can move in 36 different directions, with

three different speeds, also with nine different angular velocities. The value ρ = 0.75 is

used for the decreasing factor of the learning rate η.

6.2.2 Results and discussions

Figure 6.7 shows the result of Experiment 2. The graph shows that the learning agent

achieves approximately 96% success rate after about 30 learning episodes. To examine

the failure cases, a separate experiment was conducted in which 100 test episodes were

run using the learned MLP. Two cases turned out to be failures. In both cases, the ball
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6.2 Experiment 2: shooting a moving ball

Figure 6.6: The initial state set-up for Experiment 2. In the beginning of each episode,

the learning agent is positioned randomly in the upper half of the opponent’s field (lined

area) and the ball is located in the other half of the opponent’s field (grey area). The

ball moves with a constant speed of 1 m/s towards a random direction between the two

dotted lines.

was placed relatively close to the goal while the initial position of the learning agent

was far from the ball. This gave insufficient time for the learning agent to approach

the ball. Figure 6.8 shows an example of the failure cases. The learning agent started

from a point (235, 818) and the initial position of the ball was (2266,−844). The red

arrow and blue arrow indicate the moving direction of the learning agent and the ball,

respectively. The black arrow shows the corresponding positions of the learning agent

and the ball at the same time-step. Figure 6.8 clearly shows that the possibility of

scoring in this case is very low with the initial set-up of the episode.

The most interesting aspect of this experiment is the fast learning. When ρ = 0.95

was used for the decreasing factor of the learning rate η (as in Experiment 1), suc-

ceeding cases started to be seen as early as after the sixth learning episode (while they

were found only after the 16th learning episode in Experiment 1). This exceptionally

fast learning causes the problem of over-updating, which is discussed in the following
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Figure 6.7: Result: shooting a moving ball with ρ = 0.75.

Figure 6.8: The trajectory of the learning agent and the ball in a failure case. The red

arrow and blue arrow indicate the moving direction of the learning agent and the ball,

respectively. The black arrow shows the corresponding positions of the learning agent

and the ball at the same time-step.
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Figure 6.9: Result: shooting a moving ball with ρ = 0.95.

paragraphs.

As discussed in Section 2.4, there are two estimations in reinforcement learning with

function approximation: the estimation of the optimal value functions V ∗ or Q∗, and

the estimation of the parameters ~z. In this research, the former is estimated by the

Temporal Difference (TD) target v = max
a

[ra + γ V (s′a)] (refer to (5.2) in Section 5.7),

while the latter is estimated by the MLP.

In this experiment, after a certain number of learnings have been applied, the

learning agent was able to score a goal in some test episodes. This means both types of

estimations have matured to some degree, if not to the point of perfection. The learning

rate η, however, has not been decreased enough at this stage when ρ = 0.95 was used

for the decreasing factor, which forced the already working parameters (~z), the weights

of the MLP in this case, to be updated by too large an increment. These over-updated

weights in return caused the unwanted effects on the estimation of the value functions

V ∗ or Q∗ eventually, as the value of the next state V (s′a) in the TD target of the value

functions is estimated by means of the MLP.

With the learned MLP and ρ = 0.95, the learning agent was able to score a goal only

half of the time (see Figure 6.9). More importantly, the learning agent showed a pattern

of moving toward the upper right corner of the field before it approached the ball.

This seems to be the effect of the over-updating because, from the experimental set-up

described in Section 6.2.1, the ball is moving towards the upper right corner most of the

time. Figure 6.10 compares the trajectories of the learning agent and the ball from the
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6.2 Experiment 2: shooting a moving ball

(a) The trajectory of the learning agent and the

ball from the well-trained MLP (ρ = 0.75).

(b) The trajectory of the learning agent and the

ball from the over-updated MLP (ρ = 0.95).

Figure 6.10: Trajectory comparison between the well-trained MLP and the over-

updated MLP.

well-trained MLP (i.e., when ρ = 0.75 was used) and the over-updated MLP (ρ = 0.95).

In both cases, the ball and the learning agent were initially positioned at (1 258,−1 363)

and at (885, 726), respectively, and the ball starts to move in the direction of 1.26225 rad

anticlockwise from the direction of the positive x-axis. Figure 6.10(a) shows the results

from the well-trained MLP, while Figure 6.10(b) illustrates the behaviour of the learning

agent when moving towards the upper right corner of the field before approaching the

ball and shooting.

Thus far, it was discussed that, in RL with an MLP as a function approximator,

when the learning takes place quite fast, the learning rate of the MLP should accordingly

be decreased quickly to avoid over-updating. However, the reason why the learning

occurred fast in this experiment was not investigated in this research. This forms a

good topic for future studies, along with the subject of how to match the learning

speed of RL and the decreasing ratio of the learning rate in an MLP. In this research,

the appropriate value of ρ in each experiment was determined empirically.
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6.2.3 Conclusion: Experiment 2

An RL experiment was discussed in this section. The purpose of the experiment was

to train a learning agent to shoot a moving ball. The result showed a 96% success

rate. The failure cases occurred when the learning agent was positioned too far from

the ball, thus it had insufficient time to approach the ball. It was observed that the

learning proceeded fast in this experiment when the usual ρ = 0.95 was used. The

accompanying over-updating issue was discussed. The decreasing factor of the learning

rate ρ was eventually adjusted to the value of 0.75 to avoid over-updating.

6.3 Experiment 3: shooting against a static goalkeeper

In the previous two experiments the goalkeeper was absent. Tasks being handled in this

and the following two sections (Sections 6.3, 6.4 and 6.5) involve the goalkeeper in the

experiments. In all experiments, the learning agent deals with a stationary ball, i.e.,

the task is to learn to shoot a stationary ball against a goalkeeper, whose behaviour

becomes more competitive in each experiment. Therefore, the task in each experiment

becomes incrementally harder to achieve than the previous one.

6.3.1 Experimental set-up

In Experiment 3, the learning agent tries to learn to shoot a stationary ball while

the goalkeeper stands still in the centre of the goal. The goalkeeper is positioned at

(3 025, 0). Since the width of the goal is 700 mm and the diameter of the goalkeeper is

180 mm, the goal is divided into two narrow segments, each 260 mm wide. The learning

agent needs to aim at one of the two segments to perform the task properly. Therefore,

instead of using the centre of the goal (3 025, 0) as the target position (which is used

in the calculation of the two state variables α and β), (3 025, 300) or (3 025,−300) is

used, depending the initial position of the ball. The one which is closer to the initial

position of the ball is adopted. Figure 6.11 illustrates this concept.

In addition, to deal with the difficulty caused by the narrowed target, the action

space is extended to have a larger number of actions, i.e., the action set Θ for moving

direction is discretised into 72 different moving directions. Therefore the learning agent

can change its direction by five degrees at a time in this experiment. Also, the values of

the nine angular velocities are reduced to halves, which means the learning agent turns
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6.3 Experiment 3: shooting against a static goalkeeper

Figure 6.11: Aiming at one segment of the goal depending on the initial position of the

ball.

slowly but it can adjust its orientation more precisely. This setting of action variables

applies to all the following experiments.

The experimental set-up for the initial position of the ball and the learning agent

was the same as described in Section 6.1.1.

6.3.2 Results and discussions

Figure 6.12 shows the learning curve of Experiment 3. According to the graph, the

learning agent was able to learn the task at a success rate of approximately 95% after

about 55 episodes. As in Experiment 1, an additional 500 test episodes were run using

the learned MLP to see at which initial position of the ball the learning agent failed

to score a goal. Figure 6.13 shows the result, with failure cases marked in red. As in

Experiment 1, the learning agent tended to fail when the initial position of the ball was

too close to the goal line and the shooting angle was too small. However, in Figure 6.13

other cases are present in which the learning agent failed to score a goal. This is due

to the discrete nature of the action variables.

As the minimum angular velocity of the learning agent is ±π
4 rad/s and the time-

step in the simulator is 50 ms, the learning agent is able to aim at the target position

only with an accuracy of π
80 = π

4 ×
1
20 rad. This causes a difference between the ideal

orientation and the actual orientation of the learning agent at the final position before
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Figure 6.12: Result: shooting against a static goalkeeper.

Figure 6.13: The initial position of the ball in 500 test episodes for Experiment 3.

Failure cases are marked in red.

96

Stellenbosch University  https://scholar.sun.ac.za



6.3 Experiment 3: shooting against a static goalkeeper

shooting. In most cases, the difference was not problematic. In some cases, however, the

difference became significant depending on the initial orientation of the learning agent.

For example, in the failure case marked in red inside the centre circle in Figure 6.13,

the initial position of the ball was (119,−208). This required the learning agent’s

ideal orientation at the final position before shooting to be arctan
(
−300−(−208)
3025−119

)
=

−0.031648 rad as it aimed at the target of (3 025,−300) in this case. However, with

the accuracy mentioned above the best orientation the learning agent could make from

its initial orientation of, in this case, 2.855020 rad, was −0.050950 rad. The difference

between the ideal orientation and the actual orientation was −0.031648−(−0.050950) =

0.019302 rad, which was significant in this case, as one made the shooting successful

and the other failure. It was significant in this case because the distance the ball must

travel was long, therefore the slightest difference in the aiming angle had an effect on

the results.

It should be pointed out that in most cases the difference between the ideal and the

actual orientation of the learning agent was not significant even if the distance between

the stationary ball and the target was long. The initial orientation of the learning agent

(which is also determined randomly) plays an important role here. For example, in the

case when the ball’s initial position was (93,−144), which is the closest ball position

from the failure case discussed in the previous paragraph, the initial orientation of the

learning agent was 5.66651 rad. In this case, the learning agent was able to adjust its

orientation up to −0.066896 rad while the ideal orientation was arctan
(
−300−(−144)

3025−93

)
=

−0.053156 rad. The difference of 0.013740 rad had no significant impact on the result

of the experiment, as shown by all the successful cases in Figure 6.13.

6.3.3 Conclusion: Experiment 3

The aim of the RL experiment in this section was to develop a skill for shooting a

stationary ball against a static goalkeeper. It was assumed that the goalkeeper stood

still in the centre of the goal all the time. The learning agent achieved a success rate of

95%. The failure cases were mainly due to the initial position of the ball, the same cause

seen in Experiment 1. In addition, another type of failures was found in this experiment,

i.e., the difference between the ideal and the actual orientation of the learning agent,

due to the discrete nature of the action variables. The difference exists in all cases to

some degree, but in some cases it had an effect on the result.
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6.4 Experiment 4: shooting against a dynamic goalkeeper

6.4.1 Experimental set-up

In this experiment, the learning agent plays against a dynamic goalkeeper. The goal-

keeper is initially located at a random position on the goal line between the two goal

posts. It stands still at its initial position until the ball is kicked. Once the goalkeeper

detects that the ball is moving, it moves to block the ball, but the goalkeeper is not

allowed to move off the goal line. It can only move along the goal line. Also, the max-

imum speed of the goalkeeper is limited to 2 m/s, which is the same as the attacking

robot’s maximum speed.

When the goalkeeper detects that the ball is moving, it calculates the intersection of

the ball’s trajectory and the goal line from the current path of the ball. The goalkeeper

moves to the intersection to block the ball at the maximum speed, but only after

a certain time delay. This is to give some reality in the goalkeeper’s behaviour. If the

time delay is not modelled and thus the goalkeeper moves immediately at the maximum

speed, it would be able to block most shootings. In reality, however, it takes time for a

static goalkeeper to reach a certain velocity. Since acceleration is not modelled in the

simulator, the concept of time delay was employed instead.

Two experiments were conducted, one with a 50 ms time delay (equivalent to one

time-step in the learning process), and the other with a 100 ms time delay (equivalent to

two time-steps). These values proved quite favourable to the goalkeeper. Reaching, for

example, the maximum speed of 2 m/s in 100 ms, is equivalent to having an acceleration

of 20 m/s2. Given the fact that the acceleration usually reported in the literature is

3–3.5 m/s2 (Goto et al., 2013; Sharbafi et al., 2011), the 50 ms and 100 ms time delays

make the goalkeeper far more competitive.

As mentioned earlier, the initial position of the goalkeeper is randomly determined

on the goal line between the two goal posts. In this case, to aim at one corner of the

goal (the one farther from the initial position of the goalkeeper) is a better strategy

than to aim at the centre of the goal. As in the case of Experiment 3, the strategy was

implemented by using the farther end of the goal as the target position. A point slightly

shifted to the centre of the goal produced better results than one at the very edge of

the goal. Therefore (3 025, 330) and (3 025,−330) were used rather than (3 025, 350)

and (3 025,−350), as presented in Figure 6.14.

98

Stellenbosch University  https://scholar.sun.ac.za



6.4 Experiment 4: shooting against a dynamic goalkeeper

Figure 6.14: Aiming at one of the corners of the goal depending on the initial position

of the goalkeeper.

6.4.2 Results and discussions

Figure 6.15 shows the learning curves of the two experiments, with a 50 ms delay (in

red) and a 100 ms delay (in blue) in the goalkeeper’s reaction time. With the 50 ms

time delay, the success rate reached approximately 76% after about 65 episodes. In the

case of learning against a goalkeeper with a 100 ms time delay, the learning agent was

able to learn the task after about 65 episodes with an approximate success rate of 86%.

To analyse the failure cases, 100 test episodes were run for both experiments using

the learned MLPs. The success rate was 78% in the experiment with the 50 ms time

delay, and 91% in the other experiment. After a detailed analysis, it was found that

the failure cases can be categorised into three types.

• Type 1: Failure occurred when the initial position of the goalkeeper was close to

the centre of the goal and the distance between the initial position of the ball and

the target was long.

• Type 2: Failure occurred when the shooting angle from the initial position of the

ball was too small because of the position of the goalkeeper.

• Type 3: Failure occurred when the learning agent failed to aim at the target

accurately due to the discrete action variables discussed in Section 6.3.2.
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Figure 6.15: Result: shooting against a dynamic goalkeeper.

Table 6.1 shows the number of failure episodes in each failure type for both exper-

iments. In the first failure type, the goalkeeper was able to block the shot even if it

had a time delay. Because the goalkeeper was placed close to the centre of the goal

(within 67 mm or less) and the ball was initially located far from the target (at least

farther than 2 776 mm), the goalkeeper had more chance to block the shot. As might

be expected, failure cases in this type were noticeably reduced in number when the

goalkeeper moved with a longer time delay of 100 ms.

Table 6.1: The number of failure episodes in each category in Experiment 4.

Number of failure episodes

50ms time delay 100ms time delay

Type 1 7 1

Type 2 4 4

Type 3 11 4

Total 22 9

The second failure type occurred when the ball was located initially close to the goal

line and the goalkeeper was positioned to the same side as the ball in terms of the y-

axis, therefore the shooting angle was effectively blocked by the goalkeeper. Figure 6.16

shows the initial position of the ball in an example failure episode in this type.
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6.4 Experiment 4: shooting against a dynamic goalkeeper

Besides these two failure types, the learning agent sometimes failed. This final

type of failure results from the discrete nature of the action variables, as discussed in

Section 6.3.2.

Another 100 test episodes were conducted to confirm the performance of the learned

MLP under the condition of the penalty kick. As the law of the RoboCup SSL (Laws

of the RoboCup Small Size League, 2013) requires the goalkeeper to remain on the

goal line between the two goal posts when defending the penalty kick and prohibits the

goalkeeper to move off the goal line before the ball is kicked, the goalkeeper’s behaviour

assumed in this experiment (described in Section 6.4.1) is close to the strategy any

goalkeeper might adopt in defending the penalty kick, i.e., standing in the centre of

the goal and trying to block the shot (once it detects that the ball has been kicked) by

moving in the direction of the ball along the goal line. Therefore, in these additional

test episodes, the goalkeeper was initially placed in the centre of the goal and its

behaviour was set as described in Section 6.4.1. A time delay of 50 ms was applied to

the goalkeeper. The ball was always placed on the penalty mark, i.e., at the position of

(2 275, 0) (see Figure 4.6 for the position of the penalty mark). The learning agent was

placed in a random position on a half circle with a radius of 750 mm and the ball in

the centre. Figure 6.17 illustrates the initial position of the learning agent in a penalty

kick condition. The learning agent is randomly positioned on the red half circle facing

the ball. In all 100 test episodes the learning agent succeeded in scoring a goal from

the penalty kick.

6.4.3 Conclusion: Experiment 4

In this section, an RL experiment was discussed to develop shooting skills against a

dynamic goalkeeper. The ball was assumed to be stationary, and the goalkeeper was

allowed to move along the goal line to block the shot. The results showed a success rate

of 76% and 86% against a goalkeeper with a 50 ms and 100 ms time delay, respectively.

Besides occurring due to the discrete nature of the action variables, the failures occurred

only when the ball was positioned either far from the goal (thus the goalkeeper had

more time to block the shot), or when the shooting angle was effectively blocked by

the goalkeeper. Also, the learned MLP for this task worked very well for penalty kicks,

showing a 100% success rate in an additional experiment.
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Figure 6.16: Example of an initial situation in the second failure type.

Figure 6.17: An example of the initial position of the learning agent for a penalty kick.

The ball is always placed on the penalty mark, which is represented by the green circle

in this figure. The learning agent is placed in a random position on the red half circle

facing the ball.
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6.5 Experiment 5: shooting against a more competitive

goalkeeper

6.5.1 Experimental set-up

Experiment 5 is to score a goal against a more competitive goalkeeper. The goalkeeper

is now allowed to come forward off the goal line as long as it stays within the defence

area. The goalkeeper may also move before the ball is kicked. To minimise the open

angle for shooting, the goalkeeper comes forward as soon as the episode starts. It moves

towards the point on the border of the defence area where the line connecting the ball

and the centre of the goal intersects. (See Figure 6.18. The target position is marked

with a red arrow.)

If the goalkeeper reaches the target position before the ball is kicked, it waits there

until the ball is moving since the goalkeeper is not allowed to move outside the defence

area. When the goalkeeper detects that the ball is moving, whether it has reached the

target position or not, it tries to block the ball by moving to the closest point on the

path of the ball from its current position. Figure 6.19 shows the new target position of

the goalkeeper in both cases.

The goalkeeper’s maximum speed is limited to 2 m/s, as in Experiment 4. It moves

towards its first and then to the second target position at the maximum speed, but a

certain amount of time delay is applied before it starts to move to its second target

position. As in Experiment 4, a 50 ms time delay and a 100 ms time delay were used

in two separated experiments.

As the goalkeeper is allowed to move about within the defence area before the ball is

kicked, the defence area is excluded when the algorithm determines the initial position

of the ball. Also, the experiment is designed such that the learning agent aims at one

of the corners of the goal depending on the position of the goalkeeper, as described in

Section 6.4.1.

6.5.2 Results and discussions

The results of Experiment 5 are presented in Figure 6.20. Against the goalkeeper with

the 50 ms time delay, the learning agent achieved a success rate of approximately 52%

after about 40 learning episodes. The success rate rose to approximately 69% against

the goalkeeper with the 100 ms time delay.
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Figure 6.18: Target position of the goalkeeper when the episode starts.

Figure 6.19: Target position of the goalkeeper when it detects that the ball is moving.
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Figure 6.20: Result: shooting against a more competitive goalkeeper.

Table 6.2: The number of failure episodes in each category in Experiment 5.

Number of failure episodes

50 ms time delay 100 ms time delay

Type 1 12 17

Type 2 9 5

Type 3 31 6

Total 52 28

To investigate the failure cases, 100 test episodes were run for both experiments

with the learned MLPs. The success rates were 48% and 72% for the 50 ms and 100 ms

time delays, respectively. Figure 6.21 and Figure 6.22 show the results, with failure

cases marked in red. The causes of failures can be categorised as follows:

• Type 1: Failure occurred when the initial position of the ball was too close to

the defence area, therefore the shooting angle was effectively blocked by the goal-

keeper.

• Type 2: Failure occurred when the initial position of the ball was close to the

goal line, therefore the shooting angle was effectively blocked by the goalkeeper.

• Type 3: Failure occurred when the learning agent failed to aim at the target

accurately due to the discrete action variables discussed in Section 6.3.2.
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Figure 6.21: The initial position of the ball in 100 test episodes for Experiment 5

(against a goalkeeper with a time delay of 50 ms). The failure cases are marked in red.

Figure 6.22: The initial position of the ball in 100 test episodes for Experiment 5

(against a goalkeeper with a time delay of 100 ms). The failure cases are marked in red.
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Table 6.2 shows the number of failure episodes in each type for both experiments.

The first two types occur when the goalkeeper blocks the shot by moving to its first

target position. In most of the test episodes the goalkeeper was able to reach the target

position on the border of the defence area before the ball was kicked. Depending on

the initial position of the ball, in some cases it was enough for the goalkeeper to simply

stand there in order to block the shot. Type 1 and Type 2 failures fall in this category.

The causes of Type 3 failures were discussed in Section 6.3.2. The number of Type 3

failures has noticeably increased compared to the results of Experiment 4, especially in

the experiment against the goalkeeper with the 50 ms time delay. It can be interpreted

that with the goalkeeper moving forward, the shooting angle is considerably reduced in

the episodes of this experiment (Experiment 5). In this case, the slightest gap between

the ideal and the actual orientation of the learning agent often makes a big difference

in the result.

6.5.3 Conclusion: Experiment 5

This section discussed an RL experiment to develop a shooting skill when the goalkeeper

was allowed to come forward off the goal line in order to reduce the shooting angle.

The learning agent was able to score a goal about 52% and 69% of the time against a

goalkeeper with a 50 ms and a 100 ms time delay, respectively. As in the previous two

experiments, the initial position of the ball was the reason for a considerable number of

failures. That is, the learning agent failed when the ball was placed in a position where

the shooting angle is effectively blocked by the goalkeeper. Also, the number of failures

due to the discrete nature of the action variables has noticeably increased compared

with the results of the previous two experiments, as the goalkeeper is more competitive

in this experiment.

6.6 Experiment 6: shooting a moving ball against a dy-

namic goalkeeper

In the previous three sections (Sections 6.3 to 6.5), shooting skills against a goalkeeper

(with different behaviours) were developed assuming that the ball is static. This section

and the next one (Sections 6.6 and 6.7) deal with RL experiments to develop shooting

skills against a goalkeeper when the ball is moving.
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Figure 6.23: Result: shooting a moving ball against a dynamic goalkeeper.

6.6.1 Experimental set-up

The initial state set-up of this experiment is the same as in Experiment 2, which

is described in Section 6.2.1. In the beginning of the episode, the ball is randomly

positioned in the lower half of the opponents’ field and the learning agent is located

at a random position in the other half of the opponents’ field. The ball moves with

a constant speed of 1 m/s in a random direction between the initial position of the

learning agent and the centre of the goal (Figure 6.6). The behaviour of the goalkeeper

in this experiment is the same as in Experiment 4, which is described in Section 6.4.1.

Only a 50 ms time delay was used for the sake of simplicity.

6.6.2 Results and discussions

In this experiment, the learning agent reached a success rate of 40% after about 30

learning episodes (see the red plot in Figure 6.23). The performance seems to be dis-

appointing compared to the results of the corresponding experiments, i.e., 96% in Ex-

periment 2 (shooting a moving ball without a goalkeeper) and 76% in Experiment 4

(shooting a stationary ball against a dynamic goalkeeper). An investigation into fail-

ure cases showed that the failure was mainly due to the slight difference between the

target direction and the direction of the actual trajectory the ball followed after being

kicked. As illustrated in Section 4.4.2 and Figure 4.8, when the ball is kicked, a force

of 50N is exerted on the ball in the direction of the robot’s orientation, which is aimed

at the target position. However, the ball did not move exactly towards the target in
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Figure 6.24: The difference between the target direction and the moving direction of the

ball after being kicked. The blue dotted arrow represents the original moving direction

of the ball and the black dotted arrow represents the target direction. The red arrow

shows the actual direction in which the ball moves after being kicked.

this experiment, as it was moving in another direction when the contact was made.

Figure 6.24 illustrates this concept. The blue dotted arrow and the black dotted arrow

represent the moving direction of the ball and the target direction, respectively. The

red arrow shows the actual direction in which the ball moves after being kicked.

The difference between the target direction and the actual trajectory of the ball

after being kicked did not have a significant impact on the results in Experiment 2,

where the goalkeeper was not considered and the target was the centre of the goal. In

this experiment, however, it had an important effect on the results, especially when

the initial position of the goalkeeper was on the lower half of the opponents’ field, thus

the target was set to (3 025, 330). As seen in Figure 6.24, the actual trajectory of the

ball after being kicked tends to aim at a higher position than the target, for the ball

moves originally to the upper half of the opponents’ field (by the experimental design)

and the target direction is always on the right side of the field. This caused a failure

in many cases when the target was set to the upper corner of the goal (3 025, 330), by

effectively aiming at a position outside of the goal. On the other hand, when the target

was set to the lower corner of the goal (3 025,−330), it had the effect of aiming at a

position closer to the centre of the goal, which would give the goalkeeper greater chance

to block the shot. This did not occur very often, however, because in most cases the
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ball was fast enough to beat the goalkeeper.

Many of these failure cases could be solved by either applying a bigger force when the

ball is kicked, or changing the target of the upper corner of the goal to a position slightly

lower than the current one. The blue and green plots in Figure 6.23 show the results

of two additional experiments with the same experimental design as Experiment 6,

except: 1) the force exerted on the ball (100N for the green plot), or 2) the target

position for the upper corner of the goal ((3 025, 300) for the blue plot). The target

for the lower corner of the goal was retained at (3 025,−330) for the reasons discussed

in the previous paragraph. The success rate increased to between 60 and 70% in these

experiments, which proves the significance of the difference in question.

It should be mentioned, however, that although the success rate has noticeably

increased in these additional experiments, the difference between the target direction

and the actual trajectory of the ball after being kicked was still responsible for about

60% of failure cases. (The remaining failure cases were mainly because the initial state

of the episode was set such that it was impossible for the learning agent to score a goal.)

This is because the magnitude of the difference varies depending on the original moving

direction of the ball and the target direction at the shooting point, which differ in each

episode. In some episodes the bigger force or the lowered target was not sufficient to

score a goal.

If the learning agent had been given information about the difference between the

moving direction of the ball and the target direction (as shown in Figure 6.25, denoted

by ϕ), it might have been able to learn the task better by adjusting its target when

necessary. A few preliminary experiments were conducted with the new state variable

ϕ in the hope of getting better results. These attempts, however, did not manage to

reach convergence. It seems that adding a new input to the MLP requires consider-

able changes to the current parameter settings (such as the structure of the MLP, the

learning rate and the decreasing factor of the learning rate) for the new experiment

to produce better results. It is believed that the algorithm would be able to perform

better with a new state variable if the right parameter settings can be found and used

appropriately. This work is left for future studies along with the effects of parameter

settings.
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Figure 6.25: A new state variable required for the learning agent to adjust the target

taking into account the moving direction of the ball and the target direction. The

moving direction of the ball is indicated by the blue dotted arrow, and the black dotted

arrow shows the target direction.

6.6.3 Conclusion: Experiment 6

In this section, the learning agent had to deal with a moving ball against a dynamic

goalkeeper. It showed a success rate of about 40%, mostly due to a new type of failure

cause, i.e., the difference between the target direction and the actual moving direction

of the ball after being kicked. To work out this problem, two additional experiments

were conducted: one with a bigger force, the other with a lowered target. These two

experiments raised the success rate to between 60 and 70%, indicating the significance

of the difference in question. It was mentioned that an additional state variable repre-

senting the difference between the moving direction of the ball and the target direction

(denoted by ϕ in Figure 6.25) is required for the learning agent to be able to perform

better. It was also mentioned that more attention needs to be paid to find the right

parameter settings for this new experiment with the added state variable.
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6.7 Experiment 7: shooting a moving ball against a more

competitive goalkeeper

6.7.1 Experimental set-up

Experiment 7, the last learning experiment, is to score a goal against a more compet-

itive goalkeeper when the ball is moving. The initial set-up of the episode is the same

as described in Section 6.6.1, and the behaviour of the goalkeeper is the same as in

Experiment 5, which was explained in Section 6.5.1, except that, with the ball moving

in this experiment, the goalkeeper also moves after reaching the first target on the

border of the defence area. It tries to locate itself at the position on the border of the

defence area where the line connecting the current position of the ball and the centre

of the goal intersects. Figure 6.26 shows an example of the behaviour of the goalkeeper

in this experiment. The red arrow and the blue arrow indicate the moving direction

of the ball and the goalkeeper, respectively. The black arrows show the corresponding

positions of the ball and the goalkeeper at the same time-step.

6.7.2 Results and discussions

As might be expected from Figure 6.26, the task aimed at in this experiment turned

out to be very challenging. In most cases, the goalkeeper was able to defend the goal

effectively with the behaviour illustrated in Figure 6.26. Figure 6.27 shows the learning

curve of the experiment (marked in red), as well as the results of two additional exper-

iments (one with a bigger force, the other with a lowered target for the upper corner

of the goal, marked in green and blue, respectively.) In the original experiment, the

success rate reached approximately 20% after about 35 learning episodes. In the addi-

tional experiment with the bigger force the performance was slightly better (25% on

average), but adjusting the target did not improve the result. This can be interpreted

that most of the failures are due to the competence of the goalkeeper rather than the

difference between the target direction and the actual moving direction of the ball after

being kicked, which was discussed in Section 6.6.2.

It was observed that the shooting point, i.e., the position where the shot is taken,

plays a key role in determining the success or failure of the episodes. Although this is

true for other experiments as well, it is of the utmost importance in this experiment, as

the possible area for a successful shooting point is tightly limited under the conditions
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Figure 6.26: The behaviour of the goalkeeper in Experiment 7. The red arrow and the

blue arrow indicate the moving direction of the ball and the goalkeeper, respectively.

The black arrows show the corresponding positions of the ball and the goalkeeper at

the same time-step.
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Figure 6.27: Result: shooting a moving ball against a more competitive goalkeeper.
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Figure 6.28: The trajectory of the ball and the robots in a success case.

of this experiment. Figure 6.28 shows the possible area (indicated by the grey circle),

along with an example of a success case. It was almost impossible to score a goal when

the shooting occurred outside of this area. If the shooting point is too close to the

goalkeeper or if it is close to the goal line, the open angle is too small, which makes

it hard to score a goal. On the other hand, if the shooting point is too far from the

goal, a slight difference in aiming at the target could result in missing the goal or the

goalkeeper blocking the shot.

In the example success case in Figure 6.28, the learning agent was able to score the

goal by aiming at the lower corner of the goal. However, even if the shooting occurs in

this area, it does not always lead to a score. The difference between the target direction

and the actual moving direction of the ball after being kicked, which was discussed in

Section 6.6.2, plays a role here. Depending on the original moving direction of the ball

and the target direction at the shooting point, in some cases the difference was big

enough to cause a failure.

In summary, the learning agent was able to score a goal in this experiment on rare

occasions if all the following conditions were met:

• The ball passes through the possible area designated in Figure 6.28.
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• The initial position of the learning agent is close enough to the possible area for

the learning agent to reach the ball in time.

• The original moving direction of the ball is not far apart from the target direction

at the shooting point, so that the difference between the target direction and the

actual moving direction of the ball after being kicked does not have much of an

effect on the result.

6.7.3 Conclusion: Experiment 7

In this section the most difficult task in this research was discussed: shooting a mov-

ing ball against a more competitive goalkeeper. The goalkeeper has turned out very

competitive with the behaviour illustrated in Figure 6.26. The success rate reached

was only 20–25%, even with the bigger force or the lowered target. This means most

failures are due to the competence of the goalkeeper. With the behaviour employed by

the goalkeeper in this experiment, the learning agent had little chance to succeed.

6.8 Experiments 8 and 9: developing passing skills

In the previous seven sections (Sections 6.1 to 6.7) RL experiments to develop shooting

skills in various situations were discussed. This section focuses on passing skills in two

scenarios: passing a stationary ball and passing a moving ball. These passing skills,

however, were not developed by conducting RL experiments, as was the case for the

shooting skills in the previous sections. Rather, the results of Experiments 1 and 2 were

put to good use to implement the passing skills.

As mentioned in Section 5.2, the target position was not used directly as one of the

state variables, but it was used indirectly by the algorithm in the calculation of the two

state variables α and β. This opens the possibility that the learned MLPs for shooting

tasks might also work for passing tasks when used with a different target position.

Two test experiments, Experiments 8 and 9, were designed and conducted to confirm

the possibility. The aim of Experiment 8 is to develop a passing skill with a stationary

ball, and that of Experiment 9 is to do the same with a moving ball. In both experiments

no opponent players were assumed, nor was there a pass-receiving player. The pass-

receiving skill should be developed separately as a different type of individual soccer

skill. Also, high-level team strategies should be developed carefully so that passing
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skills can be used only when there exists a clear path between the passing robot and

the target position.

6.8.1 Experiment 8: passing a stationary ball

6.8.1.1 Experimental set-up

This experiment is to develop a passing skill with a stationary ball using the result of

Experiment 1 (Section 6.1). It consists of 10 tests, each with a different target position.

In each of the 10 tests, 20 test episodes were run with different initial positions of the

ball and the learning agent, but the target position remained the same over the 20 test

episodes.

The target position, the initial position of the ball and the initial position of the

learning agent were determined randomly. The target position was determined first, and

the ball was placed in an arbitrary position such that the distance between the target

position and the ball was no more than 2 000 mm. The learning agent was randomly

placed in any position on the field.

In the test episodes, the learning agent used the MLP learned from Experiment 1

to determine its next action. Instead of the centre of the goal the randomly selected

target position was used in the algorithm to compute the state variables α and β. A

force of 50N was exerted on the ball for the kick action. The episode was considered a

success if the ball passed through a circle with a radius of 50 mm of which the centre is

the target position. Therefore, it can be said that the target segment in this experiment

(100 mm) is narrower than that of Experiment 1, which is the width of the goal (700 mm).

6.8.1.2 Results and discussions

The result of this experiment turned out to be very promising. In all 10 tests and

in all 20 episodes in each test, the learning agent succeeded in passing the ball to

the designated target position. Figure 6.29 presents the results of the experiment in the

form of a bar chart, where each bar represents the success rate of each test (the number

of successes in the 20 test episodes was presented as a percentage). In this experiment

it shows a 100% success rate in all 10 tests, which is better than expected, considering

the reduced target segment.
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Figure 6.29: Result: passing a stationary ball.

6.8.2 Experiment 9: passing a moving ball

6.8.2.1 Experimental set-up

This experiment is to develop passing skills with a moving ball, using the result of

Experiment 2 (Section 6.2).

As in Experiment 8, the experiment consists of 10 tests, each with 20 test episodes.

The learning agent uses the MLP learned from Experiment 2, and each test episode

starts with the ball moving with a constant speed of 1 m/s in a random direction be-

tween the initial position of the learning agent and the target. Figure 6.30 illustrates the

initial state set-up for this experiment. In addition, another experiment is performed

with a force of 100N, as the problem of the difference between the target direction and

the actual moving direction of the ball after being kicked (discussed in Section 6.6.2)

is expected to occur in this experiment.

6.8.2.2 Results and discussions

The results of this experiment are presented in Figure 6.31. With the force of 50N, the

learning agent was able to pass the ball to the target area approximately 74% of the

time on average, while the success rate increased to an average of 96% with the force

of 100N.

The failure cases were analysed and it was observed that failure occurred either

because the initial state of the episode was determined such that a failure was un-

avoidable, or due to the difference between the target direction and the actual moving
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Figure 6.30: The initial state set-up for Experiment 9. The target position, the initial

position of the ball and the initial position of the learning agent are randomly deter-

mined. At the beginning of each episode, the ball moves with a constant speed of 1 m/s,

in a random direction between the two dotted lines.

direction of the ball after being kicked, which was discussed in Section 6.6.2. When the

initial set-up was responsible for the failure, the learning agent was initially positioned

too far from the ball, thus it had insufficient time to approach the ball, or the ball was

placed relatively close to the edge of the field and rolled out of the field as soon as the

episode started, which gave the learning agent little opportunity to follow the ball. In

the experiment with the 50N force, approximately 23% of the failure cases were due

to the initial set-up of the episode, and the rest was because of the aiming issue. In

the other experiment with the 100N force, however, all failures were due to the initial

set-up of the episode, i.e., the learning agent was able to aim at the target area in all

cases when the circumstance allowed it.

6.8.3 Conclusion: Experiments 8 and 9

This section dealt with additional experiments to implement passing skills in two sit-

uations: when the ball is stationary and when the ball is moving. The skills were not
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Figure 6.31: Result: passing a moving ball.

developed by means of RL experiments, but were implemented using the results of Ex-

periments 1 and 2 discussed in Sections 6.1 and 6.2, respectively. For the task of passing

a stationary ball, the experiment produced a very promising result of a 100% success

rate despite the fact that the target segment was significantly reduced, compared to

the one in Experiment 1. The learning agent also showed good performance in passing

a moving ball, with an average success rate of 74% and 96% when equipped with a

50N and a 100N force, respectively. Failure cases occurred only when the initial set-up

of the episode was determined such that failure was unavoidable, or when the learning

agent could not kick the ball as hard as required to send the ball in the exact direction

of intention.

6.9 Conclusion: Experimental results

This chapter provided details of seven RL experiments defined for developing shoot-

ing skills and two test experiments for implementing passing skills, which were not

developed by means of RL but implemented using the results of the experiments done

for shooting skills. Each section, from Sections 6.1 to 6.7, dealt with a separate RL

experiment, describing the experimental set-up and discussing the results. Section 6.8

focused on the passing skills.

Table 6.3 presents a summary of all the experiments done along with the success

rate achieved (rounded up) and, in case of learning experiments, the number of learning
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episodes required to reach the performance. Although NMax, the maximum number of

learning episodes, was determined as discussed in Section 5.9 to confirm that there is

no more updating in the algorithm, it was observed that in practice the performance of

the learned MLP did not change much after the number of learning episodes presented

in Table 6.3.

Table 6.3: Summary of the experiments.
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Stationary ball 3 3 3 3 3 3 3

Moving ball 3 3 3 3 3 3 3 3 3

Goalkeeper 3 3 3 3 3 3 3 3 3 3 3

Shooting skills 3 3 3 3 3 3 3 3 3 3 3 3 3

Passing skills 3 3 3

Success rate (%) 99 96 95 76 86 52 69 40 64 70 20 25 18 100 74 96

Number of episodes 35 30 55 65 65 40 40 30 30 30 35 40 50

The failure cases were analysed along with the results for each experiment. It was

found that the learning agent failed in cases when either the initial set-up of the episode

(such as the initial position of the ball and of the learning agent) is determined such

that achieving the given task is very difficult, or when the learning agent could not aim

at the target as accurately as required due to the discrete nature of the action variables

discussed in Section 6.3.2 in the experiments dealing with a stationary ball. In the

experiments handling a moving ball, failures occurred due to the difference between

the target direction and the actual moving direction of the ball after being kicked,

as discussed in Section 6.6.2. In Experiment 6 in particular, the learning agent had

difficulty in kicking the ball in the exact target direction due to the momentum of

the moving ball. With the current design of the experiment, it was impossible for the

learning agent to learn to adjust the target, taking into account the moving direction

of the ball. However, in this case too, the learning agent was able to score a goal in
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episodes where the difference in question did not have a significant impact. Therefore,

it can be summarised that the learning agent was able to score a goal, or pass the ball

to the designated area, whenever circumstances allowed.

From the discussions above, it is concluded that RL combined with MLP has ef-

fectively trained the learning agent to acquire shooting skills in various situations.

Moreover, the learned MLPs for shooting tasks worked very well for the correspond-

ing passing tasks. The learning agent showed the best performance under the given

conditions and the ability with which it was equipped.

The thesis is concluded in the next chapter.
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Chapter 7

Summary and conclusions

This chapter presents a summary of the work done in this research, the main findings

of the study, the contribution of the research to the body of knowledge, and recom-

mendations for future work.

7.1 Summary of the research

The primary purpose of this research was to lay a foundation for the development of

a Decision-Making Module (DMM) for a robot soccer team at Stellenbosch University

(SU). The project was focused on the RoboCup Small Size League (SSL) as it is the

platform chosen by the research team at SU.

An intensive literature study was conducted (and presented in Section 3.1) to inves-

tigate how teams in the RoboCup SSL have developed their DMMs and the strategies

it uses. The literature study revealed the following:

• Being considered as the easiest league, the RoboCup SSL served as an entry

league for new teams joining the robot soccer projects. Therefore the main focus

of the teams in this league falls on hardware development.

• Strategies are relatively less focused, thus not many studies about the develop-

ment of strategies or DMMs have been published. Most of these published studies

(presented in Table 3.1) are about individual strategies established given a situ-

ation during play.
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• These strategies were developed using a hand-coded approach, i.e., the strategies

were programmed using human expertise, while in other leagues the Machine

Learning (ML) approach is widely used along with the hand-coded approach.

• Another distinguishing feature regarding the development of DMMs is that they

are developed in a hierarchical structure, where individual soccer skills are imple-

mented first as complete, independent modules and then used in the development

of high-level team behaviours. Therefore, individual soccer skills can be defined

as the basic building blocks of the DMM.

The findings above opened a research opportunity in the area of developing individual

soccer skills as the basic building blocks of the DMM using the ML approach. Shooting

and passing skills in particular were considered as they are the most important basic

soccer skills. The published literature on the subject of ML applications in the devel-

opment of soccer strategies was surveyed and presented in Section 3.2. The literature

study showed the following:

• Among many ML techniques, Reinforcement Learning (RL) is the most widely

used in the robot soccer domain due to the reasons discussed in Section 2.2.

• No individual soccer skills have been developed using ML in the RoboCup SSL

context.

• Many strategies (including some individual soccer skills) have been developed

using ML in other RoboCup leagues or in other robot soccer domains. But none

of them were exactly the same as the shooting and passing skills intended to be

developed in this research, which are complete, independent modules that can be

used as the basic building blocks for the development of the DMM.

This led to the following research objective:

Developing shooting and passing skills as the basic building blocks

of the DMM for the robot soccer team at SU using RL.

RL was discussed in detail in Chapter 2. To be brief, the purpose of RL is to find

the optimal state-value function V ∗, or the optimal action-value function Q∗. Vari-

ous RL algorithms to find these values were presented and explained, among which
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the Temporal-Difference (TD) value iteration algorithm with state-value functions (Al-

gorithm 5) was chosen to be used in this research. The concept of the Multi-Layer

Perceptron (MLP), a typical supervised learning method, was also introduced in Chap-

ter 2 as a function approximator to deal with the continuous state variables in RL.

With a function approximator, the value functions V ∗ or Q∗ are represented not by

lookup tables but by a set of parameters ~z, and the MLP uses the Back-Propagation

(BP) algorithm to find a set of parameters ~z that best approximates V ∗ or Q∗. The

batch mode BP algorithm (Algorithm 7) was used in this research as it turned out to

be more stable than the sequential mode BP algorithm.

Meanwhile, it was realised that a simulation environment is essential in this research.

In particular, a high-level simulator was required to deal with individual soccer skills

or strategies to be included in the DMM. Existing simulators were investigated and

it was found that none of them were appropriate for this research due to the reasons

discussed in Section 4.1. Therefore, it was decided that a high-level simulator should

be developed by the researcher, which added a second objective to this research:

Developing a high-level simulator to facilitate the development of

the DMM.

Chapter 4 describes in detail the developed high-level simulator as well as the sim-

ulation environment established in this research where the simulator and the DMM

communicate with each other to simulate a soccer game. An open-source library called

Open Dynamics Engine (ODE), was incorporated in the simulator to handle the mo-

tion dynamics of the robots and the ball accurately. Details of the developed simulator

were presented in Section 4.4, including the validation of the simulator. Another type

of simulator was developed separately for learning purposes. The learning simulator was

used as a stand-alone program in the RL experiments discussed in Chapters 5 and 6.

Seven RL experiments were defined in Section 5.1 to develop shooting skills in

various situations, i.e., shooting a stationary ball or a moving ball, shooting against a

goalkeeper or without a goalkeeper, etc. Two test experiments were added to implement

passing skills using the learned MLPs for some shooting skills. Table 5.1 summarises all

nine experiments conducted in this research. The rest of Chapter 5 presents details of

the experimental design including state and action variables used in each experiment,

the definition of terminal states, the rewarding schemes, the algorithm applied in the
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experiments (RL combined with MLP using batch mode BP), stopping criteria and

parameter settings.

RL with MLP was successfully applied to develop the individual soccer skills aimed

at in this research. Sections 6.1 to 6.7 present the seven RL experiments to develop

shooting skills. In each section, the learning curves were presented in order to show

the success rate and the number of learning episodes required to reach the success

rate. Section 6.8 focuses on the passing skills implemented using the results of the first

two experiments which dealt with the corresponding shooting skills. The results of all

experiments are summarised in Table 6.3. A discussion of the failure cases followed in

each section after the results were presented, demonstrating that the learning agent

had not failed without reasonable causes and showing that the learning agent achieved

the best performance under the circumstances.

7.2 Important findings

The important findings from this research are as follows:

• RL combined with MLP works very well for the tasks given in this research,

i.e., developing individual soccer skills. As mentioned in the previous section, the

learning agent showed in all experiments the best performance under the given

conditions and given the ability with which it was equipped.

• For RL combined with MLP, it is very important in the performance of the

algorithm to match the learning speeds of the two types of estimations, i.e., one

for the estimation of the optimal value functions V ∗ or Q∗, the other for the

estimation of the parameters ~z to represent these value functions as accurately as

possible. This issue was discussed in Section 6.2.2.

• The batch mode BP algorithm works better than the sequential mode BP algo-

rithm for the tasks given in this research. The learning takes place quite fast in

the batch mode BP algorithm in terms of the number of batches. In the seven

learning experiments conducted in this research, the algorithm reached conver-

gence after a maximum of 65 learning episodes, which corresponds to a maximum

of 6 500 training data points (as a maximum of 100 iterations is allowed in an

episode).

125

Stellenbosch University  https://scholar.sun.ac.za



7.3 Contribution to the field

• Although the learning takes place quite fast in terms of the number of learning

episodes, it took hours, or days in some experiments, for the algorithm to run until

it reached the maximum number of learning episodes defined in Section 5.9. The

greater the total number of actions is, the longer it takes for the algorithm to run

until the NMax
th learning episode. Also, it tends to take longer in experiments

where the task is more challenging, thus more failure cases are present in the

experiment (e.g. Experiment 6 and Experiment 7).

• Parameters, especially the learning rate η and the decreasing factor ρ for η, have

a strong influence on the performance of the learning experiments. The over-

updating issue due to a too-high decreasing factor for the learning rate was dis-

cussed in Section 6.2.2. It was also observed that if a too-small value is used for

the decreasing factor ρ, the algorithm converges to a bad solution in which the

learning agent never succeeded in scoring a goal.

• Randomness is also important in the performance of the algorithm. It was easier

for the learning agent to learn a task with episodes starting with random positions

of the ball and the learning agent, than with fixed positions. In order to develop

penalty kicking skills, for example, using the learned MLP in Experiment 4 in

the set-up of the penalty kick was a better idea than designing a new learning

experiment in which the ball is always placed at the penalty mark.

7.3 Contribution to the field

This research started as part of a robot soccer project at Stellenbosch University (SU)

of which the aim is to build a team of soccer-playing robots for the RoboCup Small

Size League (SSL). The task given to the researcher was to develop a Decision-Making

Module (DMM) for the team. Being the first and only member of the software devel-

opment part of this project, the researcher had to start from the very beginning, i.e.,

by developing a simulator. A high-level simulator was designed, developed and vali-

dated by the researcher, and a simulation environment was built using the developed

simulator. In the simulation environment the simulator and a communication module

of the DMM communicate with each other to simulate a soccer game. The result of
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this research is a completed framework for simulation (except the DMM itself), which

can be used for the testing of strategies and the validation of the DMM in the future.

For the development of the DMM itself, the researcher developed two types of

important individual skills: shooting skills and passing skills. These individual skills

form part of the basic building blocks of the DMM (along with other individual skills

such as dribbling, receiving a pass, marking, intercepting, etc.), hence they can be used

by high-level team strategies that constitute the high level of the hierarchical structure

of the DMM.

The shooting skills and passing skills were developed by means of the Machine

Learning (ML) approach. To the researcher’s knowledge, this is the first application of

ML to the development of strategies in the RoboCup SSL domain.

In conclusion, this research built a simulation environment and developed two most

important individual soccer skills using Reinforcement Learning (RL) as the basic build-

ing blocks for the DMM. Although the DMM was not completely developed, the con-

tribution of the work to the SU team is worth being recognised, especially considering

the fact that a robot soccer development team usually consists of dozens of members

over various disciplines.

7.4 Recommended future work

The following are some suggestions for future studies related to the work done in this

research.

• To completely develop the DMM for the robot soccer team:

– More individual soccer skills would have to be developed to add to the basic

building blocks of the DMM.

– High-level team strategies can then be developed to complete the DMM.

– A heuristic function would need to be developed to reduce the time searching

for the next action at each time-step.

• As mentioned in Section 4.4.2, for a more realistic simulator:

– The acceleration application mechanism being applied to real robots should

be investigated and incorporated in the simulator.
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7.5 Conclusion: Summary and conclusions

– The friction coefficient should be measured using real robots and the ball,

and this measured friction coefficient should be used in the simulator.

• To improve the performance of currently developed individual skills:

– A new experiment can be designed and performed with a new state variable

ϕ (see Figure 6.25) for the learning agent to handle a moving ball more

precisely, as discussed in Section 6.6.2.

– Using a variable speed for the ball would be required to enhance the compe-

tence of the learning agent in the experiments dealing with a moving ball (it

was assumed that the ball moves at a constant speed of 1 m/s all the time).

– Various magnitudes can be used for the force exerted on the ball when kicked.

• Regarding the RL combined with MLP algorithm:

– A sensitivity analysis to learn the effects of the parameters used in the RL

experiments, the learning rate η and its decreasing factor ρ in particular,

would be interesting.

– Possible reasons of the fast learning observed in Experiment 2, which caused

poor performance of the MLP by over-updating the parameters, should be

investigated, as discussed in Section 6.2.2. This would provide a clue for

another future study of how to match the learning speeds of the RL and the

decreasing factor of the learning rate of the MLP.

– While outside the scope of this thesis, a comparision on the performance or

efficiency between the ML approach and the hand-coded approach would be

a topic worthy to study.

7.5 Conclusion: Summary and conclusions

This chapter concluded the research by presenting a summary of the research, important

findings, contribution to the field and recommendations for future work. Following are

some thoughts of the researcher in closing this research.

• Experience teaches one more than one thinks. Even failure experiences point one

in the right direction. The learning agent experienced only failures until it finally

succeeded for the first time.
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7.5 Conclusion: Summary and conclusions

• In RL combined with MLP, where the two algorithms cooperate to achieve a

common goal, the performance becomes worse if the one learns too fast compared

to the other. Going slowly together is a far better way than being first but alone.

• In most cases Machine Learning (ML) tries to learn the easiest type of tasks for

human beings, for example, face or voice recognition or, as in this research, how

to shoot at a goal. Computers may solve highly difficult problems without errors,

some of which humans probably never can, but in soccer they need to be taught

where to go, in which direction to aim and when to kick, to be able to shoot

a stationary ball, while a three-year-old human child would understand them as

soon as he or she hears the task, even though he or she might not yet be able to

carry it out. It is amazing that human beings know such things without being

taught. In this respect, we all, even the least capable, are more than we think we

are.
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Appendix A

The maximum number of

learning episodes required

This appendix introduces and contains a simple code to determine the maximum num-

ber of learning episodes. As mentioned in Section 2.3.2, the learning rate η in the

back-propagation algorithms is gradually decreased in time for convergence. In this re-

search the learning rate η was decreased by multiplying a constant value ρ after each

learning episode, as discussed in Section 5.9. Therefore, ηn, the learning rate after the

nth learning episode, can be defined as follows:

ηn = η0 × ρn−1, (A.1)

where η0 denotes the initial value assigned to η, and ρ denotes the decreasing factor.

The learning rate ηn converges to zero as n→∞.

Algorithm 9 can be used to find the value n that makes the learning rate ηn effec-

tively 0. The algorithm stops when ηn becomes effectively 0 and returns the value n,

which means that the learning has no effect after the nth iteration.

Algorithm 9 The algorithm to determine the maximum number of learning episodes.

1: n← 0, η ← η0

2: while ((1− η) 6= 1)

3: η ← ρ× η
4: n← n+ 1

5: end while

6: return n
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Appendix B

The learned MLPs

This appendix presents the weights of the learned Multi-Layer Perceptrons (MLPs) in

the seven Reinforcement Learning (RL) experiments performed in this research. Each

section provides one or more tables that contain the weights of the learned MLP from

each experiment.

As mentioned in Section 5.7, all MLPs used in this research have one hidden layer,

thus they have two layers of weights. In the tables presented in this appendix, the

weights in the first layer of the MLP are referred to as vij (the weight connecting the

ith input and the jth neuron in the hidden layer) and the weights in the second layer

of the MLP are denoted by wjk (the weight connecting the jth neuron in the hidden

layer and the kth neuron in the output layer). The structure of the MLPs used in the

experiments dealing with the stationary ball was 3–7–1, while it was set to 7–21–1 in

the experiments handling the moving ball (refer to Table 5.4).
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B.1 The learned MLP in Experiment 1

B.1 The learned MLP in Experiment 1

Table B.1: The weights of the learned MLP in Experiment 1.

Weights in the first layer (vij)

j

i 1 2 3 4 5 6 7

1 -0.005070 0.005765 -0.001800 0.010540 0.006533 0.004622 0.002108

2 0.008603 0.007017 0.005447 -0.005997 0.007839 0.004928 0.001007

3 0.002903 -0.003376 -0.002040 0.003461 -0.000315 0.000289 0.016840

Weights in the second layer (wjk)

j

k 1 2 3 4 5 6 7

1 0.118001 0.111681 0.108995 0.110080 0.117130 0.120058 0.121895
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B.2 The learned MLP in Experiment 2

B.2 The learned MLP in Experiment 2

Table B.2: The weights of the learned MLP in Experiment 2.
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B.3 The learned MLP in Experiment 3

B.3 The learned MLP in Experiment 3

Table B.3: The weights of the learned MLP in Experiment 3.

Weights in the first layer (vij)

j

i 1 2 3 4 5 6 7

1 -0.007323 0.003636 -0.003878 0.008446 0.004300 0.002332 -0.000214

2 0.008407 0.006856 0.005299 -0.006148 0.007649 0.004722 0.000796

3 0.000624 -0.005517 -0.004128 0.001359 -0.002573 -0.002032 0.014484

Weights in the second layer (wjk)

j

k 1 2 3 4 5 6 7

0.122645 0.116254 0.113693 0.114482 0.121622 0.124592 0.126143
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B.4 The learned MLPs in Experiment 4

B.4 The learned MLPs in Experiment 4

Table B.4: The weights of the learned MLP in Experiment 4 with a time delay of 50 ms.

Weights in the first layer (vij)

j

i 1 2 3 4 5 6 7

1 -0.006442 0.004478 -0.003052 0.009279 0.005174 0.003225 0.000689

2 0.009461 0.007876 0.006304 -0.005136 0.008699 0.005788 0.001871

3 0.001319 -0.004860 -0.003487 0.002006 -0.001884 -0.001325 0.015201

Weights in the second layer (wjk)

j

k 1 2 3 4 5 6 7

0.098702 0.092332 0.089725 0.090560 0.097726 0.100672 0.102286

Table B.5: The weights of the learned MLP in Experiment 4 with a time delay of 100 ms.

Weights in the first layer (vij)

j

i 1 2 3 4 5 6 7

1 -0.006407 0.004512 -0.003019 0.009312 0.005209 0.003260 0.000725

2 0.009392 0.007811 0.006241 -0.005200 0.008631 0.005718 0.001800

3 0.001220 -0.004954 -0.003578 0.001914 -0.001982 -0.001426 0.015099

Weights in the second layer (wjk)

j

k 1 2 3 4 5 6 7

0.100239 0.093877 0.091268 0.092107 0.099268 0.102214 0.103816
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B.5 The learned MLPs in Experiment 5

B.5 The learned MLPs in Experiment 5

Table B.6: The weights of the learned MLP in Experiment 5 with a time delay of 50 ms.

Weights in the first layer (vij)

j

i 1 2 3 4 5 6 7

1 -0.007432 0.003579 -0.003914 0.008408 0.004198 0.002205 -0.000346

2 0.010162 0.008550 0.006969 -0.004470 0.009394 0.006494 0.002585

3 0.001326 -0.004867 -0.003491 0.001995 -0.001885 -0.001322 0.015207

Weights in the second layer (wjk)

j

k 1 2 3 4 5 6 7

0.126433 0.119890 0.117388 0.118004 0.125281 0.128244 0.129897

Table B.7: The weights of the learned MLP in Experiment 5 with a time delay of 100 ms.

Weights in the first layer (vij)

j

i 1 2 3 4 5 6 7

1 -0.007769 0.003256 -0.004231 0.008089 0.003864 0.001864 -0.000690

2 0.009993 0.008385 0.006806 -0.004634 0.009226 0.006324 0.002414

3 0.000889 -0.005287 -0.003905 0.001579 -0.002320 -0.001764 0.014761

Weights in the second layer (wjk)

j

k 1 2 3 4 5 6 7

0.101908 0.095359 0.092871 0.093452 0.100740 0.103708 0.105326
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B.6 The learned MLPs in Experiment 6

B.6 The learned MLPs in Experiment 6

Table B.8: The weights of the learned MLP in Experiment 6 (original).
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B.6 The learned MLPs in Experiment 6

Table B.9: The weights of the learned MLP in Experiment 6 (with a bigger force).
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B.6 The learned MLPs in Experiment 6

Table B.10: The weights of the learned MLP in Experiment 6 (with a lowered target).
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B.7 The learned MLPs in Experiment 7

B.7 The learned MLPs in Experiment 7

Table B.11: The weights of the learned MLP in Experiment 7 (original).
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B.7 The learned MLPs in Experiment 7

Table B.12: The weights of the learned MLP in Experiment 7 (with a bigger force).
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B.7 The learned MLPs in Experiment 7

Table B.13: The weights of the learned MLP in Experiment 7 (with a lowered target).
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