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ABSTRACT

The precise role played by the hippocampus in sdimgo cognitive functions such as
episodic memory and future thinking is debated, th#re is general agreement that it
involves constructing representations comprisetiwoherous elements. Visual scenes have
been deployed extensively in cognitive neuroscidneeause they are paradigmatic multi-
element stimuli. However, questions remain abowd #pecificity and nature of the
hippocampal response to scenes. Here, we devipadadigm in which we had participants
search pairs of images for either colour or laydifferences, thought to be associated with
perceptual or spatial constructive processes réspbc Importantly, images depicted either
naturalistic scenes or phase-scrambled versiottseocdame scenes, and were either simple or
complex. Using this paradigm during functional MBRhnning, we addressed three questions:
1. Is the hippocampus recruited specifically dusegne processing? 2. If the hippocampus is
more active in response to scenes, does seardarimglbur or layout differences influence its
activation? 3. Does the complexity of the scenécafts response? We found that, compared
to phase-scrambled versions of the scenes, thedapgus was more responsive to scene
stimuli. Moreover, a clear anatomical distinctioasaevident, with colour detection in scenes
engaging the posterior hippocampus whereas layetettion in scenes recruited the anterior
hippocampus. The complexity of the scenes did nfdtience hippocampal activity. These
findings seem to align with perspectives that peaptthe hippocampus is especially attuned to
scenes, and its involvement occurs irrespectivin@fcognitive process or the complexity of

the scenes.
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1. Introduction

The hippocampus makes a crucial contribution tesapc memory (Scoville & Milner,
1957), spatial navigation (O'Keefe & Dostrovsky,719 and a range of other cognitive
domains including imagining the future (Addis, WoBgSchacter, 2007; Hassabis, Kumaran,
Vann, & Maguire, 2007), mind-wandering (Karapan#dis, Bernhardt, Jefferies, &
Smallwood, 2016; McCormick, Rosenthal, Miller, & Nlare, 2018) and dreaming (Spano et
al., 2020). Theoretical accounts differ on pregisebw the hippocampus supports these
diverse cognitive functions. Nevertheless, acrossspectives there is a common thread,
namely that its contribution involves constructirgpresentations composed of numerous
elements (Cohen & Eichenbaum, 1993; Lee et al.528@nelinas, Ranganath, Ekstrom, &
Wiltgen, 2019; Hassabis & Maguire, 2007; SchacterAddis, 2007). Visual scenes are
paradigmatic multi-element stimuli and consequehtlye been deployed extensively to test
hippocampal function in perceptual, associativeogaition, recall and imagination tasks
(Aly, Ranganath, & Yonelinas, 2013; Barry, Chadwi&kMaguire, 2018; Lee, Brodersen, &
Rudebeck, 2013; McCormick, Rosenthal, Miller, & Miag, 2017). A scene is defined as a
naturalistic three-dimensional spatially-coheremfpresentation of the world typically
populated by objects and viewed from an egocenpicspective (Dalton, Zeidman,

McCormick, & Maguire, 2018).

Patients with hippocampal damage show scene-repeexptual, imagination and mnemonic
impairments (Lee et al., 2005; Hassabis, Kumaramny & Maguire, 2007; Mullally, Intraub,
& Maguire, 2012; Aly, Ranganath, & Yonelinas, 2018hd functional MRI (fMRI) studies
have consistently reported hippocampal engagemernbgl scene processing as part of a
wider set of brain areas that includes ventromedméfrontal cortex (vmPFC),
parahippocampal, retrosplenial and parietal cati@obin, Buchsbaum, & Moscovitch,

2018; Zeidman, Mullally, & Maguire, 2015). It is ciear precisely why the hippocampus
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responds to scenes, and theoretical perspectiffes iti the emphasis they place on specific
features of scenes and their processing in ordexpdain hippocampal engagement, and to
make inferences about its function. However, them@ several gaps in our knowledge of
scene processing which, if filled, may help to ifjathe role of the hippocampus. Here we

sought to increase our understanding by asking thuestions using functional MRI (fMRI).

First, is the hippocampus especially attuned tmes® Some accounts argue that scenes and
spatial contexts merely exemplify relational prateg where elements are bound together,
and it is this fundamental associative procesdag the hippocampus provides (Aly et al.,
2013; Eichenbaum, 2006; Eichenbaum & Cohen, 201dz,ECusack, Kendall, & Barense,
2016; Lee et al., 2005; Yonelinas, Ranganath, Bkstr& Wiltgen, 2019). A contrasting
perspective proposes that the hippocampus is smbjifconcerned with constructing scene
representations, and more so than other types ti-f@ature representations (Hassabis &

Maguire, 2007; Maguire & Mullally, 2013).

It is challenging to compare these differing views controlled way. One approach, devised
by Dalton et al. (2018; see also Monk, Dalton, Barn& Maguire, 2020), had participants
gradually build scene imagery from three succesauwditorily-presented object descriptions
and an imagined 3D space during fMRI. This was restéd with constructing mental images
of non-scene arrays that were composed of threectsbpnd an imagined 2D space. The
scene and array stimuli were, therefore, highly amadl in terms of content and the
associative and constructive processes they evdkeckover, the objects in each triplet were
not contextually related, and for half the partifs an object triplet was in a scene, and for
the other half of participants it was in an arrys controlling for semantic elements across
conditions. Constructing scenes compared to ameagassociated with increased activity in

the anterior medial hippocampus. Consequently,dda#t al. (2018) concluded that it is
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representations thabmbineobjects with specifically a 3D space that consityeengage the
hippocampus, and that the anterior hippocampus Ieagspecially attuned to constructing

these scene representations (Zeidman & Maguireg;20dlton & Maguire, 2017).

However, these simple scene representations arerfaaved from the naturalistic scenes that
we experience in the real world. But if we wanet@mine naturalistic scenes, then it is still
important to compare them to similar non-scene wtimOne possibility, which we pursued
here, is to create phase-scrambled versions ofescéroonessi & Kingdom, 2008). The
resulting images possess the same spatial frequrtgolour scheme as the original scenes,
but their phase is randomized such that any meaisngemoved from the image. By
combining the scenes and their phase-scrambledomsrsvith the manipulation of a key
feature of interest (complexity — more on thisigtand matched cognitive task requirements,
we predicted that, in line with Dalton et al. (2Q1&aturalistic scene stimuli would

preferentially engage the anterior medial hippocasnp

If the hippocampus were more involved in scene ggsing, the second question we asked is
whether the cognitive process engaged at the timddainfluence hippocampal recruitment.

Lee et al. (2005; see also Lee et al., 2013; Batddsnson, Lee, & Graham, 2010) used an
odd-one-out paradigm where patients with bilatbippocampal damage were shown three
scenes from different viewpoints and were unablseetiect the one scene that was different
from the two others. The authors interpreted tbgilt as a scene perception deficit since all
scenes were visible throughout each trial. Howewdras been argued that this odd-one-out
task also requires the construction of internal e®df the scenes which are needed to
mentally rotate the scenes in order to compare tteeiwne another (Zeidman & Maguire,

2016). Consequently, findings such as these coeftat a hippocampal role in scene

perception and/or the construction of scene imagery



Zeidman et al. (2015) examined this issue furthlyehdving participants view visual scenes or
construct scenes in their imagination, where theae the potential to be asked subsequently
to hold the perceived or imagined scene in workimgmory. They found that perceiving
scenes was associated with extensive activatigoogterior hippocampus and the anterior
medial hippocampus, whereas scene constructiongedgde anterior medial hippocampus.
This suggests that while posterior hippocampus triighparticularly engaged during scene
perception, anterior medial hippocampus might @agple in constructing representations of
scenes, whether perceived or imagined, when teeaeeed to retain them in memory. While
it is difficult to separate perception and condiarc completely, here we sought to
disentangle perception and construction proces#gse visual input was identical, and there

was no memaory requirement.

Extending previous experimental designs (Aly et 2013; Lee et al., 2013), on each trial
participants had to examine two images that wesplayed side by side and judge whether or
not the two images were the same or subtly differemages could have either a colour or
layout difference. We reasoned, based on pilotnigsthat a very subtle change in global
colour between two images would engage participentomparing the perceptual qualities
of images to one another, while minimising the pssing of layout within the image. For the
constructive task, we manipulated the spatial im@iahips between elements within an image
(see Aly et al., 2013 for a similar approach). Heve expected that participants would focus
on mentally constructing the spatial layout of amage in order to compare it to the other
image. Participants were cued before each imagembather they should focus on the colour
or layout of the images. Importantly, most of theage pairs, and those that were the focus of
data analysis, were identical; therefore, partiipdocused on colour or layout differences in

the absence of visual differences. This manipulaéibowed us to counterbalance the stimuli
6



across participants so that half of the participagiarched a particular image pair for colour
differences and the other half of the participa®arched the same pair for layout differences.
We predicted that the scene colour conditions, Wwiwould most likely engage perception
and would not require scene construction, wouldagegthe posterior hippocampus. By
contrast, we expected that the scene layout comnditiwhich were more likely to require

scene construction, would recruit the anterior bggmpus.

If the hippocampus were more involved in scene ggsing, the third question we asked was
whether its engagement would be affected by theptexity of the scenes. We used
Snodgrass and Vanderwart’s (1980) definition ofi@lscomplexity as the amount of detail or
intricacy in an image (see also Donderi, 2006 foevaew). Thus, for example, simple scenes
have a very limited number of conjunctions in thege (e.g., a deserted beach, a sky with a
single bird). By contrast, complex scenes have maogjunctions (e.g., a crowded
supermarket, an amusement park). Complexity is rakerib several perspectives on
hippocampal function with high complexity, increddevel of detail, number of associations
or conjunctions, held to be linked to hippocampabagement (Barense et al., 2010;
Eichenbaum & Cohen, 2014; Graham, Barense, & L@&02Lee, Yeung, & Barense, 2012;
Yonelinas, 2013). Therefore, the prediction of thascounts would be that complex scenes
would activate the hippocampus more than simpl@esce By contrast if, as we predicted
here, the hippocampus is particularly attuned eme@rocessing (Hassabis & Maguire, 2007;
Maguire & Mullally, 2013), then any scene, simple complex, should recruit the

hippocampus.

Overall, therefore, this study had a 2x2x2 factadesign which enabled us to examine the
main effects of three factors and their interadidn Image type (naturalistic scenes or phase-

scrambled images); 2. Task (colour or layout); é&dComplexity (simple or complex
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images). To reiterate, data analysis focused ertriails where the image pairs were identical
(which were the majority of trials), with stimulioanterbalanced across participants. We
employed two approaches, one data driven and ther aivolving pre-specified contrasts.
While our main focus was on the hippocampus, weméxed the whole brain in order to
contextualise and further inform the research dgomest In addition, we recorded eye-tracking
data during scanning, performed a post-scan serprismory task to examine potential
effects of incidental encoding, collected complgxiatings for the stimuli, and asked
participants about the cognitive strategies theadus perform the tasks. While we had clear
hypotheses, as outlined above, our paradigm alsuifed evaluation of other perspectives,

given the clearly contrasting predicted outcomes.

2. Materials and methods

2.1.Participants

Aligning with previous fMRI studies involving scengrocessing, twenty healthy, right-
handed participants (8 males, mean age 27.6 y8Br$.5, range 21-38 years) participated in
the study. None had a history of neurological oycpsatric disorders. Given the pictorial
nature of the stimuli, we excluded individuals egigg (as professionals, students or
hobbyists) in any intensive art or design-relatetivaies. Colour-blind individuals were also
excluded as one of the tasks involved detectingleswolour differences. All inclusion and
exclusion criteria were established before datéecttbn commenced. All participants gave
informed written consent in accordance with thevarsity College London research ethics

committee.

2.2.Stimuli and conditions



Five hundred and six pairs of images were usedism $tudy (26 in a pre-scan practice
session, 320 during scanning, and 160 as lurespims&scan surprise memory test). Images
were all in colour, and adjusted in Adobe PhotosG&6 to an image size of 300 dpi and
cropped to the same square size (450 x 450 pix@iggn our three main factors (image type,
task and complexity), there were eight main coondgi 1. Simple scene colour, 2. Complex
scene colour, 3. Simple scrambled colour, 4. Comglgambled colour, 5. Simple scene
layout, 6. Complex scene layout, 7. Simple scrachbdgout, 8. Complex scrambled layout.
In addition, we included a number of image pairat tivere of medium complexity. Their
function was to act as distractors for the partioig so that overall the stimuli seemed to
reflect a range of complexity rather than two extes. This resulted in four more conditions:
9. Middle scene colour, 10. Middle scrambled caololt. Middle scene layout, and 12.
Middle scrambled layout, although the fMRI datanfrthese middle complexity conditions
were not considered as they comprised fewer stithal the main eight conditions. Lastly,
there was also a low-level baseline task that weelviewing a fixation cross and counting
from one onwards until the next cue. This was dexigto allow participants to disengage
from the other cognitively challenging tasks. Facle of the main eight conditions, there were
25 target stimuli (that is, those with no differenlsetween the two images in a pair) and 8
catch images (those with a difference betweenwioeimages in a pair). For each of the four
middle complexity conditions, there were 10 targitls and 3 catch trials. There were 25

low-level baseline trials.

2.3.1mage manipulations

Although we only analysed target trials in whicle thvo images in a pair were identical and
the participants identified them correctly as sutie manipulation of the catch trials was
crucial to ensure that participants would engagthéndifferent tasks, i.e., focused either on

colour or layout. We, therefore, carefully creatbd catch trials, whereby naturalistic and
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scrambled as well as simple and complex imagesrweaé the same manipulations (see Fig.

1),

2.3.1.Colour catch trials

For the catch trials in the colour conditions, wampulated the global colour balance of one
image of a pair. For this effect, we selected anage and used Adobe Photoshop’s colour
balance feature on the entire image to changeadlante very slightly to either red, green or
blue. Hence, when displayed, one image was showm itgi original colour balance next to
the altered image, creating a catch trial in whilkb images were different. Pilot testing
(including in the MRI scanner) ensured that theoupl changes were detectable but
sufficiently subtle to engage the participantstfor trial duration. Furthermore, the analyses
reported in this study were based solely on painshich there were no differences between
the images of a pair, yet all participants reportieak they kept searching the images for

colour differences for the entire trial length.

2.3.2.Layout catch trials

For the catch trials in the layout conditions, wanipulated the spatial relationship between
features of one image of a pair. Of note, we clmmgedo employ the fisheye distortion used by
Aly et al. (2013) because we found that this caridoccasion result in objects or lines (e.g.,
people, horizons), bending unnaturally. Instead,efach layout catch trial, we divided the

catch image into six identical strips either veafiig or horizontally. We then stretched or

pinched each strip into a new dimension using AdBbetoshop’s content-aware stretching
feature which preserves lines or naturally occagrrivbjects. Thus, whereas each strip
originally occupied 1/6 of the original image, imnipulated catch trial image, the first strip
could occupy 2/6 and the sixth strip only 1/12ha tesulting image. Together, this procedure

allowed us to selectively manipulate the spatiadfiguration of the images in a natural and
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global manner (i.e., the detection of errors comtd be achieved by single features). At
display, one image was shown with its original gpaayout next to the altered image,

creating a catch trial in which the spatial layotithe images was different.

2.3.3.Phase scrambling

In order to examine whether hippocampal engagenvastscene-specific or not, we created
phase scrambled images from the stimuli used irstle@e conditions using Matlab (2014a,

Mathworks), adapting a script from www.visionsciercom. This technique produced images
with the same spatial frequency and colour schesnibe original scene images but because
the phase was random, any meaning was removedtf®enmages (Yoonessi and Kingdom,

2008).

2.3.4.Complexity

We selected scene images that were freely avaifednie the internet and which had varying
degrees of visual complexity, basing our selecbonSnodgrass and Vanderwart's (1980)
definition of visual complexity as the amount oftaleor intricacy in an image (see also
Donderi, 2006 for a review). There is no agreedrup@asure of visual complexity, including
where to place the dividing line between simple aaohplex images. Much research in this
domain focuses on the number of lines, objects @rgunctions that help to define the
subjective feeling of image complexity (Snodgrasd ¥anderwart, 1980). Here we included
simple scenes that had a very limited number ojurations in the image (e.g., a single bird
in the sky), whereas complex scenes had many ccipums (e.g., multiple exploding
fireworks in the sky). As a general rule, our coexpimages had over 100 conjunctions and

more than 20 objects, and our simple images ha@rud@ conjunctions and fewer than 4
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objects. Importantly, the complexity of the imagid not alter significantly when simple
scenes were converted into simple scrambled imagg€omplex scenes were converted into
complex scrambled images. Before commencing dataction, pilot testing endorsed our
complexity classification in that simple images &gudged to be visually simpler than the
complex images. The participants in the fMRI stualgo rated scene complexity post-
scanning in a very similar manner (Figure 2). Categorisation of complexity was used in

the fMRI analyses.

2.4. Tasks and procedure

Before scanning, participants had a short intrddacand practice session. They were told
that on each trial they would see a pair of imameshe screen. They were instructed to look
carefully at each pair because some of them wolhtvstwo images that were identical
whereas for others, the images would be slightfieint, and that the main question they
would have to answer after viewing each pair wasthér the two images were the same or
different. Participants were further told that & mauld differ in two ways, either in terms of
the colour or the layout, and there would be coegform them about the type of difference
they would encounter in the upcoming trial. P&vaats were then shown an example of a
pair of scene images with one image being sligditfferent in colour. They were alerted to
the fact that the colour change was not specifia teingle object in the image but rather
would affect the whole image. The participants wiren shown an example of a pair of
scene images with one image containing layout mliffees. They were told to focus
specifically on the spatial relationships betweeattdires of the images and that, in the case of
the example, the layout differed subtly betweentitieimages. Participants were then shown
examples of pairs with scrambled images and itexgdained that in some cases, just as with
the scenes, they would be asked to detect eitheurcor layout differences in scrambled

image pairs. It was stressed to the participargsithall cases it was important to follow the
12



cue and only look for colour differences if the ¢ indicated that it was a colour trial, and
only for layout differences if the cue had indichtbat it was a layout trial. Moreover, they
were told they should follow these instructionsareliess of whether the trial involved a pair

of scenes or scrambled images.

To help focus on the different tasks, pairs of ismgere also surrounded by an orange frame
for colour trials or a blue frame for layout trialsnportantly, we counterbalanced target
images (pairs of images that were identical) acpess$icipants, so that for any one image
pair, 12 participants looked for colour differenaesd 8 for layout differences. Participants
were further instructed to indicate with a butteags after each pair whether they thought the
pair had been the same (key 1) or different (keyL8ytly, participants were informed that
occasionally a fixation cross would appear on ttreen and they were asked to empty their
minds from any images and instead to count fromanmveards until the next cue appeared on

the screen (the low-level baseline condition).

Following these instructions, participants compdetepractice session on a computer. There
were 2 blocks with 13 trials each and involved stinthat were not used in the experiment
proper. The experiment was run using Cogent 208§lare 125 (Wellcome Centre for Human
Neuroimaging, UCL, London, UK). Each trial startedth the cue (either “Colour” or
“Layout”) being displayed for 1.5 sec. Next, a pairimages was presented for 5 sec after
which the decision question “Same (1) or (3) Déf&’ appeared on the screen. Participants
then responded in a self-paced manner (up to aimamiof 2 sec) by pressing the first button
on the MRI button box if they thought the curreairpvas identical, and the third button if
they thought the pair was different. After eachltof the practice session, the experimenter

would give verbal feedback and if there were angtakies, the experimenter would bring up
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the relevant image pair on the computer screemaafter completion of the practice session

for closer inspection.

After the practice session, participants were geinuthe scanner, and the main experiment
began. The experiment proper was completed in lidacks with 80 trials each. The trials
were presented in pseudo-randomised order so thanhare than two trials of the same
condition were presented consecutively. The timioighe main experiment were identical to
the practice session (Fig. 1). Completion of thecpce and main experiment took

approximately 120 minutes.

2.5.Eye-tracking during fMRI scanning

To examine whether and how patterns of eye movesngmnged depending on the image
type, task or image complexity, we acquired eyekiray data during the fMRI experiment.
We used an MRI compatible Eyelink 1000 Plus (SReResh) eye-tracker during scanning
and the Eyelink Data Viewer (SR Research) to exaniiration durations and fixation
counts. We used the built-in online data parsethef Eyelink software whereby fixation
duration was parsed automatically with fixationgeeding 100ms. The right eye was used
for a 9-point grid calibration, recording and arsgly. During the visual exploration of the

image pairs, we recorded x and y coordinates dbations at a sampling rate of 2000Hz.

2.6.MR image acquisition

Structural and functional MRI data were acquiredngisa 3T Magnetom Trio scanner
(Siemens Healthcare, Erlangen, Germany). The shalcimages were collected using a T1-
weighted fast low angle shot (FLASH) sequence Withm isotropic resolution (Weiskopf et

al., 2013). Functional T2*-weighted images wereuairagl over four sessions each lasting ~15

14



minutes. The sequence was optimised to minimiseasiglropout in the ventromedial

prefrontal cortex (vmPFC) and medial temporal lobsisg a slice tilt of -30 degree and a z-
shim of -0.4 (Weiskopf et al., 2006). The volume WRs 3.36 sec, with a TE of 30 ms and
echo spacing of 0.5 ms. Per volume, 48 slices wetkected in transverse orientation,
resulting in a matrix size of 64 x74 and a 3 mntriuc voxel size. Following the first

functional session, we also acquired a fieldma whe following parameters: short TE=10
ms, long TE=12.46 ms, polarity of phase-encodesblip, applied Jacobian modulation=no,

total EPI readout time=37 ms, in an ascending slider.

2.7.Post-scan surprise memory test and complexity ratings

After the scan, participants underwent a surprisemory test. In addition, we asked
participants to rate the complexity of each imagsual complexity was explained to the
participants as the level of detailedness or iatycof an image, and an example scale of
simple and complex scenes and scrambled imagepnvagsled. On a computer screen, one
at a time, they saw the 320 images (scenes anthBlad) from the fMRI experiment plus
160 lures (40 simple scenes, 40 complex scenesimple scrambled, and 40 complex
scrambled images). On each trial, participantsaeded in a self-paced manner but with a
maximum of 5 sec response time to each of threstigms: 1. Recognition memory: “(1)
Old or (3) New”; 2. Confidence: “1=very sure, 2=somhat sure, and 3=not at all sure”; and
3. Complexity: “(1) very simple, (2) simple, (3) ddale simple, (4) middle complex, (5)

complex, (6) very complex”.

2.8.Strategies
In a debriefing session, we asked participantegridbe what strategies they had used during

the experiment to search for colour or layout dédfeces in simple and complex, scene and
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scrambled images. We also asked whether partidpgeat seen any of the images before, but

none had.

2.9.Data analysis

2.9.1.Behavioural

Behavioural data collected during the fMRI scan daodng the post-scan memory test were
assessed using separate 2x2x2 repeated measulgssaofivariance (3way-RM-ANOVA)
with factor 1 being the image type with two levédsenes, scrambled images), factor 2 being
the task (colour, layout), and factor 3 being imagenplexity with two levels (simple,
complex). Where 3way-RM-ANOVAs yielded significaeffects (at p<0.05), we report the
main and interaction effects. We examined significaffects further using Sidak’s multiple

comparisons test and report significant resulps<0.05.

2.9.2.MRI pre-processing

All MRI pre-processing was performed using SPM1ga{Stical Parametric Mapping 12;
Wellcome Centre for Human Neuroimaging, London, UKhe anatomical images were
segmented into grey matter, white matter and CSpsnaad normalized to the Montreal
Neurological Institute (MNI) template. The firstv@ functional images were discarded to
allow for signal equilibrium. Functional data weten realigned and unwarped (including
distortion correction with fieldmaps) and coregiste to the anatomical image. Forward
deformation fields from the anatomical image wdrent used to normalise the functional
images into MNI space. Finally, functional imagesrg&vsmoothed with an 8x8x8mm kernel

FWHM.

2.9.3.Partial least squares (PLS) analyses
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We used PLS to analyse the fMRI data. This is atiwaulate, correlational technique that
allowed us to examine associations between braivitgcand the experimental conditions in
two ways — in a contrast free, data driven manaed also using pre-specified contrasts
(Krishnan et al., 2011; Mcintosh et al., 2004; Mobh and Lobaugh, 2004). Detailed
descriptions of PLS can be found elsewhere (Krishaetal., 2011). In brief, PLS uses
singular value decomposition to extract rankednliatariables (LVs) from the covariance
matrix of brain activity and conditions in a datavdn manner. These LVs express patterns of
brain activity associated with each condition. iStatal significance of the LVs was assessed
using permutation testing. In this procedure, gaaticipant’s data was randomly reassigned
(without replacement) to different experimental ditions, and a null distribution was
derived from 500 permutated solutions. We consildt®¥ as significant if p < 0.05.
Furthermore, we assessed the reliability of eackelvthat contributed to a specific LV’s
activity pattern using a bootstrapped estimationhef standard error (bootstrap ratio, BSR).
For each bootstrapped solution (100 in total), ip@dnts were sampled randomly with
replacement and a new analysis was performed.drtdrent study, we considered clusters
of 50 or more voxels with BSRs greater than 2 (apipnately equal to a p < 0.05) to
represent reliable patterns of activation. Of néteS uses two re-sampling techniques that
(1) scramble the data of each participant’'s coodgiso that small but reliable differences
between true experimental conditions can be dete@ed (2) exclude whole datasets of
participants, so that outliers who may drive sigaimt effects can be detected. Therefore,

even with the current sample size (n=20), we hawvdidence in the robustness of the results.

In a first pass, we used a mean-centred versidtiL8ffor block fMRI data which maximises
the correlation between brain data and experimeotaditions in a data driven way.
Importantly, this approach allowed us to examire fiR| data without specifying a priori

contrasts.
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In a second pass, we used the non-rotated versi®L® for block fMRI data to specify
contrasts that would test our hypotheses. Whilgethie the potential to examine many
different contrasts with this data set, we restdobur multiple comparisons to three contrast-
driven PLS analyses that corresponded to our tlessarch questions: 1. Is the hippocampus
specifically engaged in scene processing? To lestwe contrasted brain activity correlated
with all scene trials (regardless of task and cexip)) versus all scrambled images
(regardless of task and complexity). 2. If the loipgmpus is specifically engaged in scene
processing, does the task matter? Here, we coedrasimple and complex scene colour
versus simple and complex scene layout. 3. If tippdtampus is specifically engaged in
scene processing, does the complexity of the scevadi®r? Here, we contrasted all simple
scenes versus complex scenes (regardless of tkp Tas account for the multiple PLS
analyses, we corrected the p-value of the LV’s gidBonferroni’s multiple comparison

correction for four LV’s, resulting in a statisticdareshold of p<0.017.

2.9.4.Signal intensity extraction

In order to assist the reader with appreciating specific contributions of a given brain

region across all analyses and conditions, we ebelasignal intensities from a number of
brain regions that are typically associated withngcprocessing, including anterior (MNI -32
-2 -22) and posterior (-28 -36 4) hippocampus, VERE 50 -22), and occipito-temporal

cortex (-6 -92 -4). Additional signal intensitiesuperior parietal lobule, parahippocampal
gyrus and fusiform gyrus) can be found in the Semg@ntary Material (Fig. S1). The

coordinates were chosen based on the highest traptraitios within these regions from the
contrast driven PLS #1 (i.e., scenes versus scemiphages). Signal extraction for each
condition for each participant was performed witthie PLS toolbox using a sphere around

the MNI coordinates of 3 adjacent voxels. Signdemsities in PLS can be positive and
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negative dependent on the averaged signal inteofdif the fMRI data, and do not represent
percent signal change associated with experimeotaditions. Therefore, these values do not

reflect fMRI activation or deactivation comparedatbaseline.

3. Results

3.1.I1n-scanner behavioural measures

In general, participants performed the in-scanask {same or different) with high accuracy
(mean of the corrected hit rate over all condite8®6, SD=8.8, see Table 1 for more
details). The 3way-RM-ANOVA vyielded a significant am effect of complexity
(F(1,152)=16.5, p=0.001), as well as interactiofeaf of image type and complexity
(F(1,152)=9.1, p=0.007), and an interaction effetttask and complexity (F(1,152)=6.5,
p=0.02). However, the three way interaction betweaige type, task, and complexity was
not significant (F(1,152)=0.2, p=0.64). Post hoatistics revealed that these effects were
driven by a lower accuracy for simple scenes tlmanpdex scenes during the colour detection
task (t(152)=3.5, p=0.005). Importantly, there was main effect of task (F(1,152)=1.4,
p=0.71), nor was there an image type by task iotiema (F(1,152)=3.6, p=0.07), indicating
that there were no systematic differences in behmal performance that would impact the
interpretation of the fMRI data regarding our reshaguestions. We also examined reaction
times and found that there were no significant edéhces across conditions (all

F’s(1,152)<2.6, p's>0.11).

3.2.1n-scanner eye-tracking
Next, we examined eye-movements while participavdse searching for colour or layout
differences in simple and complex scene and scenibhages. Eye-tracking was not

possible for two participants due to technicalidiffties, so the following analyses are based
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upon data from 18 participants. We focussed ondyetracking measures, fixation duration

and fixation counts (see Table 1 for more details).

3.2.1.Fixation duration

The 3way-RM-ANOVA yielded a significant main effest task (F(1,136)=7.1, p=0.02) and

of complexity (F(1,136)=23.0, p=0.001). Post hocalgses revealed that in general
participants spent longer fixating during the celthan during the layout conditions (simple
scrambled colour versus simple scrambled layoti#)#4.1, p<0.02; complex scene colour
versus complex scene layout: t(17)=4.5, p=0.01d,@nsimple compared to complex images
(simple scene colour versus complex scene coldi)+4.0, p<0.02; simple scrambled

colour versus complex scrambled colour: t(17)=g8<0.02).

3.2.2.Fixation counts

We observed a different pattern for fixation courtere, the 3way-RM-ANOVA vyielded
significant main effects for all three factors, meatype (F(1,136)=53.5, p=0.001), task
(F(1,136)=27.7, p=0.001), and complexity (F(1,1328)#6, p=0.001). In addition, we found an
interaction effect of image type and complexityl(E@6)=16.9, p=0.001). Post hoc analyses
revealed that searching images for layout diffeesnesulted in more fixation counts than
searching images for colour differences (simpleammtied colour versus simple scrambled
layout: t(17)=4.2, p=0.01; complex scrambled colm@rsus complex scrambled layout:
t(17)=4.3, p=0.002). This effect was more pronodné& scenes than scrambled images
(simple scrambled colour versus simple scene cot@lir)=4.7, p=0.003; complex scrambled
colour versus complex scene colour: t(17)=9.6, @301; complex scrambled layout versus

complex scene layout: t(17)=6.9, p=0.0001), andenpvonounced for complex compared to
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simple scenes (simple scene colour versus comglexescolour: t(17)=4.0, p=0.01; simple
scene layout versus complex scene layout: t(17)948.007). Overall, these results indicate

that participants had more fixation counts durimg ¢complex scene layout condition.

3.3. Post-scan surprise memory test and complexity ratings

3.3.1.Memory accuracy

Due to the large number of different images andstim@t encoding time, recognition memory
was, unsurprisingly, poor and barely exceeded ahéavel (mean over all conditions=60.7,
SD=17.9, see Table 2 for further details). The 3WdM-ANOVA across all conditions
yielded a significant main effect of complexity {F-@152)=19.0, p=0.001) and an interaction
effect of image type and complexity (F(1, 152)=2540.001). Simple scrambled images for
both colour (t(17)=4.7, p=0.004) and layout (t(15% p=0.001) tasks were less well
remembered than the complex scrambled images tordmour and layout conditions. This
result did not come as a surprise since simplenduled images were particularly featureless.
Importantly, there was no main effect of task (E$2)=0.4, p=0.52), indicating that there
were no systematic differences in encoding sucdoesseen the colour and layout conditions
that could have impacted the interpretation of tkiRl data in relation to our research

questions.

3.3.2.Memory confidence ratings

In general, participants were not confident abobetlver or not they had seen a particular
image in the scanner, showing that they had insigbttheir poor memory performance on

the surprise memory test (mean over all conditi@3=SD=0.5, see Table 2 for further

details). The 3way-RM-ANOVA across all conditionlged a main effect of image type

(F(1,152)=17.7, p<0.001), with participants, unsisipgly, less confident about their

memory judgements for scrambled images comparescémes (simple scrambled colour
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versus simple scene colour: t(17)=3.2, p=0.02; demgcrambled colour versus complex
scene colour: t(17)=3.4, p=0.01; complex scramb#geut versus complex scene layout:

t(17)=3.6, p=0.005).

3.3.3.Complexity ratings

To examine whether participants’ ratings of comfilefshown in Fig. 2) accorded with our
designations, we calculated the mean complexitpgdbr each of our designated conditions
but now based on the participants’ ratings, andredtthese into a 3way-RM-ANOVA. This
yielded a significant main effect of complexity {F152)=428.8, p<0.0001). Post hoc analyses
revealed significant differences between all simguhel complex stimuli (simple scrambled
colour versus complex scrambled colour: t(17)=196).0001; simple scene colour versus
complex scene colour: t(17)=9.1, p<0.0001; simpteambled layout versus complex
scrambled layout: t(17)=12.1, p<0.0001; simple sckyout versus complex scene layout:
t(17)=9.7, p<0.0001). Therefore, the participanasings accorded well with our classification

of complexity which was mirrored across image typed task.

3.4.Strategies

Also after scanning, we asked participants abow tieey had decided whether two images
were the same or different. Generally, participaaprted different strategies for colour and
layout conditions, but did not report different adégies based on the image type or

complexity.

For the colour task, participants indicated thaytmostly focused on selected parts of the
images without paying much attention to the contdrthe image. For example, they would
compare corners, brightly lit or especially darlea between the images. Participants

indicated that they followed this strategy whetkie® images were simple or complex, or
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scenes or scrambled images. In contrast, for §ymutatask, participants reported examining
and mentally constructing the spatial relationskijikin one image and then comparing these
relationships to the second image. Again, partitipadescribed the same constructive
strategy for simple and complex images, and fones@nd scrambled images. The strategies

of each participant are summarised in the SuppléangMaterial (Table S1).

3.5.Data driven mean-centred PLS

The fMRI data driven PLS included all eight conmliis of interest and revealed three
significant LV’s (Fig. 3). As noted previously, thapproach allowed us to examine the fMRI
data without specifying a priori contrasts, enaiplirs to explore the dominant patterns of

activity in the brain elicited by the tasks. Belox unpack each LV in turn.

3.5.1. LV1 - scene construction

The first significant LV (LV1, p<0.0001, explainirigd% of the variance, Fig. 3A, see Table
S2 for all the brain regions that were engaged et MNI coordinates), identified a
contrast between the two conditions that we arguéeght be most dependent upon scene
construction (i.e., simple scene layout and comgleane layout) and the other conditions.
The correlated brain pattern yielded widespreadvattdn of brain regions which are
typically engaged during the construction of scenagery, such as bilateral anterior medial
hippocampus, parahippocampal gyrus, fusiform gymwrsPFC, bilateral precuneus and
inferior parietal lobules as well as occipital ¢oes. Together, this finding suggests that
constructing internal models of scene layouts d®m@inant cognitive process associated with

a distributed brain activation pattern.

3.5.2. LV2 — main effect of complexity
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The second significant LV (LV2, p<0.0001, explagita5% of the variance, Fig. 3B, see
Table S3 for all the brain regions that were endayed their MNI coordinates) reflected the
main effect of complexity. Interestingly, we foudis$tinct patterns associated with simple and
complex images. While simple images seemed to engage medial posterior brain regions
(e.g., medial occipital cortices), complex imagegaged more lateral posterior brain regions
(e.g., lateral occipital, temporal and parietatices). An exception to this rule was the medial
subgenual vmPFC which was more activate for compl@an simple images. Of note,
hippocampal activity was not modulated by image glexity. Overall, this LV suggests that
complexity as a general image feature engages yn@sisterior visual brain regions.
Nevertheless, one has to interpret this result wéhtion since this main effect reflects a
combination of multiple, very different conditionB1 our follow-up contrast driven PLS
analyses, we specified more tailored contrastsxaméne the effect of stimulus-specific

complexity.

3.5.3. LV3 — scene perception

The third significant LV (LV3, p<0.02, explaining% of the variance, Fig. 3C, see Table S4
for the relevant brain regions and their MNI coasdes) identified a contrast between
conditions that we argued mostly depend upon speraeption (i.e., simple scene colour and
complex scene colour) and the search for layoterdihces in scrambled images (i.e., simple
scrambled layout and complex scrambled layout). |8/Bearching scrambled images for
layout differences involved mainly lateral temporphrietal and dorsomedial prefrontal

cortices, the associated brain pattern for exargisgenes for colour differences involved the
posterior hippocampi, as well as several brainomgialong the ventral visual pathway, such
as the fusiform gyrus, parahippocampal gyrus amditiferior temporal gyrus. Of note, a

number of regions previously found to be associat@d scene construction, such as the

anterior medial hippocampi and the vmPFC, wererglfse this brain activity pattern. Again,
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this LV resulted from a data driven method, heineeibterpretation of contrasting conditions
involving the search for colour differences in s®nagainst scrambled layout is not
immediately clear. Therefore, in a second passsamelucted non-rotated PLS analyses where
conditions that involved searching scenes for aolou layout differences were directly

contrasted.

3.6.Contrast driven non-rotated PLS

We had three specific research questions which ogasked on in the analyses described
below: 1. Is the hippocampus specifically engagesicene processing in this experiment?; 2.
If hippocampal engagement is specific to scene gasing, does the task (i.e., colour or
layout) matter?; and 3. If the hippocampus is rasp@ during scene processing, does the

complexity of the scenes matter?

3.6.1. Contrast driven PLS #1.: Is the hippocampeHically engaged in scene processing?
To answer this question, we contrasted all fourdd@mns involving scene processing (simple
scene colour, complex scene colour, simple sceymtaand complex scene layout) against
the other four conditions of scrambled images (#&ngerambled colour, complex scrambled
colour, simple scrambled layout, and complex sctathdayout). The PLS revealed a
significant LV (p<0.0001, Fig. 4A, see Table S5 fioe relevant brain regions and their MNI
coordinates) separating all scene conditions frdinsa@ambled conditions. Confirming our
hypotheses, the brain pattern associated with sgereessing included bilateral hippocampi
(both anterior and posterior segments), as wethasusual ventral visual brain regions that
are typically associated with scene processingdtiition, the subgenual vmPFC also showed
greater activation during scene processing thantiferscrambled conditions. In contrast,
processing of scrambled images was associatedanitiich more restricted pattern of brain

activity that included engagement of the precurssukthe anterior cingulate cortex.
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3.6.2. Contrast driven PLS #2: If the hippocampss specifically engaged in scene
processing, does the task matter?

Given that in the first contrast we identified geFahippocampal involvement in scene
processing compared to scrambled images, we nketlaghether the brain activity patterns,
including hippocampal engagement, was specifiotalitions that most likely involve scene
construction. We, therefore, contrasted condititha involved searching scenes for layout
differences (simple scene layout and complex staymit) against those involving the search
for colour differences in scenes (simple scenewodmd complex scene colour), which most
likely involved scene perception. The resulting k¥as highly significant (p<0.0001, all
conditions contributing, Fig. 4B, see Table S6 ddirrelevant brain regions and their MNI
coordinates). The hippocampus was among the angmged during both scene construction
and scene perception. Interestingly, there wasear alissociation between its anterior and
posterior segments in terms of their responsivetetise different types of scene processing.
Whereas searching for colour differences engaged pibsterior hippocampus, searching
scenes for layout differences engaged bilateraremthippocampus. Furthermore, while the
scene colour conditions engaged the precuneus mgdlaa gyrus, as well as anterior
cingulate cortex, the scene layout conditions vessociated with several brain regions along
the ventral visual pathway and superior parietialle. In addition, the subgenual vmPFC was

also more activated during the scene layout congig@arecene colour conditions.

3.6.3. Contrast driven PLS #3: If the hippocampss specifically engaged in scene
processing, does the complexity of the scenesnatte

Here, we contrasted simple (simple scene coloursamghle scene layout) versus complex
scenes (complex scene colour and complex scenat)aytowever, this PLS analysis did not

reveal a significant LV (p=0.06 with the Bonferramit-off being p<0.017).
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3.6.4. Regional signal intensities

We extracted signal intensities from several of lin@in which had the highest bootstrap
ratios in the contrast driven PLS #1 analyses. résalting graphs merely illustrate what has
already been detected by the PLS pattern and dooffiet any new information per se,

however, they do provide a convenient overview led fctivity patterns across all eight
experimental conditions. Activity in vmPFC (x y 2:50 -22) had a multifaceted pattern,
reflecting a preference for scenes, especially esdagout conditions, whilst also keeping
track of the visual complexity of all stimuli. Tlaaterior (-32 -2 -22) and posterior (-28 -36 4)
hippocampus had distinct patterns of activity thhagre more clear-cut, with the former
engaged by conditions tapping into scene constnuctind the latter by conditions tapping
into scene perception. Activity within the occiptemporal cortex (-6 -92 -4) reflected

predominantly visual complexity. Additional signadtensities (superior parietal lobule,

parahippocampal gyrus and fusiform gyrus) can biedan the Supplementary Material (Fig.

s1).

4. Discussion

In this study we sought to deepen our understanafilnjppocampal processing by addressing
three questions: 1. Is the hippocampus recruitedipally during scene processing? 2. If the
hippocampus is active in response to scenes, tedssk, and the cognitive process it likely
engages, influence its activation? 3. If the hggopus is upregulated during scene
processing, does the complexity of the scenestatteresponse? We found that, compared to

phase-scrambled versions of the scenes, the hipypasawas more responsive to scene
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stimuli. Moreover, there was a clear distinctionténms of which parts of the hippocampus
were engaged, with conditions that likely relatestmene perception associated with the
posterior hippocampus and conditions that tendefgedd on scene construction involving the
anterior hippocampus. The complexity of the scahidsnot influence hippocampal activity.

We discuss each of these results in turn.

4.1.The hippocampus is upregulated during scene processing

The hippocampi (anterior and posterior segmentsie waore activated for scenes than
scrambled images. This echoes previous work usimpli§ied representations of scenes and
non-scene arrays which also showed preferentiadgargent of the hippocampus for scenes
(Dalton et al., 2018; Monk, Dalton, Banes, & Magui2020), in that case also controlling for
semantic elements. Our findings align in particsaih accounts of hippocampal function
that propose the hippocampus is especially atttmedene processing (Hassabis & Maguire,
2007; Maguire & Mullally, 2013). We acknowledge thias challenging to devise non-scene
stimuli for comparison with naturalistic scenes.réjeve contrasted the scenes with images
that were phase-scrambled versions of the samescttus preserving the spatial frequency
and colours. The scenes and scrambled stimuli va¢ee comparably by participants in terms
of the various levels of complexity. There was naimmeffect of image type for the
same/different judgements during scanning, or ie eyvement fixation duration. The
pattern of memory performance in the surprise poat: test was similar, in particular for
complex scenes and complex scrambled stimuli. blere the strategies participants
reported using during the tasks did not differ dsirection of stimulus type. Nevertheless,

despite all of these similarities, the hippocamywas engaged preferentially for scenes.

It is perhaps not surprising that scenes are pdatly stimulating for the hippocampus, as

they mirror how people experience and perceivewbdd. In addition, scenes are a highly
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efficient means of packaging information. Clarkakt(2019) recently reported that the ability
to construct scene imagery explained the relatipsshetween episodic memory, imagining
the future and spatial navigation task performafdes prominence of scenes was further
emphasised in another study involving the same Eamnere the explicit strategies people
used to perform episodic memory recall, future kimg and spatial navigation tasks was
assessed (Clark, Monk, & Maguire, 2020). In eacbecdhe use of scene visual imagery
strategies was significantly higher than for alet types of strategies (see also Andrews-
Hanna, Reidler, Sepulcre, Poulin, & Buckner, 200)e apparent utility and prevalence of
scene processing has led to the suggestion thae soeagery may be the currency of

cognition (Maguire & Mullally, 2013).

4.2 A hippocampal distinction between scene perception and scene construction

Given that scenes activated the hippocampus mame $sicrambled versions of the same
scenes, we next considered whether the task, aedtbpsion the cognitive process that was
likely being engaged, influenced hippocampal rdorant. As outlined previously, the
conditions that involved searching images for ldaydifferences were held to tap into
constructive cognitive processes, while examinimgagdes for colour differences involved
perceptual processes. The scene construction emcegiion tasks were well-matched in a
number of respects. Importantly, we counterbalanosahes across participants so that all
analyses dissociating perception and constructimtgsses were conducted on the same
images. The accuracy during scanning where paatitgocorrectly identified pairs of images
as being identical did not differ between coloud dayout trials. In addition, recognition
memory assessed during a surprise memory task sfeaming was similar for both tasks,
indicating that there was no disparity in terms in€idental encoding. Despite these
similarities, there were differences in the hippupal response to perception and

construction.
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A striking result of the data driven mean centradS LV1) was a clear anterior medial

hippocampus preference for the two conditions thoug weigh most heavily on scene
construction, namely the tasks involving the preoesof simple and complex scene layouts.
This finding accords with the numerous previousorepassociating scene construction with
the anterior hippocampus (reviewed in Zeidman & Meg 2016; see also Zeidman et al.,
2015a,b; Dalton et al., 2018; Dalton & Maguire, 2D1By contrast, another data driven LV,
this time involving the posterior hippocampus, vaasociated with conditions relating to the
perception of scenes, simple and complex, with videmce of the anterior hippocampus in
this brain pattern. A direct contrast between tbens layout and scene colour conditions
confirmed that the two processes involved differbiipocampal segments, anterior and
posterior respectively. These findings are in linéh research stressing functional

dissociations along the anterior-posterior axishef hippocampus during scene construction
and scene perception (e.g., Zeidman et al., 202&aman and Maguire, 2016), and more
generally (Poppenk, Evensmoen, Moscovitch, & Nad#)13; Sekeres, Winocur, &

Moscovitch, 2018; Strange, Witter, Lein, & Mose0,12).

The medial hippocampus is well suited to scene<baegnition given its anatomical (Dalton
& Maguire, 2017) and functional (Dalton et al., 2&lb) connectivity with regions in the
parieto-medial temporal pathway. While the resoluf the current fMRI data do not permit
hippocampal subfield analyses, it is important ¢krn@wledge that subfields might further
differentiate between perceptual and constructreegsses, as well as scenes and other types
of stimuli. For example, recent high-resolution fM&Rudies indicate that the anterior medial
portion of the subiculum or pre-/parasubiculum nieey specifically engaged during scene
construction (Zeidman et al., 2015b; Hodgetts gt24117; Dalton et al., 2018). In contrast,

several previous fMRI studies showed that postérijgpocampal activity was associated with
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tasks involving perceptual discrimination betweésuglly similar scenes (Aly et al., 2013;
Barense et al., 2010; Lee, Buckley, et al., 200&¢,LBussey, et al., 2005). The posterior
hippocampus has strong anatomical and functionahections with the ventral visual stream
and early visual cortices (Chadwick, Mullally, & epare, 2013; Kahn, Andrews-Hanna,
Vincent, Snyder, & Buckner, 2008). Therefore, ityntee that the posterior hippocampus is
involved in guiding ongoing scene perception wiiie anterior hippocampus supports online

construction into a coherent mental model of thédvo

Interestingly, eye-tracking data recorded duringnsing revealed a difference between the
colour and layout tasks. Whereas the colour camtstiwere associated with longer fixation
durations, the layout conditions had more fixatcmunts. This effect was most pronounced
during processing of scenes, especially compleresceThese results generally align with
extant studies linking rapid visual sampling to tteastruction of mental events (El Haj &
Lenoble, 2017; Hannula & Ranganath, 2009; Liu, Siasen, & Ryan, 2017). Of note, since
there were no recognition memory differences betweaour and layout trials, our eye-
tracking results speak against a proposal thatoexfary visual sampling is purely memory-
guided (Voss, Bridge, Cohen, & Walker, 2017). Rgtber findings seem to indicate that the
pattern of eye-movements relates to an interadiietiveen the dominant cognitive process
and the image type (naturalistic versus scramlaeshplex versus simple) during a particular

task.

We also asked participants directly about theirnttbge strategies during the colour and
layout tasks. All participants reported distincgodive approaches to searching image pairs
for colour versus layout differences. They indidatieat they mostly focused on selected parts
of the images without paying much attention to ¢batent of the image during colour trials.

For example, they would compare corners, brightlpil especially dark areas between the
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images. In contrast, for the layout task, partiotpareported examining and mentally
constructing the spatial relationships within omage and then comparing these relationships
to the second image, also without paying much atterto the content of the scenes. As
already noted, the images in the scene (and sceainlobnditions were counterbalanced
across participants, such that half the particppasgarched a specific scene for colour
differences and the other half of the participaséarched the same scene for layout
differences. Hence, the same scene content (andns€nmeaning) was present in both
conditions, and so is unlikely to explain our résufFurthermore, we have recently shown that
while patients with hippocampal damage have difficudetecting spatial-constructive
impossibilities in scenes (e.g., an endless stae); they did not have any problem detecting
semantic impossibilities in scenes (e.g., an elepWih butterfly ears, see McCormick et al.,

2017).

Overall, therefore, our results suggest that batgnitive processes, scene perception and
scene construction, engaged the hippocampus, lihtleng-axis differences in the portion
most involved. The next question we addressed weether or not the complexity of scenes

affected hippocampal recruitment.

4.3.No effect of scene complexity on hippocampal engagement

In the current study, we operationalised visual glexity in terms of the amount of detail or
intricacy of an image (Snodgrass & Vanderwart, 1988 also Donderi, 2006), and the
participants showed high agreement with our desigms of simple, middle and complex
images. A number of current hippocampal theorigguarthat visual complexity (or the
number of associations or conjunctions), is an irngm driver of hippocampal activity
(Eichenbaum & Cohen, 2014; Lee et al., 2012; Yoraalj 2013). Thus, more complex images

should evoke greater hippocampal response compaaohpler images. This is in contrast to
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another perspective that suggests a primary fumctiadhe hippocampus is to construct scene
imagery, irrespective of whether the scenes areglsiror complex (Hassabis & Maguire,
2007; Maguire & Mullally, 2013). Complexity mightise be relevant for another issue,
namely the assertion by Poppenk, Evensmoen, Masto\d: Nadel (2013; see also Brunec
et al., 2018) that representations in the hippoemmgry from fine to coarse grained in a
posterior to anterior direction. This leads to phediction that complex scenes should engage

the posterior hippocampus.

However, the data driven and contrast driven aealghowed that hippocampal activity was
not influenced by scene complexity. Moreover, tbgritive strategies used by participants
did not differ for simple and complex scenes. ladiecomplexity as a general image feature
engaged mostly posterior visual brain regions. 3ingple and complex scenes in this study
differed vastly in terms of their complexity, anol we believe they offered a credible test of
the effect of complexity in terms of naturalistmeses. Our finding accords with the view that
the hippocampus processes scenes regardless ohewhittey are simple or complex
(Hassabis & Maguire, 2007; Maguire & Mullally, 2013How perspectives advocating
complexity as a key feature of hippocampal procesge.g., Lee et al., 2012; Yonelinas,
2013), or the view that specifically fine grainedd., complex) representations would engage
posterior hippocampus (Poppenk, Evensmoen, Mostgv& Nadel, 2013; Brunec et al.,
2018), which they did not, can account for our Itssis unclear. It may be that such theories
need to define notions of complexity more preciséty stipulate the specific processes or
features of real-world perception and mental regtgions that might be subject to this
purported effect. Certainly we can conclude frdme turrent study that the number of
objects, associations and conjunctions in natdi@lscenes did not influence hippocampal

engagement.
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4.4.Beyond the hippocampus

The focus of the current study was the hippocamiesertheless, our analyses revealed that
the hippocampus was part of a wider set of activai@in areas, including many that have
been previously implicated in scene and event [@ng, such as the parahippocampal and
fusiform gyri, and parietal cortex. Among theseaaréghe vmPFC had perhaps the most
interesting profile. While it was recruited to agter extent during layout compared to colour
conditions, it also seemed to be more responsivecémes than scrambled images and to
complex than simple stimuli. We speculate that thult might suggest that the vmPFC is a
hierarchically superordinate structure that keepskt of scene processing (for a related idea
see Robin & Moscovitch, 2017; Sekeres et al., 20l8¥act, we have suggested that the
vmPFC may initiate scene construction processekearhippocampus (Ciaramelli, De Luca,
Monk, McCormick, & Maguire, 2019; McCormick, Ciarath, De Luca, & Maguire, 2018;
see also De Luca, McCormick, Mullally, Intraub, Miag, & Ciaramelli, 2018; De Luca,
McCormick, Ciaramelli, & Maguire, 2019). In suppormf this proposal, recent
magnetoencephalography studies have found vmPRGtagrreceded and then drove that of
the hippocampus during both scene imagination ¢BaBarnes, Clark, & Maguire, 2019;
Monk, Dalton, Barnes, & Maguire, 2020) and the Hecd autobiographical memories

(McCormick et al., 2020).

4.5.Conclusions

In this study we sought to probe hippocampal fumctby manipulating three factors. We
found evidence that the hippocampus was engagedabyralistic scenes compared to
scrambled images. Furthermore the posterior hipppoa was activated to a greater extent
during tasks relating to scene perception and tieriar hippocampus during tasks associated
with scene construction, regardless of the complenfi scenes. In-scanner task performance

and incidental encoding could not explain thesdifigs. Overall, these results seem to fit
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best with the view that the hippocampus may benattuto processing scenes, be they simple
or complex (Hassabis & Maguire, 2007; Maguire & My, 2013). This conclusion could
be investigated further in future studies by teptpatients with bilateral hippocampal
damage, whereby the prediction would be that theyulsl be impaired on tasks involving

scenes, be they simple or complex, but unimpairetasks involving scrambled stimuli.
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Fig 1 - Image manipulations and experimental designiThe upper panel illustrates the main
image manipulations that were made in order toterd@e catch trials for the colour and
layout conditions. The middle panel shows examgkns and scrambled stimuli. Simple
scenes had only a few details whereas complex sceaé many details. The scrambled
versions of these scenes led to simple scrambléccamplex scrambled images. The lower
panels illustrate example trials, first where tlagtigipant received a cue (orange background)
for 1.5sec indicating that, on this trial, they gslibsearch the upcoming image pair for a
colour difference. After the cue, the image paiswl&played for 5 sec, after which there was
up to 2 sec in which to make a decision. Below thian example of a layout trial. There are
no differences between the images in either ofelee@mples. The images shown here are
free to use and were obtained from:
www.stock.adobe.com/uk/search/free; www.unsplash;s@ww.mydailymagazine.com;

www.littleguidedetroit.com.

Fig 2 - Participants’ stimulus complexity ratings. The means and standard errors of the
complexity ratings made by the participants (1=vengple to 6= very complex) are shown

for all conditions. Sim=simple, mid=middle, com=cplex.

Fig 3 - Summary of the significant latent variables(LVs) detected by the data driven
PLS. Bar graphs depict means and confidence intervaisafioconditions. Sim=simple,
com=complex. Activations are displayed on a T1-Wwtg MRI scan (MNI template); L=left,
R=right, BSR=boot strap ratio. (A) LV1 explained %00f the variance. This pattern
contrasted simple and complex scene layout agaihsither conditions, a pattern which
likely reflects scene construction processes. (B2 lexplained 15% of the variance. This
pattern contrasted most simple images against emplages, regardless whether they were
scenes or scrambled images, or whether participsedsched images for colour or layout
differences. (C) LV3 also explained 15% of the amade. This pattern highlighted simple and
complex scene colour, likely reflecting scene pgtioa processes. See also Tables S2-S4 for

full details.

Fig 4 - Brain activity patterns associated with thecontrast driven PLS. Activations are
displayed on a T1-weighted MRI scan (MNI templatsgleft, R=right, BSR=boot strap ratio.
(A) The brain activity pattern associated with sienpnd complex scene colour and layout
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conditions, shown in the upper panel, reflected whedl-established set of brain regions
associated with scene processing including incteasdivity in the vmPFC, bilateral

hippocampus and along the ventral visual streanis Ehin contrast to the brain pattern
associated with simple and complex scrambled cadout layout conditions, shown in the
lower panel, which included lateral and medial @i@li cortices and anterior cingulate cortex.
(B) The brain activity pattern associated with diengand complex scene layout (most likely
depending on scene construction), shown in theruypgueel, included increased activity along
the ventral visual stream, bilateral anterior medigppocampus and vmPFC. The brain
pattern associated with simple and complex scefmucgmost likely depending on scene
perception), shown in the lower panel, included iaednd lateral parietal cortices and
anterior cingulate cortex. In addition, we obserwetteased bilateral posterior hippocampal

activity for the scene colour conditions. See dlables S5-S6 for full details.

Fig 5 - Extracted signal intensities from brain regons associated with scene processing.
Bar graphs depict means and standard errors ditfit conditions for the vmPFC, anterior
and posterior hippocampus and occipito-temporategorSim=simple, com=complex. These
regions were chosen based on the highest bootsttiagn the associated contrast driven PLS
#1 analysis. Of note, signal intensities are comgbdo an arbitrary fMRI baseline, hence
negative values do not necessarily represent de#ioms. Activity in vmPFC had a
multifaceted pattern, reflecting a preference foenes, especially scene layout conditions,
whilst also keeping track of the visual complexatiyall stimuli. The anterior and posterior
hippocampus had distinct patterns of activity thagre more clear-cut, with the former
engaged by conditions associated with scene catising and the latter by conditions
associated with scene perception. Activity withire tvisual cortex reflected predominantly
visual complexity. Additional signal intensitiesuferior parietal lobule, parahippocampal

gyrus and fusiform gyrus) are provided in the Sapmntary Material (Fig. S1).
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Table 1: Summary of in-scanner accuracy and eye-mewent measures.

Image category Accuracy RT Fixation duration Fixation counts

Simple scene colour 83.4 124 0.7 0.1 298.5 60.7 27.7 4.0
Complex scene colour 95.5 57 0.7 0.1 280.9 51.3 29.2 4.3
Simple scrambled colour 89.2 100 0.7 0.2 311.7 75.4 26.4 4.6
Complex scrambled colour 95.6 5.0 0.7 0.1 294.1 72.8 26.2 4.0
Simple scene layout 87.6 123 0.8 0.1 287.1 61.0 28.8 3.9
Complex scene layout 93.2 7.2 0.8 0.2 279.6 72.6 30.8 4.5
Simple scrambled layout 89.4 105 0.7 0.1 289.7 57.9 28.0 4.2
Complex scrambled layout 91.1 7.0 0.8 0.1 278.0 54.6 28.3 3.9

Means are shown for all eight conditions of intenegh standard deviations displayed in a smaltert fand in

italics. In-scanner accuracy of task performancexjgressed as a percentage of corrected hit nadereaction

times (RT) in seconds. Also shown are the meansstaadard deviations for the in-scanner eye-tragkin
fixation duration (in msec) and fixation counts.

Table 2: Summary of post-scan behavioural measures.

Image category Recognition memory Confidence Complexity

Simple scene colour 55.1 17.3 1.7 0.3 2.2 0.4
Complex scene colour 60.3 21.8 1.6 0.3 4.1 0.5
Simple scrambled colour 49.9 14.5 2.2 0.6 2.6 0.5
Complex scrambled colour 72.3 17.2 2.1 0.7 4.2 0.6
Simple scene layout 68.2 20.1 1.7 0.3 2.0 0.4
Complex scene layout 65.5 23.8 1.6 0.3 4.2 0.5
Simple scrambled layout 45.9 16.0 2.1 0.6 2.5 0.4
Complex scrambled layout 68.6 12.9 2.1 0.7 4.2 0.9

Means are shown for all eight conditions of interegh standard deviations displayed in a smalget fand in
italics. Incidental encoding was evaluated usingg@etage of corrected hit rates of recognition megmas well
as confidence ratings (1=very sure to 3=not surallat The means and standard deviations of ppaints’
complexity ratings (1=very simple to 6=very complexe also shown (see also Fig. 2).

43



Subjective complexity ratings

54

Complexity ratings

Sim Mid Com Sim Mid Com Sim Mid Com Sim Mid Com

Scenes  Scrambled Scene  Scrambled
Colour Layout




Brain scores

n
=3
I

(=]
1

n
=]
I

LV1: Scene construction

Scene construction

3
o

Sim C(I>m Silm CclJm
Scenes Scrambled

Colour

Sim Com Sim Com
Scenes Scrambled

Layout

Brain scores

LV2: Visual complexity

L

HH

i

Sim Colam Silm Cé)m
Scenes Scrambled

Colour

Sim Com Sim Com
Scenes Scrambled

Layout

N

Brain scores

LV3: Scene perception

T .
J_ 1

;
TR

Sim Cclam Silm CcIJm
Scenes Scrambled

Colour

Sim Com Sim Com
Scenes Scrambled

Layout




Contrast driven PLS #1

B Contrast driven PLS #2

Scene construction




Ventromedial prefrontal cortex

0.154

0.10

signal intensity

:
iTT iiT

Sim Com Sim Com Sim Com Sim Com
Scenes Scrambled Scenes Scrambled
Colour Layout
Anterior hippocampus
0.20+
2
& 0.15-
c
3
£ 0.10
g
D 0.05- ‘|’ T
(7]
0.00- T T
Sim Com Sim Com Sim Com Sim Com
Scenes Scrambled Scenes Scrambled
Colour Layout
Posterior hippocampus
0.10
2
g 0.05
8 T
£ 0.004
=
_En -0.05- J‘ J_ 1
(7]
0.101— T T T T T T T
Sim Com Sim Com Sim Com Sim Com
Scenes Scrambled Scenes Scrambled
Colour Layout

Visual-perceptual cortex

2

(2]

c

9

£ -

©

5 - L

7

0.8 r T T T r T T T

Sim Com Sim Com Sim Com Sim Com
Scenes Scrambled Scenes Scrambled

Colour Layout




Image manipulations for catch

Origial iage Overlay of global colour filter Manilatediage

Colour

A i[RI
Original image Image cropping
in six equal segments compressing of segments

Example stimuli

*
= e
simple scene simple scrambled complexscene complexscrambled

Trial structure

Colour

(1) Same (3) Different

Layout
(1) Same (3) Different

1.5 sec » 5sec ¥» self-paced (up to 2sec)




