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Abstract 

 

The development of practical Unmanned Surface Vehicles (USVs) are attracting 

increasing attention driven by their assorted military and commercial application 

potential. However, addressing the uncertainties presented in practical navigational 

sensor measurements of an USV in maritime environment remain the main challenge 

of the development. This research aims to develop a multi-sensor data fusion system 

to autonomously provide an USV reliable navigational information on its own 

positions and headings as well as to detect dynamic target ships in the surrounding 

environment in a holistic fashion. A multi-sensor data fusion algorithm based on 

Unscented Kalman Filter (UKF) has been developed to generate more accurate 

estimations of USV’s navigational data considering practical environmental 

disturbances. A novel covariance matching adaptive estimation algorithm has been 

proposed to deal with the issues caused by unknown and varying sensor noise in 

practice to improve system robustness. Certain measures have been designed to 

determine the system reliability numerically, to recover USV trajectory during short 

term sensor signal loss, and to autonomously detect and discard permanently 

malfunctioned sensors, and thereby enabling potential sensor faults tolerance. The 

performance of the algorithms have been assessed by carrying out theoretical 

simulations as well as using experimental data collected from a real-world USV 

projected collaborated with Plymouth University. To increase the degree of 

autonomy of USVs in perceiving surrounding environments, target detection and 

prediction algorithms using an Automatic Identification System (AIS) in conjunction 

with a marine radar have been proposed to provide full detections of multiple 

dynamic targets in a wider coverage range, remedying the narrow detection range 

and sensor uncertainties of the AIS. The detection algorithms have been validated in 

simulations using practical environments with water current effects. The 

performance of developed multi-senor data fusion system in providing reliable 

navigational data and perceiving surrounding environment for USV navigation have 

been comprehensively demonstrated.   
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Impact Statement 

 

USVs have emerged as viable tools for various military and commercial missions. 

However, most of the existing USVs are designed to perform delicate tasks in an 

environment subject to disturbances and uncertainties. Therefore, an effective and 

reliable navigation system is deemed essential to ensure the safe and reliable 

operation of USVs and cope with different mission requirements and varying 

environmental conditions. 

 

Pursing this goal, this research presents a novel sensor system for autonomous USV 

navigation including a set of multi-sensor data fusion algorithms has been developed 

for practical applications focusing on four aspects: on-board navigational sensor 

measurement accuracy, navigation system robustness, sensor reliability as well as 

multiple dynamic targets detection. The system takes the practical environmental 

influence and potential sensor uncertainties into account to improve the practicality 

of proposed multi-sensor data fusion algorithms. The navigation algorithms employ 

Kalman filtering technology to process raw sensor measurements and provide more 

accurate and reliable navigational data for the USV in real-time. The dynamic 

multiple targets detection algorithm ensures the safety of the USV in practical 

operations. 

 

The effectiveness of the developed system has been demonstrated through numerous 

simulations and experiments on a real-world USV (Springer). The results of USV 

estimated trajectories and heading determinations in sections 5.3 and 6.3.3 have been 

demonstrated to improve the overall performance of Springer. Consequently, this 

work has resulted in nine publications in journals and leading conferences 

contributing to the following areas: real-time positioning, sensor signal accuracy, 

sensor reliability and real-time target detection. The outputs have been absorbed by 

Office of Naval Research in conjunction with path planning algorithms developed 

by colleagues in the same research group (Liu et al, 2014; Liu et al, 2015; Song et al, 

2015; Song et al, 2016). This research provides valuable insights on the design of 

autonomous navigation systems, which can inform the research and development for 

new USV applications.  
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Chapter 1. Introduction 
 

 

1.1. Motivation 

The maritime industry is advancing with rapid development of autonomous 

unmanned surface vehicles (USVs), providing benefit in both civilian applications 

and military operations. With a reduced need to deploy human operators on-board, 

USVs offer the advantages of the reduction and elimination of risks to human crew, 

reduced power consumption and lower manufacturing and operating costs. As such, 

USVs exhibit superior performance compared to equivalent sized manned vessels in 

various marine surveillance missions, such as marine monitoring and surveying, 

marine waste detection, mapping bridges and waterside buildings and mining (Han 

et al., 2015; Vasilj et al., 2017). Furthermore, USVs also play a crucial role in 

military applications such as anti-terrorism operations, force protection, and 

electronic warfare (Yan et al., 2010; Embention, 2015). 

 

An increasing research interest in further development of USVs has been witnessed 

worldwide, driven by their capabilities to perform a large range of missions. A 

variety of remotely controlled USVs have been constructed and are in service, such 

as the CEE-USV developed by CEE HydroSystems which is used to conduct mine 

tailings and bathymetry surveys in Arizona, USA (CEE HydroSystems, 2017). In the 

meantime, the research into USVs for autonomous operations is still undergoing 

active development where the key challenge resides in developing an autonomous 

navigation system for USVs. As shown in Figure 1.1, an autonomous navigation 

system, also refers to as the Navigation Guidance and Control (NGC) system, is 

composed of three modules: a data acquisition module (Navigation), a path planning 

module (Guidance), and an advanced control module (Control). First, the data 

acquisition module acquires information pertaining to the USV’s own position, speed 

and heading (obtained using various navigation sensor). It also constructs the 

surrounding operational environment by detecting target ships (TSs). Based on this 

information, the path planning module is then tasked to generate a safe path, usually 

defined by a series of waypoints, for the USV to navigate. Finally, the advanced 
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control module uses the generated waypoints, which may be either predetermined as 

part of a mission or generated by the path planning algorithm, as reference points to 

guide the USV and help ensure that the USV adheres to the generated path by 

controlling its propulsion and steering system. While at sea, accurate measurements 

of positions, speeds, and headings are vital to ensure a vessel reaches its destination 

safely. The need for accurate positional information usually becomes more critical 

once the vessel is en route. Other vessels traffic and waterway hazards can increase 

the complexity of the required manoeuvring and the risk of accidents (National 

Coordination Office, 2014). Therefore, the data acquisition module responsible for 

obtaining and processing real time navigational data constitutes the fundamental 

component of an autonomous navigation system. This research focuses on the 

navigation and guidance function of USV operation, with particular focus on the 

improvement of reliability and resilience of the navigation function through use of 

data fusion methodologies applied to disparate navigation sensor and data gathering 

technologies. It will be through the reinforcement of such technologies that the 

author will seek to provide novel solutions to the problems that can affect the security 

and reliability of transit for USVs by failings to which standard navigation devices 

are prone. This work supports and complements work on path planning and fleet 

orientation of USVs that has been carried out by other colleagues in the marine 

research group of UCL. 

 

 
Figure 1.1 Autonomous navigation system (NGC system) of an Unmanned Surface Vehicle 

 

Contemporarily, the most widely used navigation method is the Global Navigation 

Satellite System (GNSS), which is able to provide absolute positional information in 
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open area. However, it suffers from problems of signal reliability and continuity in 

harsh environments. If the GNSS fails the consequences for an autonomous USV 

could be disastrous. The ship has limited certainty as to its current position and other 

navigational instruments based on it may have their functionality degraded. 

Therefore, instead of relying solely on the satellite navigation system, the recent 

trend is to acquire continuous and precise navigational data by interfacing a dead-

reckoning (DR) system and using the multi-sensor data fusion (MSDF) techniques 

(Appriou, 2014). For the safe navigation of an USV, understanding its interaction 

with the environment is vital. The USV’s NGC system should have the knowledge 

of static obstacles (e.g. land masses, etc.), the impact off changes in weather, tides, 

as well as the changing dynamic situation of other vessels (which is referred to as 

TSs). Nowadays, existing nautical charts in the market can provide accurate 

positions of static obstacles and the environmental influences can be determined and 

accessed by online data. Therefore, the detection of neighbouring moving TSs 

becomes one of the salient issues that needs to be addressed in the navigation system. 

The Automatic Identification System (AIS) and marine radar are commonly used to 

determine positions of dynamic obstacles such as TSs. Marine radar is considered a 

primary perception sensor system that provides distances from and bearings to TSs, 

while AIS is a relatively new technology that could obtain the absolute position and 

course information of TSs from their on-board navigational sensors. 

 

As mentioned earlier, the data acquisition module utilises multiple sensors on-board 

to process a range of measurements and obtain the information required for the 

USV’s safe navigation. With a variety of sensors on-board, the research challenge is 

how to analyse their outputs and develop suitable data fusion algorithms to combine 

those data streams in an efficient and predictable manner to increase the system 

measurement accuracy. Ideally, the fusion results would allow the USV to identify 

and locate itself precisely and perceive the surrounding environment. However, due 

to equipment limitations and environmental influences, such as signal loss, 

unpredictable sensor failure and inaccurate measurements makes this a difficult goal 

to realise. This thesis details the development of the sensor data acquisition system 

as well as the algorithms and methodologies that have been designed to address the 

aforementioned issues. 
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1.2. Aims and Contributions 

1.2.1. Aims 

This research mainly aims at developing a practical robust multi-sensor data 

acquisition and fusion system for autonomous USV navigation by generating reliable 

navigational data. The work involves practical sensor system design, data fusion 

algorithms development as well as data fusion results analysis. Detailed objectives 

are outlined below to achieve the main aim of this research. 

 

 Review up-to-date USV projects with regard to the designs of their navigational 

sensor systems. Review current technologies used in marine vessel navigation. 

Identify key research gaps in the solution options to practical situations a USV 

might encounter during operation and explore possible improvements to fill 

such gaps.  

 

 Identify the types of sensors that are available and can be employed to obtain 

the necessary navigational information and implement a practical hardware 

system with applicable sensors using a cost-effective solution to extract raw 

sensor measurements. 

 

 Develop multi-sensor data fusion algorithms to estimate more accurate 

navigational data as opposed to simply using raw sensor measurements, the 

accuracy of which are in practice susceptible to environmental disturbances, 

and thereby improve the navigational accuracy of USVs. 

 

 Enhance the capability of the developed data fusion algorithms in dealing with 

unpredicted sensor error during practical operations. 

 

 Analyse system reliability and design data fusion algorithms to manage and 

mitigate against possible sensor malfunction for autonomous USV navigation. 

 

 Develop TS detection and tracking algorithms to enable and enhance USV 

perception capability of the surrounding environment to improve its collision 

avoidance capability. 
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 Demonstrate all the research findings and contributions to the work through 

conference and journal paper publications as well as the final thesis. 

 

 

1.2.2. Contributions 

In order to fulfil the research aims, a novel navigation system has been developed 

that operates effectively, reliably, and is also adaptable to new mission requirements 

as they evolve. The main contributions of this research are summarised as: 

 A practical sensor system based on an embedded system has been installed to 

obtain raw measurements from multiple navigation sensors and communicate 

with the main control computer. The embedded system promises benefits such 

as improved cost-effectiveness, lower power consumption and heat production, 

is more reliable and portable. A conference paper regarding this work has been 

published in MTS/IEEE OCEANS’18 (Liu et al, 2018). 

 

 A multi-sensor data fusion algorithm based on Unscented Kalman Filter (UKF) 

has been developed to improve the accuracy of the raw sensor measurements 

for an USV navigation in a complex environment. The algorithm is capable of 

dealing with practical environmental disturbances, such as water current, which 

may alter the planned trajectory of the USV and introduce non-linearity to the 

data fusion system. This work led to publications in proceedings of International 

Conference on Computer and Information Technology (Liu et al, 2014; Liu et 

al, 2015). 

 

 A Fuzzy logic based adaptive estimation algorithm has been designed in 

addition to the developed multi-sensor data fusion algorithm to deal with issues 

caused by unpredicted sensor error during practical operations. The algorithm 

has significantly improved the performance of the data fusion system that is 

based on the conventional UKF. This work led to a journal paper published in 

the IEEE Access (Liu et al., 2019). 

 

 Quantitative analysis of the sensor data uncertainties and USV operation risks 
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has been provided to express the reliability of the fused sensory information. 

An algorithm has been designed to generate a number to represent the reliability 

of the data fusion system to inform the path planning module regarding the level 

of trust residing in the fusion results. This work has been partly published in the 

Proceedings of MTS/IEEE OCEANS’16 Conference (Song et al, 2016). 

 

 A fuzzy multi-sensor data fusion algorithm based on Kalman filtering 

technology has been developed to detect and automatically recover sensor 

malfunctions during operation. The fuzzy estimation provides an efficient and 

smooth method to discard the false measurements of the failed sensor. This 

work has been published in the Proceedings of 13th International Navigation 

Conference (Liu, et al, 2015) and the Journal of Engineering for the Maritime 

Environment (Motwani et al, 2016).  

 

 A target ship detection system has been developed for the USV to perceive the 

surrounding environment. The system employs a two stage fuzzy data 

association algorithm to allocate measurements from both AIS and radar to the 

associated TS track and an IMM based multiple manoeuvring TS detection and 

prediction algorithm to generate more accurate fusion results in TSs’ 

navigational data. This work has been published in the International Journal of 

Adaptive Control and Signal Processing (Liu et al, 2015), the Proceedings of 

13th International Navigation Conference (Liu et at, 2015) and the International 

Journal of Fuzzy System (Liu et al, 2020). 

 

 

1.3. Scope and structure of thesis 

This thesis has been divided into 8 chapters.  

 

Chapter 2 provides a literature review of various USV projects and their navigation 

sensors, different modern electronic navigation systems and target ship detection 

systems as well as related data fusion techniques. A critical review is provided to 

analyse the development requirements of today’s USVs and the main challenges and 

gaps in autonomous navigational sensor systems. 
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Chapter 3 introduces the Springer USV and presents a practical, low-cost and low 

power consumption navigation sensor system. The hardware system is built on an 

embedded Linux platform and is capable of extracting raw measurements from 

various navigational sensors and communicating with a control computer in real-

time.  

  

Chapter 4 demonstrates how Kalman filtering technology benefits the estimation of 

the USV’s own navigational data. The environmental disturbance is taken into 

account when developing the nonlinear, multi-sensor data fusion system for the USV 

navigation.  

 

Chapter 5 considers the influences caused by unpredictable sensor errors, which is 

common in practical applications. A novel adaptive multi-sensor data fusion 

algorithm has been developed to deal with such situations and the impracticability 

that conventional Kalman Filter algorithms are unable to process. 

 

Chapter 6 analyses the outcomes of the developed algorithms to provide sufficient 

information of the fusion results obtained by the designed reliability monitoring 

system for the path planning system to take corresponding actions. The rest of the 

chapter also discusses the fault detection as well as monitoring algorithms that can 

be applied to USV navigation. The details of the novel fuzzy multi-sensor data fusion 

system used to detect the simulated malfunction of an electronic compass and 

recover its faulty measurements while the USV is conducting autonomous missions 

are presented.  

 

In Chapter 7, a development of the dynamic TS detection system is presented. First, 

an AIS aided TS detecting and prediction algorithm has been developed to process 

the simulated AIS measurements to locate the TSs and predict their short term 

movements. Then, a marine radar has been integrated in the multiple TSs detection 

and tracking algorithm, which involves multi-sensor data association and fusion. 

 

The research findings and outcomes are summarised in Chapter 8, together with a 

future plan to enhance the practicability of the proposed data acquisition system. 
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Chapter 2. Literature review 
 

 

This chapter provides a comprehensive literature review of the current research 

related to USV navigation. The review has been divided into three sections. First, a 

survey of the background and current development progress of unmanned surface 

vehicles has been provided. This is followed by a review of the marine navigation 

technologies that can be applied to USVs applications.  The final section is the review 

of the related sensor data processing and fusion techniques together with the analysis 

of existing research in USVs navigation.  

 

 

2.1. Unmanned Surface Vehicle  

2.1.1. Background of USVs 

It has been thousands of years since human beings started to exploit the sea with 

most of the early activity was fishing and trade. The development of ship 

construction has enabled further exploration of the ocean and has led the ocean 

engineering growing rapidly. However, the environmental conditions at sea differ 

greatly from those on land. Even with the advanced technologies available today, 

people still encounter unpredictable weather and harsh environmental conditions that 

can prove to be hazardous while working at sea. It can also be very demanding and 

fatiguing for people to work on vessels and platforms influenced by the motions at 

the surface of the water. In certain industries there is growing interest and demand 

for marine robotics to reduce risks to humans and potential casualties. Unmanned 

Surface Vehicles (USVs) are vessels that operate on the surface of the water with no 

human operators on board. Although researchers have tried to build USVs that could 

be controlled remotely using radio control in the past, significant development of 

remotely controlled USVs by navies took place after the Second World War (Corfield, 

2006; Motwani, 2012). Most of the early naval USVs were simple, radio-controlled 

drone boats for specific tasks such as clearing dangerous mine, assessing battle 

damage, etc. (Shurliff, 1947). After the war, USVs were used and developed mainly 

for military operations for the next two decades. The US navy used drone boats to 
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collect radioactive water samples after atomic bomb tests on Bikini Atoll in 1946 

(Bertram, 2008). Within ten years, remotely controlled minesweeping boats had been 

developed and are still in use today. By 1960, the US navy used remotely-controlled 

target drone boats for missile firing practice. Universities and commercial companies 

started to develop an interest in USVs thereafter. Various USV projects were then 

constructed throughout the world in the 1990s, such as MIMIR (Robert and Sutton, 

2006), Roboski (Bremer et al 2007), and Owls WK II USV (Motiwani, 2012). The 

early educational applications can be traced back to the Massachusetts Institute of 

Technology’s (MIT) Sea Grant program established in 1970 (Manley, 2008). The aim 

was to develop educational marine robotics to solve real world problems and a set of 

autonomous surface craft (ASC) were produced including ARTEMIS, ACES and 

AutoCat as shown in Figure 2.1 (Manley, 1997). 

 

 
Figure 2.1 ASCs produced by Sea Grant of Massachusetts institute of Technology. (a) ARTEMIS 

was developed to collect simple bathymetry data in the Charles River in Boston; (b) ACES was 

equipped with upgraded sensors for more detailed survey of Boston harbour; (c) AutoCat is the 

newest ASC developed by MIT sea grant and it is an upgrade of ACES and equipped with DGPS for 

navigation. (Source: Manley, 2008) 

 

2.1.2. Current USV applications and development (post 2000) 

In the past two decades, with the rapid development of marine electronic navigation 
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technology, especially the Global Positioning System (GPS), in addition to the navies 

USVs are attracting increasing attention from academic and commercial companies, 

driven by their capability to undertake various maritime missions, which are listed 

in Table 2.1. 

 

Table 2. 1 Various examples of missions that USVs can accomplish 

Commercial missions Military missions 

Marine monitoring Anti-terrorism forces 

Marine waste detection Protection forces 

Mapping the marine funds and mining Electronic warfare 

Shipping Mine Countermeasure 

Cooperate with UUVs and UAVs Anti-submarine warfare 

Sea surveillance  Post explosion assessment 

Environmental monitoring Threat identification and classification 

Water sampling Harbour patrol 

 

In order to complete a mission, an autonomous USV must be able to determine its 

location, detect the surrounding environment, as well as other dedicated abilities for 

the specific tasks. Some missions require a high autonomy within the USV’s 

functionality, therefore, researchers are keen to improve USV autonomy. According 

to Liu et al (2016), USV development is focused on four main aspects: USV hull and 

auxiliary structural elements; propulsion and power system; Navigation, Guidance 

and Control (NGC) system; communication system and ground station. In order to 

increase USVs’ level of autonomy, improvement in the NGC system is core to that 

development. This type of navigation system should have the ability to accurately 

determine the location of the USV itself as well as perceiving the surrounding 

environment so that a safe path of operation can be generated along which the USV 

would need to transit.  

 

Since the Second World War, the USA has been the leading country for USV 

development. In addition, the US Navy has increased its focus on USVs since 2002. 

They have announced a master plan for the navy unmanned surface vehicle in 2007, 

which has accelerated the research and development (R&D) of USVs. Since then, 
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various advanced naval applications have been developed. For reasons of security 

and secrecy within the navy, a few notable military applications are outlined as 

follows: 

 

The Blackfish USV was developed by QinetiQ North America as one of the Office 

of Naval Research (ONR) projects in 2008 (Sonnenburg, 2012). The design was 

based on a jet-ski hull platform and its main missions are maritime force protection 

and patrol in harbours and ports. It features a 360 degree high resolution Pan-tilt-

zoom (PTZ) camera for situation awareness and a satellite compass for local 

navigation. A high-resolution 2D sonar and an underwater video camera are also 

available for diver and swimmer threat response missions.  

 
Figure 2. 2 Blackfish USV (Source: QinetiQ, 2018) 

 

The US navy uses a remotely controlled USV called Protector, as shown in Figure 

2.3, to conduct mine countermeasure and reconnaissance operations. It was 

developed and produced by Rafael Advanced Defence Systems of Israel in 2003. Its 

design is based on a rigid hull inflatable boat (Naval Technology, 2014) and the suite 

of navigational sensors includes a GPS receiver, a navigation Radar and several 

video cameras (Hanlon, 2006).  
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Figure 2.3 Protector USV (Source: Naval Technology, 2014) 

 

The military are often keen to develop and build additional features in addition to the 

base design, such as the extra green power source for long term operation. The Wave 

Glider from Liquid Robotics is a single hull hybrid wave and solar propelled USV. 

It can also be used as an unmanned underwater vehicle (UUV) (Liquid Robotics, 

2014). The Wave Glider is equipped with a GPS receiver as the primary navigation 

sensor, along with a tilt-compensated compass with three-axis accelerometers and a 

water speed sensor. It also has an on-board Radar and an AIS module to enable 

obstacle detection and collision avoidance capability (Carragher et al, 2013).    

 

 
Figure 2.4 METOC Wave Glider SV3 (Source: Liquid Robotics, 2014) 
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Today, the MIT have shifted their focus to software development of USVs. They 

stopped developing their own USVs and have started using commercial USVs 

instead, for example the Heron M300 USV and WAM-V USV (MIT Marine 

Autonomy Bay, 2018). As shown in Figure 2.5, Heron M300 USV is a portable sized, 

catamaran design USV. It is equipped with built-in GPS for navigation (Clearpath 

Robotics, 2018). Other sensors, such as PTZ camera, Lidar, IMU and higher 

resolution GPS modules, are available for upgrade. 

 

 
Figure 2. 5 Heron USV (Source: Clearpath Robotics, 2018) 

 

The WAM-V USVs were first designed for research and scientific purposes. Figure 

2.6(a) illustrates the first 12-foot WAM-V USV. It was delivered as a pure remote 

control vehicle to universities for research in 2009 (Marine Advanced Research INC., 

2014). Its navigation sensor suite contains a Differential GPS (DGPS), an Inertial 

Measurement Unit (IMU) and an electronic compass. In 2012, the 14-foot WAM-V 

USV was constructed and delivered to Florida Atlantic University for research on 

autonomous operation and tasked to perform autonomous launch and recovery of an 

Autonomous Underwater Vehicle (AUV). Unlike the remote control USV (12-foot 

WAM-V), it can accomplish way-point tracking tasks via heading guidance (Pearson 

et al. 2014). The navigational sensor suite of the 14-foot WAM-V USV consists of an 

XSENS MTi-G INS/GPS and an Ocean Server OS5000 electronic compass package. 

The 16-foot WAM-V was developed in 2014 and was used to map the coast view of 

the San Francisco waterfront by both Marine Advanced Research, INC. and Google. 

The largest WAM-V USV is 33 feet long and is able to carry a person, as shown in 
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Figure 2.6(d). It was constructed in 2010 and is used for other applications such as 

port and riverine operations and surveillance, deploying oceanographic sensors and 

instruments, protecting passage and acting as a sea shield. With the 9 years of 

development, smaller size WAM-Vs can also conduct commercial missions when 

mounting proper mission sensors (Pearson et al. 2014).  

 

 

Figure 2.6 WAM-V USVs (Source: Marine Advanced Research INC., 2014) 

 

European researchers have also shown interest in USVs. Figure 2.7 presents the 

Catarob USV and Cat Surveyor USV developed by Subsea Tech in France. Catarob 

has been especially designed to carry out tele-operated or autonomous inspections, 

survey and modelling missions in shallow inland waters and harbour areas. It is 

equipped with front and rear facing HD colour video cameras, electronic compass 

and GPS for gathering data regarding the surrounding environment and navigation. 

The Cat Surveyor is of larger size and includes a DGPS module for more precise 

localisation. It can be employed to acquire hydrographic data for inland waters, 

harbours and coastal areas (Subsea Tech, 2019). 
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Figure 2.7 Catarob USV and Cat Surveyor USV (Source: Subsea Tech, 2019) 

 

A world leading USV development company, Autonomous Surface Vehicles (ASV) 

Global Ltd, is located in the UK. The company has developed a range of USVs. 

Figure 2.8(a) shows the C-Worker 6. The C-Worker series are of single hull design 

carrying surveying sensors such as the Ultra-Short Base Line (USBL), multi-beam 

echo sounder (MBES) and multi-beam sonar to conduct a range of tasks such as 

marine construction survey, metocean data collection, environmental and site survey. 

C-Cat USV was designed in smaller size for the University of Southampton for 

research and experiments in autonomous development. It can also conduct simple 

maritime missions such as water sampling and monitoring. ASV Global is also 

working with the Royal Navy, where the C-Target series was designed in various 

sizes to support military missions, such as naval gunnery training, weapons and 

platform trials. The C-Sweep features a robust glass fibre reinforced plastic hull, twin 

diesel engines and ASV's own design of control system. It provides direct control, 

semi-autonomous and autonomous modes, complete with real time video, Radar, 

AIS and payload feedback, vehicle sensor data channels and safety systems. It is 

designed to offer a high degree of directional stability, substantial towing capacity 

for long-endurance mine sweeping missions and sufficient electrical generating 

capacity to support modern mine sweeping equipment requirements (ASV Global, 

2018).  
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Figure 2.8 USVs from ASV Global: (a) C-Worker 6 USV; (b) C-Cat 3 USV; (c) C-Target 3 USV; (d) 

C-Sweep (Source: ASV Global, 2018) 

 

Maritime Autonomy Surface Testbed (MAST), is another project for the Royal Navy. 

It was designed and developed by the Defence Science and Technology Laboratory 

together with ASV Global and Roke Manor Research. In October 2016, it 

participated at an unmanned Warrior event in Ministry of Defence exercise areas 

around Wales and Scotland for the Royal Navy to observe and assess current and 

future operations with naval USVs. During the event, MAST has demonstrated its 

ability to operate at various levels of autonomy from remote control to fully 

autonomous navigation. The MAST USV equips a 360-degree camera and a marine 

Radar which provide tactical situational awareness to support wider picture 

compilation (ASV Global, 2018; Defence Science and Technology Laboratory, 

2016). 
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Figure 2. 9 MAST USV (Source: Defence Science and Technology Laboratory, 2016) 

 

China is now paying increasing attention to USV development. Back in 2009, USVs 

in China were still in the conceptual design phase. Now, the market for USVs is 

growing rapidly and a number of USV applications have been developed and have 

come into service. Ocean (Chinese name: Yunzhou) is a leading company in China 

for USV development. They have different designs for environmental measurement 

and hydrographic surveying. Figure 2.10 shows some existing USVs that have 

already been deployed and are in use. The ESM30 is a smaller sized design that is 

mainly used for water sampling and monitoring. It is equipped with a standalone 

GPS module for navigation and can operate in autonomous mode for simple missions 

on calm water. ME70 is a catamaran design survey vehicle with built-in GPS for 

navigation. It is also equipped with an ultrasound sensor to detect and avoid 

surrounding obstacles. L30 USV is designed for on the water fire control and rescue. 

M80 USV is designed for autonomous navigation and obstacle avoidance research 

so it has several navigation and perception sensors (e.g. GPS, marine Radar, camera) 

installed. It can also be used to conduct commercial missions such as underwater 

exploration of inland and coastal waters. (Ocean, 2019). The company is keen to 

work with the Chinese navy to develop USVs with increased autonomous capability 

(Gain, 2019). 
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Figure 2.10 Ocean USVs (Source: Ocean, 2019) 

 

The Chinese navy has also funded a number of USV projects. SeaFly-01 USV, 

developed by the Beijing Sifang Automation Company’s Wuhan branch, is made of 

carbon fibre for ultralight weight and a tougher body. It is equipped with BeiDou, 

the satellite navigation system developed in China for navigation. It has its own 

autonomous navigation system with path planning and obstacle avoidance features 

and can be used to conduct missions such as detecting submarines, harbour and 

coastline patrol, and armed intervention (Jane’s International Defence, 2018). 
 

 
Figure 2.11 SeaFly -01 USV (Source: Jane’s International Defence, 2018) 
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After reviewing the number of applications developed in the US, Europe and China, 

it is noticeable that the military applications are much more advanced than those in 

the commercial and academic sectors. Table 2.2 lists the reviewed USVs and their 

navigation sensors. Remote control has been implemented for the majority of the 

commercial and academic USV applications. On the other hand, military USVs have 

been designed with autonomous control systems. Military applications also display 

more features, such as the use of wave and solar energy, precise localisation systems, 

etc. In addition, they are more focused on comprehending the state of the surrounding 

environment to enable collision avoidance. In the commercial market, smaller size 

USVs that are mainly used for surveying are representative of the more mature 

applications. Therefore, research on autonomous navigation and collision avoidance 

for commercial and academic USVs is still an area that could benefit from further 

research and development.  

 

Table 2. 2 Reviewed USVs and their navigational sensors 

USVs Hull design Navigation sensors 

Blackfish Jet-ski single 

hull 

360 degree PTZ camera and satellite compass 

Protector Single hull GPS, Radar and cameras 

Wave Glider 

SV3 

Single hull 

with solar 

panel 

GPS, compass, accelerometer and water speed 

sensor 

AIS and Radar 

Heron Catamaran GPS, can be upgraded by PTZ camera, Lidar, 

IMU, higher resolution GPS 

WAM-V Catamaran Differential GPS, IMU, and electronic compass 

Catarob Catamaran GPS, HD colour video cameras, electronic 

compass 

Cat Surveyor Catamaran Differential GPS 

C-sweep Single hull GPS, video camera, Radar and AIS 

MAST Single hull 360 degree camera and marine Radar 

ME70 Catamaran Built-in GPS 

M80 Single hull GPS, video camera and Radar  

SeaFly-01 Single hull BeiDou 
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2.1.3. USV challenges and future directions in development 

Although USVs have developed rapidly in the last two decades and various 

applications exist on the market, USV development still lags behind other branches 

of robotics and autonomous control. Apart from the naval USVs, the existing USV 

applications on the market are mainly for educational use and survey missions. To 

widen the range of applications and development of USVs, practical NGC systems 

with higher degrees of autonomy could prove beneficial. Two main challenges of 

such development are detailed below. 

 

 Navigation: Of the current USVs reviewed, especially the latest ones, high 

resolution sensors are employed for precise navigation, which leads to higher 

construction costs of the USV. Using lower cost sensors with relatively 

erroneous measurements and applying data fusion algorithms to increase the 

accuracy of the measurements could be one solution to reduce the cost. Low 

cost sensors often consume less power, which can bring benefits such as 

increasing the USV’s endurance. Therefore, developing data fusion 

algorithms to mitigate against limitations in reliability of sensors and/or 

accuracy of sensor signals is the first challenge towards the development of 

a low cost USV NGC system to overcome the equipment limitations and 

mitigate against environmental effects.  

 

 Guidance: Path planning with collision avoidance feature is important to 

increase the level of autonomy of USV. Most of the existing commercial and 

academic USVs are in their early phase of development. They are either 

remotely controlled or simply designed to track a few pre-set GPS 

coordinates. Efficient path planning algorithms are another aspects of USV 

development that needs further investigation to enable fully autonomous 

USV navigation. The accurate detection of obstacles is a key requirement of 

the path planning algorithm to help generate a safe path.    

 

The future of USV applications offers a wide range of prospects, driven by their high 

potential in marine engineering. Considering that USVs are entering the test phase, 

it deems feasible that in future marine vessels and cargo ships soon could be 
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operating autonomously. It is envisaged that the incorporation of a USV NGC system 

could play a vital role in improving autonomy of those vessels. Therefore, the future 

NGC system for such a purpose should be self-contained and universally adaptable 

to standard on-board equipment.  

 

 

2.2. Overview of marine navigation technologies  

Navigation technique is the method by which an object’s navigational data such as 

position, velocity, and some or all of the attitudes are determined (Groves, 2013). 

Modern navigation technique employs navigation sensors to provide measurements 

to compute the object’s navigational data. This section reviews available navigation 

technologies for USVs in the marine environment. 

 

2.2.1. Satellite navigation 

Satellite navigation systems are in wide use today, especially in vessel navigation. 

From the review of current USV applications in Section 2.1.2, it can be seen that 

most USVs are equipped with a GPS receiver for navigation. Satellite navigation 

uses a system of satellites that provide autonomous geo-spatial positioning each with 

a certain coverage. They allow small electronic receivers to determine their location 

(longitude, latitude and altitude) with reasonably high precision (to within a few 

metres) using time signals transmitted along a line of sight (LoS) by radio from 

satellites as the signals will not penetrate most solid objects, such as dense clouds 

and mountains (Sabatini et al, 2017). From Figure 2.12, it can be seen that at least 

four satellites are required to calculate the position of the signal receiver. The 

distance between the satellite and receiver is computed as in Equation 2.1 and the 

exact location of the receiver can then be determined based on the computed 

distances and the known positions of the satellites by applying the triangulation 

method (Darrozes, 2016; Hapgood, 2018; Giorgi et al, 2019; Grewal et al, 2020). 

 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑟𝑎𝑣𝑒𝑙 𝑡𝑖𝑚𝑒 ∗ 𝑠𝑝𝑒𝑒𝑑 𝑜𝑓 𝑙𝑖𝑔ℎ𝑡 (2.1) 

According to Croslow, 2013, satellite navigation systems can be classified as one of 

two types: the Global Navigation Satellite System (GNSS) and the Regional 

Navigation Satellite System (RNSS). As USVs are developed to operate and conduct 
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missions on the ocean surface, GNSS with wider coverage is a more suitable solution 

for their navigation. Four major GNSS systems are currently in use and in 

development throughout the world.   

 
Figure 2.12 Principle of GNSS localisation 

 

 The Global Positioning System (GPS) service is provided by a network of US 

satellites called Navstar. The system is composed of 24 satellites and was 

created by the US Department of Defense. GPS was originally intended for 

military applications, but in the 1980s, the government made the system 

available for civilian use. GPS works in all weather conditions, anywhere in the 

world, 24 hours a day (Garmin, 2014).  

 Global Navigation Satellite System (GLONASS) is also composed of 24 

satellites but was developed in the Soviet Union and is operated by Russian 

Aerospace Defense Forces. This satellite navigation system is the only other 
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navigational system in operation with global coverage and of comparable 

precision to that of GPS (Darrozes et al, 2016). 

 Galileo is a 30-satellite global navigation system currently being developed by 

the European Union and European Space Agency. One of the goals of this 

system is to provide a high-precision positioning system for European nations 

that is independent from the Russian GLONASS and US GPS (EGSA, 2019). 

 Compass/BeiDou Navigation Satellite System (CNSS) is a global geolocation 

network system being developed by China and is expected to be completed in 

2020. (GPS Daily, 2019). It is the third generation of its regional BeiDou 

Satellite Navigation System (BDS), also known as BeiDou-3. It currently has 

38 satellites in orbit.  

 

Navstar GPS was the most widely used GNSS but it is now facing competition from 

the Russian GLONASS and will do so shortly from the European Galileo and 

Chinese CNSS. Therefore Navstar engineers are concentrating on improving the 

accuracy of the system’s positioning to enable Navstar to compete. Today’s civilian 

GPS systems are accurate to within 12 metres, according to the Federal Aviation 

Administration, 2014. Military systems are even more precise to within a few 

decimetres. The fast development of GPS offers more applications and also reduces 

the price of GPS receivers.  It is now the primary navigation method for ships as it 

offers the benefits of relatively accurate real-time positioning data (National 

Coordination Office, 2014). Therefore, GNSS is an effective navigation solution for 

USVs since they operate in the open water area where more satellites can be “viewed” 

by the onboard receiver.  

 

2.2.2. Inertial navigation 

Inertial navigation is a dead-reckoning navigation system. Dead-reckoning (DR) is 

not a new technique in navigation. It has been used by mariners since the fifteenth 

century (Penobscot marine museum, 2012). The principle of DR navigation is to 

determine the current position of the vessel based on knowledge of its previous 

position and velocity. In modern electronic navigation systems, the inertial 

navigation system (INS) uses electronic sensors to measure the motion of the 

operating platform. The main sensors of an INS are the accelerometer and the 
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gyroscope, which measure the acceleration and angular velocity respectively. With a 

fixed start point and direction, the DR positions and headings can be determined 

using the following equations (Grewal et al, 2020).  

 𝑝 𝑝 𝑣 𝑡 𝑎𝑡  (2.2) 

where 𝑝  is the position at time 𝑡, 𝑝  is the initial position, 𝑣  is the initial velocity 

and a is the acceleration rate for time 𝑡.  

   𝜔𝑡 (2.3) 

where    is the heading at time 𝑡 ,    is the initial heading and 𝜔  is the angular 

velocity. 

 

In marine navigation, DR positions and headings are approximate as the 

methodology makes no direct allowance or correction for the effects of leeway, 

current, or equipment limitations. Consequently, the DR technique is vulnerable to 

drift error and is not able to replicate the accuracy of GNSS, especially when used in 

isolation (Grewal et al, 2020). 

 

2.2.3. Dynamic obstacle detection  

In order to navigate safely, autonomous USVs would require the ability to sense its 

surrounding environment by detecting and avoiding both static and dynamic 

obstacles. Avoiding a static obstacle is relatively straightforward while a dynamic 

obstacle, such as a target ship, poses a more complex hazard. Therefore, an USV 

would need to differentiate the type of and risk posed by each obstacle and predict 

the movements of the dynamic obstacles to eliminate the potential risk of collision. 

A large number of the  USVs reviewed in Section 2.1 employ long range digital 

cameras (PTZ camera, video camera) to perceive the surrounding environment since 

the camera can provide real-time precise images of obstacles with the benefits of 

small size and light weight. Other sensors, like marine Radar (Radio detection and 

ranging), Lidar (Light detection and ranging) and AIS are also available for larger 

sized USVs (ASV Global, 2018; Oceanα, 2019). Marine Radar  has been regarded 

as a prime solution to perceive the surrounding environment in maritime vessel 

navigation for many decades. It determines positions and courses of target ships by 

measuring the relative distances and bearings to the Radar. Other range based sensors 
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such as the Lidar and ultrasonic sensors have similar operating function as marine 

Radar and the difference is the transmitted signal (Onunka et al, 2013; Hermann, et 

al, 2015; Liu et al, 2018). Automatic Identification System (AIS), that is employed 

by both mariners and the vessel traffic services (VTS) for identifying and locating 

surrounding vessels to improve maritime safety, has been developed over the last 

few decades and can provide reasonably accurate navigational data of a target ship 

that is equipped with an AIS transmitter (Chaturvedi, 2019). According to Pallotta 

(2013), a simple AIS receiver can be powered at similar low-voltage levels that are 

also adequate for the navigation sensor system of an autonomous USV. The detection 

ranges of above mentioned detection sensors are listed in the Table 2.3 (Tang et al, 

2015; Mousazadeh et al, 2018). 

Table 2. 3 Different detection sensors and their detection range 

Detection sensors Detection range 

Radar 48 nautical miles (appx. 88896 meters) 

Lidar Up to 200 meters 

Ultrasonic Up to 10 meters 

AIS 20 nautical miles (appx. 37040 meters) 

Long range Camera About 2000 meters 

 

2.2.4. Simultaneous Localisation and Mapping (SLAM) 

Simultaneous localisation and mapping (SLAM) is a combination of the inertial 

navigation and the dynamic obstacle detection. It can be defined as a process to build 

a map of the environment surrounding a robot and keep determining its position in 

the map without any a priori knowledge of its position (Whyte, 2006). Spatial 

sensors are required to map the environment with unknown landmarks. Range based 

sensors such as Lidar and vision based sensors such as PTZ cameras are the two 

primary spatial sensors employed in SLAM approaches (Chong et al, 2015; Huang 

et al, 2019; Jiang et al, 2019). They detect and measure distances and bearings 

between the robot and surrounding landmarks so that a real-time map can be 

constructed. An inertial navigation system is employed to measure the motion of the 

robot so that the real-time position of the robot can be calculated. SLAM algorithms 

can then be applied to fuse the raw measurements of spatial sensors and the 
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calculated robot positions (Zhang et al, 2017). 

 

Table 2.4 lists all the reviewed modern electronic navigation technologies s as well 

as their features. 

 

Table 2. 4 Various navigation methods and their features 

Navigation 

methods 

Features 

Satellite 

navigation 

Use satellites to provide absolute navigational data; signal loss 

and blockage occur without LoS to the space 

Inertial 

navigation 

Calculate current information based on prior information and 

motion, large errors occur if using standalone 

Dynamic Target 

detection 

Use detection sensors such as range based sensors, AIS and 

visual sensors to calculate target’s navigational data based on 

own navigational data 

SLAM Build a map of surrounding environment and keep tracking 

own position within the map 

 

Integrated systems involving multiple sensors are popular in modern navigation for 

providing more comprehensive and accurate navigational data. The recent trend to 

enable the USV to determine its location is to integrate the inertial navigation system 

into the satellite navigation system as a complementary system (Xia et al, 2016; 

Ccolque-Churquipa et al, 2018; Mousazadeh et al, 2018;). Multiple sensors are also 

used in  dynamic target detection for more reliable navigational data of surrounding 

target ships (Kazimierski, 2013; Habtemariam et al, 2014; Kalsen et al, 2015; 

Chaturvedi, 2019). The integrated system is sufficient for guaranteeing satisfactory 

performance in USV navigation. SLAM is not necessary for USV navigation since 

satellite navigation is available,  but it can be effective in a GNSS denied 

environment.  SLAM also relies on the surrounding landmarks, which makes it 

unserviceable when USVs conduct missions in the open sea surface that is far from 

the shore. 
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2.3. Gap analysis of multi-sensor integrated system in USV 

navigation 

As detailed in the literature review of the history of USVs in Section 2.1, the majority 

of the existing USVs are of small size and light weight and are usually dedicated to 

specialised missions. The operating conditions of USVs are often hazardous and 

unpredictable. Therefore, accurate and reliable navigational data is primary demand 

demanded to ensure the safety of the USV. Integrated navigation systems that involve 

multiple sensors are normally employed to provide more accurate, continuous and 

reliable navigational data (Paulino et al., 2019; Groves, 2013; Stateczny and 

Kazimierski, 2011; Allerton and Jia, 2005). It has many advantages, such as 

improving system reliability and robustness, extending measurment coverage, 

increasing data confidence and improving resolution (Xie and Wan, 2011; Varshney, 

1997). With multiple sensors, the system will gather a large amount of navigational 

data. Therefore, the optimal estimation techniques applied to fuse the data obtained 

are the core of a multi-sensor navigation system. A well-known definition of data 

fusion was provided by Hall and Llinas, 1997: “data fusion techniques combine data 

from multiple sensors, and related information from associated databases, to achieve 

improved accuracies and more specific inferences than could be achieved by the use 

of a single sensor alone.” It can be briefly described as a combination of multiple 

sources to obtain improved information.  

 

 

2.3.1. Integrated satellite and inertial navigation system 

Integrated satellite and inertial navigation systems use multiple sensors to locate an 

USV. Large amounts of navigational data that are associated with different 

coordinate frames will be fed into the navigation system. Coordinate frames are used 

to express the position of a point in relation to some fixed reference. According to 

Noureldin et al. (2013), there are four kinds of coordinate frames (listed in Table 2.5) 

related to a USV’s integrated satellite and inertial navigation system: inertial frame 

(i-frame), Earth frame (e-frame), body frame (b-frame) and navigation frame (n-

frame). As illustrated in Figure 2.13, satellite navigation systems normally provide 

the measured object’s coordinates along the e-frame. Inertial sensors measure the 

object’s motion along the sensors i-frame, but these motions can be approximated or 
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converted to the object’s b-frame when the inertial sensors are placed near the centre 

of gravity of the object. In order to combine and fuse these measurements, a local n-

frame has to be designed and all the sensor measurements have to be converted to 

match the designed navigation frame. 

 

Table 2. 5 Different reference coordinate frames related to USV navigation 

Coordinate Frames Description 

Inertial-frame Determined by the inertial sensors’ sensitive axis 

Earth-frame With the centre of mass of earth as its origin 

Body-frame With the gravity centre of the hosting platform as its origin 

Navigation-frame With a fixed point on the earth surface as reference 

 

 

 
Figure 2.13 Navigation frames related to USV navigation 

 

After converting raw sensor measurements into the pre-designed navigation frame, 

multi-sensor data fusion algorithms can be developed to provide useful navigation 

data for the path planning module of an USV’s autonomous navigation system. 

Kalman Filter (KF), a linear recursive data processing algorithm, is extensively used 

in vehicle navigation. It processes all available measurements, regardless of their 

precision, to estimate the current value of the variables of interest, using knowledge 
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of the system and measurement device dynamics; the statistical description of the 

systems noise, measurement errors, and uncertainty in the dynamics models; as well 

as available information regarding initial conditions of the variables of interest 

(Maybeck, 1979). If the input data fits the predefined linear dynamics and statistical 

models and a priori knowledge is known, the KF can provide an optimal estimate of 

the state vector, in a minimum variance sense (Gelb, 1974). As a result, the KF has 

become the most common technique for estimating the state of a linear system, 

particularly in navigation systems. Rodriguez and Gomez (2009) developed three 

sensor fusion algorithms based on Kalman Filtering to locate an agricultural land 

vehicle by trying different combinations of existing navigation sensors. The first KF 

algorithm takes measurements from a GPS module and a steering angle sensor and 

outputs fused navigational data i.e. position, heading and speed of the vehicle. The 

second KF algorithm they developed was used to provide corrections to GPS 

measurements from an electronic compass. They integrated an IMU to a GPS system 

with an extra steering angle sensor in the final algorithm for  system linearisation. 

They concluded that combining a complementary sensor is an effective way to 

improve GPS signals. However, a practical application of a KF to a specific problem 

requires correct configuration of its parameters. Li et al (2014) used the KF to process 

the measurements from a conventional strapdown inertial navigation system to track 

a vehicle’s attitude. They applied the developed algorithm to a practical vehicle with 

a rocking base and the repeated alignment achieved a precision of 0.04° over 180 

seconds. Most of the other approaches using conventional KFs in navigation that can 

be found in published sources only deal with sensor sample integration in linear 

systems, or pre-processes the sensor signals to linearise the integrated system (Jose 

and White, 2001; Sazdovski et al., 2005; Baselga et al, 2009; Xie and Wan, 2011; 

Chu et al., 2013; Maklouf et al, 2013).  

 

In practice, most systems are non-linear and the KF is incapable of making 

estimations with sufficient accuracy. Therefore, variant KFs are developed to 

accommodate non-linear applications in the real world. Bijker and Steyn (2008) 

designed an IMU/GPS integrated system with two minor extended Kalman Filters 

(EKFs) to determine an unmanned airship’s navigational data, i.e. attitude, velocity 

and position. They found that using one major EKF with all the navigational data as 

inputs generates more accurate estimations but requires higher processing power. 



30 
 

The trade-off between the accuracy and processing power has been mitigated by 

splitting the single EKF into two minor EKFs namely the attitude estimator and 

position estimator. Saderzadeh et al (2009) proposed an EKF algorithm to handle the 

navigation error of a mobile robot. It was demonstrated that the estimation at primary 

state would introduce error into the system and the convergence speed of the EKF 

algorithm is slow. Mousazadeh et al (2017) used the EKF to estimate an USV’s state 

and position. Although the authors did not provide the computational time of the 

EKF based algorithm, it necessitates the computation of a complex Jacobian matrix 

at each time step, hindering its adaptation in real time applications. Zhang et al (2005) 

implemented an Unscented Kalman Filter (UKF) to improve the GPS, the IMU and 

the electronic compass measurements. The authors implemented both UKF and EKF 

and tested them on a practical land vehicle. The results showed that UKF is able to 

produce estimated navigational data with greater accuracy than those generated by 

EKF. The superior performance of UKF over EKF was further proved by Zhai et al 

(2012) for GPS/INS integrated navigation, Choi et al (2010) for on-board orbit 

determination using GPS observations, Lee et al (2017) for nanosat attitude 

estimation and Gao et al (2018) for INS/GNSS/CNS integration. The reason that 

UKF is able to provide more stable and accurate estimations over EKF is explained 

in their operational details as follows.  

 

For a nonlinear system with a state vector 𝑥~𝑁 𝑚, 𝑃  and a stochastic difference 

equation as below: 

 𝑥 𝑘 𝑓 𝑥 𝑘 1 , 𝑤 𝑘 1  (2.4) 

the EKF firstly linearises the system by using the first order of the Taylor expansion 

of  𝑓 𝑥  to approximate the mean 𝑚 and covariance 𝑃: 

 𝑓 𝑥 𝑓 𝑚 𝑥 𝑚 𝑓 𝑚 𝐹 𝑚 𝑥 𝑚  (2.5) 

where 𝐹  is the Jacobian matrix of 𝑓. This process has limitations when working in 

systems with considerable non-linearities. In addition, the computation of the 

Jacobian matrix is complex and can be quite error prone (Sarkka, 2013). On the 

contrary, UKF does not linearise the system, but forms a set of (so-called) Sigma 

points to capture the mean and covariance of the original distribution of the state 𝑥 

exactly and propagates them through the actual non-linear function. The mean and 
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covariance are then recalculated from the propagated points, yielding more stable 

and accurate results (Julier and Uhlmann, 2004; Sarkka, 2013; Khamseh et al, 2019). 

 

Another variant of KF used for unmanned vehicle navigation was proposed by 

Motwani et al (2013). They developed an Interval Kalman Filter (IKF) based 

algorithm to estimate the yaw dynamics of an uninhabited surface vehicle called 

Springer during operation. The system to determine Springer’s yaw dynamic is linear, 

but the authors improved the conventional KF by adding the boundaries of system 

uncertainties to the algorithm using interval system models (Motwani et al, 2013). 

In recent years, a growing interest in developing mathematical techniques to deal 

with the impracticality of the conventional KF and its variants, such as fuzzy logic, 

adaptive estimations (Liu et al, 2019; Meng et al, 2016; Gao et al, 2015; Motwani et 

al, 2016; Li et al , 2014; Malleswaran et al, 2013) has been witnessed.     

 

Table 2. 6 Comparison of current sensor data fusion algorithms 

Sensor fusion algorithms Feature 

Kalman Filter Used in linear system 

Extended Kalman Filter Linearise the non-linear system using Taylor 

expansion 

Unscented Kalman Filter Generates several Sigma points and propagate them 

through the non-linear state function directly 

Interval Kalman Filter Add boundaries to system uncertainty 

 

 

2.3.2.  Multi-sensor data fusion for target ship detection 

Multiple target ship tracking presents two main challenges: data association and state 

estimation. When detecting multiple dynamic target ships, all detection sensor 

measurements are gathered which results in the autonomous system not being 

capable of distinguishing the measurements associated to each target. Therefore, data 

association algorithms would need to be employed. Hall and Llinas (1997) provided 

the definition of the data association as: “a process by which the closeness of sensor 

measurements is completed.” The data association problem corresponds to correctly 

identifying multiple measurements to its target. Poor match between a measurement 

and its target will in turn lead to poor estimation. Failure of data association could 
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occur in certain situations, such as multiple targets, false alarms, ambiguities or 

detection uncertainty (Appriou, 2014). While researchers were pursuing basic data 

association algorithms such as Nearest Neighbour (NN), K-means, etc. (Guerriero, 

2008; Kazimierski, 2011; Kazimierski and Stateczny, 2015; Zahra et al, 2015), Hu 

and Lin (2011) proposed a preliminary study on data association algorithms for 

Radar and AIS using neural networks and achieved effective performance. However, 

the proposed algorithm converges slowly and readily falls into local minima, which 

is impractical for USV target detection. Jan and Kao (2013) developed an interacting 

multiple model probabilistic data association filter (IMMPDAF) for Radar tracking 

systems, which has been demonstrated to outperform the conventional NN filter. 

However, this algorithm exhibits a high computational burden due to the 

consideration of real-time target detection. More robust methodologies especially in 

highly cluttered environments are widely recognised probabilistic approaches that 

include Multiple Hypothesis Tracking (MHT) and Joint Probabilistic Data 

Association (JPDA) where various probable association hypotheses are considered 

instead of direct individual assignment (Svensson et al, 2011; Habtemariam et al, 

2014; Ning et al, 2016; Siegert, 2017). By spending more computational effort, these 

algorithms perform reliably even when observations are likely to agree on more than 

one target ship. 

 
It has been well regarded that Interactive Multiple Model (IMM) is a highly effective 

method for estimating a manoeuvring target ship (Blom et al, 1998). IMM is a 

suboptimal recursive filter and its ability to adaptively switch between different 

kinematic models using Markovian coefficient appeals to many practical tracking 

scenarios. Many combinations of state estimation and data association algorithms 

have been proposed to yield robust multitarget tracking. IMM-JPDA, introduced by 

Bar-Shalom et al. (1991), has been broadly accepted due to the blending of IMM’s 

renowned performance and JPDA’s dependable association in cluttered 

environments. This maritime oriented work was then extended further by Gregor et 

al (2017), where radar-based IMM-JPDA is employed in a multitarget scenario, 

providing substantial improvement in the state estimation aspect. However, here the 

data association aspect  still indicates room for improvement in terms of reducing 

computational expense by using alternative techniques. Additionally, JPDA-based 

tracking tends to merge tracks together when separation distance between objects are 
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close (Blackman, 2004). Another related work was also done by Liu et al. (2019) in 

using IMM with AIS for ship tracking. Although it complements UKF-JPDA’s 

limitation in state estimation by using a multiple model system, the work was focused 

on single-target tracking using AIS. 

Table 2. 7 Comparison of current data association algorithms 

Data association algorithms Feature 

Nearest neighbour Simple and straightforward, unreliable in highly 

cluttered environments 

Neural network converges slowly and readily falls into local 

minima 

PDAF Large computational burden 

MHT & JPDA Reliable with more computational efforts 

 

2.3.3. Problems in practical USV applications 

The unique environment of the water’s surface makes USVs different from 

unmanned ground vehicles (UGVs), unmanned aerial vehicles (UAVs) and even 

unmanned underwater vehicles (UUVs). The current, wind and tide at the water 

surface could cause the USV to drift from its designed path and lead to unpredictable 

risks in operation. Navigation in unknown, harsh environments requires effective 

data processing to improve the accuracy of sensor signals. Real-time navigation with 

a robust and reliable system is key in the research and development process of an 

USV. As the basis of the system, problems may occur to the navigational sensors in 

practice and are analysed as follows. 

 

 Real time positioning: Different sensors have different updating intervals. 

For safe operation, the navigation system should be aware of the USV’s 

position at all times and have a real time update at short pre-set intervals. 

Therefore, the computational time of the navigation system must be 

comparatively short (Bremer et al, 2007). 

 

 Sensor signal accuracy: Sensor measurements are not ideal and can never be 

fully relied on in the real world. There are many effects that introduce errors 
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into the sensor measurements, especially equipment limitations and 

environmental disturbances. For a particular USV application, water currents 

can have large impact on the USV’s operation that should be considered 

when developing algorithms to improve sensor signal accuracy (Manley, 

2008; Ma et al, 2014; Xia et al, 2016; Ccolque-Churquipa, 2018). 

 

 Sensor reliability: A practical navigation system may accidentally generate 

unreliable navigational data for the USV during operation. In an autonomous 

system without human intervention, one failed sensor could result in 

disastrous consequences. By failing to take such a scenario into account, the 

USV will lose its current navigational information and the whole system may 

start to fail. Therefore, an effective method of detecting and recovering the 

failed sensor must be considered. Monitoring algorithms should also be 

developed to protect the whole sensor system (Caccia et al, 2008; Liu et al, 

2016; Wang et al, 2018).  

 

 Target ship detection: Obstacle avoidance is a very important feature of the 

autonomous USV that allows safe operation. Accurate detection of both static 

and dynamic obstacles is the first step towards successful obstacle avoidance. 

Unlike the static obstacles that can be found on existing maps, dynamic 

obstacles, such as target ships, should be detected and tracked by own ship 

to avoid possible collisions. As  a primary device for detecting obstacles, 

marine Radar can only detect the distance between the obstacle and the USV. 

AIS data is more reliable and provides more extensive information regarding 

the target ship, albeit an AIS transponder is not equipped on every ship. 

Therefore, a combination of the two sensors could provide a complementary 

solution to detect a dynamic target ship (Liu et al, 2018; Wang et al, 2018)).  

 

Most of the current research in USV navigation focuses on using variant filtering 

techniques to fuse raw sensor measurements without considering practical 

uncertainties associated with sensors themselves and varied environments (Xia et al, 

2016; Mousazadeh et al, 2018; Ccolque-Churquipa et al, 2018; Wang et al, 2018). 

There is a knowledge gap in developing a practical autonomous navigation system 

to address the above practical problems in real-life USV developments. 
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2.4. Summary 

This chapter reviews a number of different USV projects. The development of USVs 

has grown rapidly in recent decades and has increased demand for the development 

of effective and robust autonomous navigation systems. The capabilities of current 

navigation systems for commercial and academic USVs are still limited. After 

reviewing the mainstream modern electronic navigation methods, it has been 

demonstrated that the use of multiple sensors plays a vital role in designing an 

accurate and robust navigation system. Such systems should not only provide 

accurate position data of USV but should also include the feature to perceive the 

surrounding environment. The problems that may be encountered during the 

development have been proposed with suitable solution techniques. They are 

discussed in details in the following chapters.  
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Chapter 3. Practical Navigation Sensor 

System 
 

 

With the benefit of the advances of navigational devices such as the GPS and other 

marine electronic navigational aids, essential navigational data, such as position, 

velocity and heading of an USV can be measured to a reasonably high degree of 

accuracy for relatively low capital investment. The literature review identified that 

there was a gap in developing a practical autonomous navigation system to address 

the practical problems in Section 2.3.3 regarding real-life USV developments. This 

chapter first introduces the navigation sensor system of a practical USV called 

Springer. Then a practical, cost-effective and universally competitive on-board 

navigation sensor system for USV navigation has been designed and implemented 

to extract practical sensor data so that data fusion algorithms can be further 

developed to fill this technology gap. 

 

 

3.1. The Springer USV 

UCL and Plymouth University have a collaboration program to jointly explore the 

improvement of the autonomous navigation system of a practical USV, Springer. 

The Springer USV, developed by Marine and Industrial Dynamic Analysis 

Research (MIDAS) group (now known as Autonomous Marine Systems Research 

Group) from the Department of Marine Engineering, Plymouth University, is a 

double hull designed USV as shown in Figure 3.1. Each hull carries a watertight 

Pelican case to house electronic equipment. The navigation sensor hardware system 

is housed in the Pelican case on the starboard side. It originally contained three 

electronic compasses, which are not themselves waterproof, together with a hosting 

computer. A low cost water-proof GPS receiver is connected to the system on the 

mast outside the Pelican case. Two motors are mounted at the stern,  one on each 

hull, and the Springer’s manoeuvring is achieved by independent and differential 

control of the speeds of each motor (MIDAS Group, 2014; Sutton et al. 2011).  
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Figure 3.1 Springer USV developed by MIDAS group from Plymouth University 

The main research of the navigation system of the Springer USV was estimating 

accurate heading information by electronic compasses to guide the USV on way-

point tracking missions. (Motwani et al. 2013; Motwani et al. 2014). In an 

electronic compass, the magnetic field sensor is the core. The principle of magnetic 

sensors is based on the measurement of the Earth’s magnetic field. The Earth’s 

magnetic field, generated by the core of the Earth, flows out of the magnetic South 

Pole and back in through the magnetic North Pole. The Earth’s magnetic field 

therefore has a component parallel to the Earth’s surface that always points toward 

the magnetic North. By resolving this component, the direction of the magnetic 

sensor with respect to the magnetic North can be determined (Caruso, 1997). 

Today, there are various types of electronic compass available. The most commonly 

used magnetic field sensors for electronic compasses are based on the anisotropic 

magneto resistive (AMR) effect, on the fluxgate effect or on magneto inductive 

effect (Racz et al. 2004). Three independent electronic compasses each using 

different working principles, TCM2,  HMR3000 and KVH C100, were employed 

by the Springer to provide raw heading measurements.  
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 The TCM2 compass is based on the magneto-inductive effect. It combines a 

two-axis inclinometer to measure the tilt and roll (PNI, 2014). 

 The HMR3000 compass uses the Anisotropic Magneto Resistance (AMR) 

effect; it includes three perpendicular sensors and a fluidic tilt sensor to 

provide a tilt-compensated heading (Honeywell, 2014). 

 The KVH C100 compass is a flux-gate compass that offers modules 

incorporating both rate gyros that compensate for error from acceleration, as 

well as inclinometers that provide accurate readings of heading, pitch, and 

roll (KVH, 2014). 

Table 3. 1 Compasses Specifications 

Compass Model TCM2 HMR3000 KVH C100 

Dimension (mm) 73.5*50.8*32.75 74.9*30.5*25.0 114.0*46.0*28.0 

Weight (kg) 0.0454 0.0213 0.0638 

Baud Rate 38400 1200-19200 300-9600 

Voltage (VDc) +5 +12 +5 

Current (mA) 15-20 35 30 

Frequency (Hz) 1-30 20 1 

Accuracy 

(°RMS)  

±1 ±0.5 ±0.5 

Manufacturer PNI Honeywell KVH Industries 

 

The TCM2 compass is of simple design with low operating power, however it is 

very sensitive to  electrical and environmental disturbances. The AMR compass 

HMR3000 can output accurate heading information, but it has greater power 

consumption. Among these three compasses, the flux-gate compass KVH C100 is 

the most accurate with disturbance resistant capability. 

 

Raw GPS signals from the BU353 GPS receiver were used to locate the Springer 

when conducting the missions. A small size fan-less general purpose PC, the 

Intense PC pro, was chosen to extract raw measurement data from each sensor. The 

measurements and errors of the sensors employed are listed in Table 3.1 and the 
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original hardware system inside the starboard-side Pelican case is shown in Figure 

3.2.  

Table 3. 2 Springer navigational sensors and their measurements and errors 

Sensors Measurements Error 

TCM2 electronic compass Heading 1° RMS 

HMR3000 electronic compass Heading 0.5° RMS 

KVH C100 electronic compass Heading 0.5° RMS 

BU353 GPS receiver  Longitude/latitude Up to 5 m 2D 

 

 

Figure 3.2 Inside system of the peli-case on the starboard-side of the Springer USV  

The aim of the cooperation program was to improve the performance of the 

existing navigation and guidance system. A low cost gyroscope chip from Tinker 

kit has been integrated to the system to measure the angular velocity of the 
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Springer USV that was fused with absolute sensor measurements obtained from the 

three electronic compasses to improve their measurement accuracy (Liu et al, 2014). 

The gyroscope chip generates voltages that are proportional to the angular velocity 

while moving. A microcontroller board called Arduino Mega 2560 was employed 

so that the hosting computer can read the measurements of the gyroscope via serial 

a communication link. The connection of the gyroscope chip and the 

microcontroller is shown in Figure 3.3 and the schematic drawing is shown in 

Figure 3.4. The signal pins of the gyroscope chip are connected to the analogue 

pins on the Arduino board so that the Arduino could convert the analogue signal to 

the angular velocity. 

 

Figure 3.3 Connection of Arduino Mega 2560 and TinkerKit gyroscope chip 
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Figure 3. 4 Schematic Drawing of the Arduino/Gyro Connection 

After the implementation of the hardware and software connections of the 

integrated navigation sensor system, several trials were carried out to validate the 

performance of the improvement. The details of the trials and results will be 

presented in Chapter 6.  

 

 

3.2. Proposed navigation sensor system 

For an unmanned surface vehicle like the Springer USV, a number of sensors are 

included in its navigation sensor system, which require a navigation processor to 

acquire and process the raw sensor measurements. The navigation processor 

normally runs on an on-board hosting platform, such as a computer that can be 

exploited for its adaptability and high computational processing capability. Modern 

navigational sensors, such as  a GPS receiver and an electronic compass are 

normally employed to provide the absolute measurements of a vehicle’s positions, 

velocities and headings throughout its operation. Inertial Measurement Units 

(IMUs) that are composed of both accelerometer and gyroscope are used to 

measure a vehicle’s motions (Appriou, 2014; Maklouf et al, 2013; Yang et al, 

2018). A marine Radar and an Automatic Identification System (AIS) module are 

commonly employed to perceive the surrounding environment in  maritime 

applications (Yang et al. 2013; Habtemariam et al. 2014). The combination of 
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various on-board sensors and a hosting platform form a typical yet complete 

navigation sensor system for an USV as shown in Figure 3.5. 

 
Figure 3.5 Navigation sensor system 

Similar to the Springer USV, typical USVs are of small size and relatively light 

weight (Clearpath Robotics, 2018; Pearson et al, 2014; ASV Global, 2018). 

Therefore, compact sized sensors and a main control unit with relatively low power 

consumption are ideal for the navigation sensor system. A low cost and low power 

consumption hardware system has been proposed as a practical navigation sensor 

system in this section. A set of hardware constraints are applied when designing the 

system as referenced to the Springer USV. Low cost navigational sensors with 

encapsulated packaging are employed rather than PCB chips for reduced 

complexity in hardware implementation and better waterproofing features. The 

processing rate of the navigation processor  needs to be high enough such that it is 

able to run a main loop for the raw sensor data extraction and conversion within the 

predefined sampling time. The details of each component of the proposed 

navigation sensor system are demonstrated in the following sections. 

 

3.2.1. Navigation processors 

The main function required of a navigation processor is extracting valuable data 

from sensor signals and communicating with the control PC so as to achieve 

autonomous navigation in real time. When installed on a practical USV for 

operations on the water, the whole sensor suite needs to be housed in a waterproof 

case that may be without adequate airflow. This could lead to issues allied to a 
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limited ability to dissipate the heat generated by the electronic devices. Therefore, 

with consideration towards the reduction of power consumption and cost, a single 

board computer (SBC), with high computational efficiency running a dedicated 

embedded software program, is chosen over an expensive computer as the hosting 

platform. An SBC is a microprocessor with a number of programmable 

communication interfaces that allow connection to peripheral functions. It also 

brings benefits such as small size and light weight to a modular system. Embedded 

processors are special-purpose devices that are a combination of hardware and 

software. The general definition of the embedded systems is that they are 

standalone computing devices and are usually designed to perform limited but 

specific computing functions reliably, securely and often with real-time computing 

constraints while minimising the equipment costs (Kamal, 2003). Advantages of an 

embedded system include reliability, stability, modularisation, low cost, low power 

consumption and minimum maintenance. (Ma et al. 2006).  

 

PandaoBoard ES is a low-cost, low-power SBC development platform that allows 

users to develop applications using its hardware and software. It integrates an 

OMAP4460 system on a chip that is widely used in wireless mobile applications. 

The OMAP4460 contains a dual-core ARM Cortex-A9 MPCore CPU clocked at 

1.2 GHz, and a 384 MHz PowerVR-SGX540 GPU, which meets the hardware 

constraints of the proposed system. According to Pang (2011), the energy 

efficiency of the ARM processor of the PandaBoard ES is eight times that of an 

Intel CPU’s energy consumption. Using the OMAP4460 processor, which provides 

high calculation efficiency, the PandaBoard ES can support high-level operating 

systems such as Android, WindowsTM CE and various versions of Linux. As shown 

in Figure 3.6, in addition to the OMAP4460 processor, there are other major 

components, such as the TPS62361 switching power supply, HDMI connector, and 

two USB host ports together with one USB on-the-go port, supporting USB 2.0. A 

wired 10/100 Ethernet as well as wireless local area network (WLAN) and 

Bluetooth connectivity are also equipped on the PandaBoard ES. These high 

specifications of the PandaBoard ES ensure that the board satisfies the computing 

requirement of a navigation platform. In addition, it is also a device of relatively 

small size at about 114.3 x 101.6 mm and light weight at 74g (Farnell, 2014). 
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PandaBoard ES also has the advantages of vibration and shock resistance to ensure 

a stable and reliable on-board navigation sensor system for the USV’s operation. 

 

Figure 3.6 PandaBoard ES Layout 

 

3.2.2. Navigational sensors 

For a more comprehensive navigation sensor system than that on the Springer USV, 

real-time position estimations should also be included in the development of the 

navigation sensor system.  Learning from the joint program of the Springer USV’s 

improvement, an electronic compass and a GPS receiver are able to provide 

absolute measurement of an USV’s headings and positions. An inertial 

measurement unit that measures both the USV’s acceleration and rotation rate can 

be integrated to accomplish the hybrid compensation system to provide more 

accurate and robust navigational data. The ability to detect dynamic target ships in 

the surrounding environment could further enhance the practicability of an USV. 

This section provides details of employed navigation and detection sensors and 

their error modelling for future development of data fusion algorithms. 
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3.2.2.1. GPS receiver 

As shown in Figure 3.7, GPS satellites circle the earth twice per day in very precise 

orbits and transmit two low power radio signals to earth, designated L1 and L2. 

Civilian GPS uses the L1 frequency of 1575.42 MHz in the UHF band (Darrozes, 

2016).  

 
Figure 3. 7 The orbits of GPS satellites (Source: Howell, 2013) 

In the navigation sensor system of the Springer USV, the BU-353 S4 by 

USGlobalSat (Figure 3.8) is used to provide raw measurements of its latitude and 

longitude. It is a low cost, waterproof GPS receiver based on the SiRF Star IV 

using the L1 frequency. The SiRF Star IV, developed and manufactured by SiRF 

Technology Inc., is able to provide continuous location updates with a signal 

augmentation system. The BU-353 S4 completes the sensor design with a universal 

USB interface and an integrated highly sensitive GPS aerial to the SiRF Star IV 

chip to maximise reception quality. In addition, the whole package of the GPS 

receiver is compact with a diameter of only 53mm, thickness of 19.2mm, and 

weight of 62.37g. (USGlobalSat Inc., 2016).  
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Figure 3. 8 GPS BU353 S4 receiver 

The BU353 S4 supports several types of NMEA 0183 sentences that provide 

absolute measurements of its latitude and longitude. The extraction and the 

conversion of the latitude and longitude to the coordinates in the designed 

navigation frame are demonstrated in Appendix B.  

Table 3. 3 Common errors of GPS signals 

Error type Description Margin of 
error  

Receiver clock error Receiver's built-in clock has slight 
timing error with the atomic clocks 
on-board the GPS satellites 

3-10 m 

Number of satellites 
visible 

GPS signal travels Line of Sight, less 
satellites leads more errors 

5 m 

Satellite geometry When the satellites are located at wide 
angles relative to each other, the GPS 
accuracy is high 

5 m 

Signal multipath Signal can be reflected off surfaces 
during transmission, which increase 
travel time and cause errors in 
distance 

5 m 

Ionosphere effects Signal may be attenuated as it travels 
through the charged plasma of 
ionosphere 

5-10 m 

Troposphere delays Signal may be changed slightly when 
passing through the water particles in 
the upper atmosphere 

2 m 
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The absolute measurements are associated with random noises, which are described 

as Rooted Mean Square (RMS) errors in the sensor manuals. RMS error indicates 

that at 68% probability the measurement lies within the range of the error from the 

true position and twice the range at 95% probability. The Table 3.3 lists the 

common errors that impact on the accuracy of GPS signals (McWilliam et al. 2005). 

Therefore, the sensor model of the GPS receiver can be defined with an additive 

random noise component as following: 

 𝑝  𝑝 𝜈  (3.1) 

where 𝑝  is the true position; 𝑝  is the noisy measurements; and 𝜈  is the 

uncertainty normally distributed with the standard deviation of its RMS error value 

𝑟 . 

 

3.2.2.2. Inertial Measurement Unit 

Although raw GPS measurements were used to determine Springer’s positions in 

the trials of the cooperation program, an IMU called ArduIMU V3 from Sparkfun 

was also integrated into the Springer navigation sensor system for further 

development. The ArduIMU V3 is a low cost, smart orientation solution that 

measures a vehicle’s acceleration and angular velocity and its outputs can be read 

via the serial communication. Unlike the TinkerKit gyroscope chip that requires an 

additional Arduino board in the Springer navigation sensor system, the ArduIMU 

V3 is a complete module that incorporates motion processing unit, MPU-6000 

together with an ATmega328 microprocessor itself as shown in Figure 3.9. Its size 

is only 38.1 mm * 25.4 mm. The MPU-6000, which consists of three embedded 3-

axis MEMS (Micro Electro Mechanical System) gyroscopes, a 3-axis MEMS 

accelerometer and a 3-axis magnetometer, is widely used for mobile 

communication handsets and other portable applications. According to Faulkner et 

al., 2002, Micro Electro Mechanical System (MEMS)-based sensors exploit the 

benefits of high volume manufacturing techniques, flexible and rugged packaging 

options, which provides cost effective and small sized sensors. The gyroscopes in 

the MPU-6000 detect rotation along the x, y and z axes of its inertial frame. When 

the gyroscope is rotated, vibration caused by the Coriolis Effect is first detected by 

a capacitive pickoff. The resulting signal is then amplified, demodulated, and 

filtered to produce a voltage output. This voltage output is proportional to the 
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angular rate and will be digitised using an individual on-chip 16-bit Analog-to-

Digital Converter (ADC). In terms of the accelerometer, it uses separate proof 

masses for each axis. The acceleration induces a displacement on the proof masses 

and each displacement is detected differentially by a corresponding capacitive 

sensor . The scaling factor is calibrated at the factory and is independent of supply 

voltage. The ATmega328 microprocessor processes the voltages generated by both 

gyroscope and accelerometer and outputs associated measurements at 20Hz (Ardu-

imu, 2014). 

 

Figure 3. 9 ArduIMU V3 from Sparkfun 

 

The MEMS inertial sensors are sensitive to dynamic changes and vibrations. 

Inertial sensors are often subject to bias, scale factor, and cross-coupling errors 

with the former two being the major sources of the error. The inertial sensor bias is 

defined as the average over a specified time of the sensor output measured at 

specified operating conditions that are independent of input acceleration or rotation 

(IEEE Std 528-2001, 2001). A scale factor is the ratio of a change in output to a 

change in the input to be measured. Both errors include some or all of the 

following components: fixed terms, temperature induced variations, turn-on to 

turn-off variations and in-run variations (Titterton et al., 1997). The fixed 

component of the error is present when the sensor is turned on and can be predicted. 

A large fraction of the temperature induced variations can be corrected with 

suitable calibration. The turn-on errors vary from sensor turn-on to turn-on but 

remain constant without powering off. They can be obtained from laboratory 

calibrations or estimated during the navigation process. The in-run random errors 
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are unpredictable and vary throughout the periods when the sensor is powered on. 

As a result, the in-run random errors cannot be removed from measurements using 

deterministic models and should be modelled by a stochastic process such as a 

random walk process or a Gaussian Markov process (Farrell, 2005). The cross-

coupling error is the error due to sensor sensitivity to inputs about axes normal to 

an input reference axis (IEEE Std 528-2001, 2001). For low-cost MEMS inertial 

navigation systems, the cross-coupling error is relatively small and negligible 

compared to other sources of errors. As a result, the bias has the largest impact on 

the INS navigation performance.  

 

The measurements of the inertial sensors therefore contain a random noise 

component and a constant bias, which can be modelled as Equation 3.2 and 

Equation 3.3.  

 𝑎  𝑎 𝑏 𝑤  (3.2) 

 𝜔  𝜔 𝑏 𝑤  (3.3) 

where 𝑎  & ω  are raw sensors readings, 𝑎  & ω  are the true acceleration and true 

rotation, respectively, 𝑏  & 𝑏  are the constant bias errors and 𝑤  & 𝑤  are the 

random noise. Both the accelerometer and the gyroscope are associated with a 

constant bias factor, which can be estimated by a calibration process prior to testing.  

The process is demonstrated in detail in Appendix B. But the estimated bias 

component cannot be removed due to the sensitivity of the MEMS sensors. 

 

3.2.2.3. Compass  

Comparing the three independent electronic compasses with different working 

principles in the navigation sensor system of the Springer USV, the fluxgate 

compass KVH C100 outperformed the other two electronic compasses.  However, 

the KVH C100 is not itself waterproof. Therefore, a low cost, waterproof electronic 

compass, the HSC100 electronic compass sensor from Digital Yacht (Figure 3.10), 

is employed in the proposed navigation sensor system. It can be placed outside the 

sensor box, thus the effects of the magnetic fields generated by other electronic 

devices can be reduced. It is also a fluxgate compass and  is of similar working 

principle to  Springer’s KVH C100. It  is a complete package and weighs about 

0.12 kg. The centre of the HSC100 is a fluxgate compass with a ring style core, 
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which helps concentrate the magnetic field being measured. The core is 

magnetically saturated in opposing directions along two axes x and y respectively 

using an excitation coil driven by a sine or square waveform. Before saturation, the 

ambient field is conducted through the core producing a high flux. When saturation 

occurs, the flux will collapse. During the next half cycle of  excitation, the core 

recovers from saturation and the flux returns to a high level until the core saturates 

in the opposite polarity. This cycle iterates the process while operating. A sense 

coil placed around the core detects these flux changes by means of induced 

voltages indicating flux collapse or recovery. The compass measures direction in 

terms of an electric current, and this current is used as a signal to be translated by 

other electronic devices. It also features an automatic calibration mode. According 

to the installation and quick start guide of the HSC100 compass sensor, general 

accuracies can be achieved to within 0.5 degrees after automatic calibration. It can 

tolerate up to a 45 degree gimbaled angle when the USV rolls and pitches on the 

water surface.  

 

Figure 3.10 HSC100 electronic compass by Digital Yacht 

The major magnetic measurement error results from the distortion of the Earth’s 

magnetic field by nearby ferrous effects, sensor noise and magnetic interference. In 

practical applications, compasses are mounted in vehicles and platforms that 

usually have ferrous materials nearby. These nearby ferrous materials will generate 
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permanent magnetic fields (hard irons) or varying magnetic fields (soft irons) to 

distort the Earth’s magnetic field (Caruso, 1997). Soft irons affect the 

magnetometer output by varying amounts depending on the compass orientation. 

This varying bias effect will distort the shape of the 2D magnetic field locus from a 

circle into an ellipse. Hard and soft iron distortions are the major error sources for 

magnetic compasses and compensating for these effects is essential to their 

application (Langley, 2003). Normally, a calibration process is conducted to 

remove the bias after installation since the bias is constant without change of 

installation environment. In a similar manner to the GPS module, the electronic 

compass also provides absolute measurements of vehicle’s headings with an 

additive random noise that can be expressed as Equation 3.4.  

    𝜈  (3.4) 

where   is the true heading;   is the noisy measurement and 𝜈  is the uncertainty 

with a normal distribution with the standard deviation of the compass’s RMS error 

value 𝑟 . 

 

3.2.2.4. Automatic Identification System  

A practical USV that is designed to conduct missions over the sea should also have 

that ability to perceive its surrounding environment for safe operation. The 

Springer USV is still in the early stage of its development, therefore detection 

sensors such as marine Radar and AIS are not included in its navigation sensor 

system. AIS is an automatic tracking system that is employed by both mariners and 

the vessel traffic services (VTS) for identifying and locating surrounding vessels. 

The AIS signal normally provides static, dynamic, voyage related and short safety 

information. Static information, such as the ship’s call sign, name and its Maritime 

Mobile Service Identity (MMSI) is permanently stored in an installed AIS 

transponder. Dynamic information that contains the ship’s position, speed and 

course, is collected from the ship’s own navigational sensors, e.g. GPS receivers, 

speed log and electronic compasses. Voyage related information that includes the 

ship’s destination, cargo type, etc. is inputted at the beginning of the voyage (Lin, 

et al. 2008). As  AIS is an intermediary to transmit navigational data obtained by 

on-board sensors’ measurements (mainly GPS), its accuracy can be assumed to be 

similar to a conventional GPS receiver and its measurement modelling can be 
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expressed as Equations 3.5 to 3.7. However, AIS cannot be used in isolation to 

detect dynamic obstacles as it only works with ships that are equipped with an AIS 

transponder (Lloyd’s List Intelligence, 2017; IMO, 2019). 

 𝑝  𝑝 𝜈  (3.5) 

 𝑣  𝑣 𝜈  (3.6) 

 𝜑  𝜑 𝜈  (3.7) 

where 𝑝 , 𝑣  and 𝜑  are the position, velocity and course of the detected vessel 

obtained from AIS signal, respectively; 𝑝 , 𝑣  and 𝜑  are the true position, 

velocity and course of the detected vessel, respectively; and 𝜈 , 𝜈  and 𝜈   are 

the uncertainties that are normally distributed within the standard deviation of the 

AIS’s RMS error value 𝑟 , 𝑟  and 𝑟 , respectively. 

 

3.2.2.5. Marine Radar  

Radar is a device that measures the distance and bearing of the surrounding 

obstacles relative to the vessel with Radar onboard. The principal of Radar is 

similar to sound-wave echo reflection. The Radar set transmits the electromagnetic 

wave pulse and receives returns (reflections) from the reflecting object. A portion 

of the radio-frequency (RF) energy is reflected and the returned pulse is detected 

by the Radar set. This reflected pulse is called a return. Radar sets use the return to 

determine the direction and distance of the reflecting object (Brattebo, 2014; Bole 

et al. 2005). Figure 3.11 illustrates the main components of a typical Radar set.  

 
Figure 3.11 Radar set and fundamental components 
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The main components are described below: 

 The SYNCHRONISER supplies the synchronising signals of the transmitted 

pulses, the indicator, and other associated circuits.  

 The TRANSMITTER generates electromagnetic energy in the form of short, 

powerful pulses.  

 The DUPLEXER allows the same antenna to be alternately switched between 

transmitting and receiving modes.  

 The ANTENNA routes the electromagnetic energy from the transmitter, 

radiates it in a highly directional beam, receives any returning echoes, and 

routes those echoes to the receiver.  

 The RECEIVER amplifies the weak RF signal returned from the reflecting 

object and generates video pulses as the output.  

 The INDICATOR presents a visual indication of the  return pulses to the 

observer with relative positions of the targets.   

 
The index error, beamwidth error and attenuation error affect the accuracy of 

Radar’s measurements (Rohde & Schwarz, 2012). These errors bring a random 

noise component of the raw Radar measurements and the sensor’s measurements 

can be modelled as Equations 3.8 to 3.11. 

 𝑑  𝑑 𝜈  (3.8) 

 𝐵  𝐵 𝜈  (3.9) 

 𝑣  𝑣 𝜈  (3.10) 

 𝜑  𝜑 𝜈  (3.11) 

where 𝑑  and 𝐵  are the range and bearing to the detected vessel, respectively; 

𝑣  and 𝜑  are the measured velocity and course of the detected vessel, 

respectively; 𝑑  and 𝐵  are the true range and bearing to the detected vessel, 

respectively; 𝑣  and 𝜑  are the true velocity and true course of the detected vessel, 

respectively; and 𝜈 , 𝜈 , 𝜈  and 𝜈  are the uncertainties that are normally 

distributed within the standard deviation of the Radar’s RMS error value 𝑟 , 𝑟 , 

𝑟  and 𝑟 , respectively. 
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Most of the early marine Radar models are too expensive and large in size so that 

they were not included in the initial development of USVs. With the development 

of the technology, lower cost and smaller sized Radar are available for unmanned 

vehicles. The main advantage of marine Radar is its capability to detect obstacles in 

all environments at relatively long range, which enables vessels to operate safely at 

sea. However, the accuracy of Radar measurements is relatively low when 

compared with AIS data. It may suffer from beam width error, attenuation error, 

double or multiple echoes and indirect wave error. Therefore, multiple sensors need 

to be integrated to provide more accurate and continuous estimations of a target 

ship’s position (Xu et al., 2017; Kalsen et al. 2015). 

 

In summary, functionality of each sensor employed by the proposed navigation 

sensor system and their RMS errors are outlined in Table 3.4. The value of the 

sensor noise will be used in the simulations throughout Chapter 4 to Chapter 7. 

Table 3. 4 Employed and simulated navigational sensors and their measurements with errors 

Sensor Measurement Noise 

Bias Variance 

IMU Acceleration 𝑎  0.03 𝑚 𝑠⁄ 0.0042 𝑚 𝑠⁄  

Acceleration 𝑎  0.02 𝑚 𝑠⁄ 0.0042 𝑚 𝑠⁄  

Rotation rate 𝜔 0.28 ° 𝑠⁄  0.036 ° 𝑠⁄  

GPS Position 𝑝  - 8𝑚 

Position 𝑝  - 7𝑚 

Electronic 

Compass 

Heading  - 0.5° 

AIS (Simulated) Position 𝑝  - 0.01 𝑛𝑎𝑢𝑡𝑖𝑐𝑎𝑙 𝑚𝑖𝑙𝑒 

Speed 𝑣  - 0.07 𝑘𝑛𝑜𝑡 

Course 𝜑  - 0.5° 

Marine Radar 

(Simulated) 

Range 𝑑  - 0.05 𝑛𝑎𝑢𝑡𝑖𝑐𝑎𝑙 𝑚𝑖𝑙𝑒 

Bearing 𝐵  - 1.2° 

Speed 𝑣  - 0.013 𝑘𝑛𝑜𝑡 

Course 𝜑  - 1° 
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3.3. Implementation of the proposed system 

3.3.1. Hardware Connections 

In this section, a practical hardware system has been implemented using the sensors 

detailed in Section 3.2 to obtain and convert raw sensor measurements to a pre-

designed navigation frame so that they can be used in a data fusion system. 

Practical AIS module and marine Radar are not included since their measurements 

are not useful inland and they will be simulated in this research. 

 

The BU353 S4 GPS receiver, the ArduIMU V3 IMU and the HSC100 electronic 

magnetic compass, that all support USB interfaces, are integrated in the proposed 

navigation sensor system. The embedded Linux board, PandaBoard ES, which is 

capable of supporting USB and RS232 serial interfaces, is used to connect to all the 

aforementioned navigational sensors. Therefore, working as the on-board hosting 

platform, the PandaBoard ES’s tasks include interfacing to each sensor, acquiring 

and converting each sensor’s raw measurements and communicating with the 

monitoring control computer.  

 

The connections of the hardware system are illustrated in Figure 3.12. The on-

board navigation sensor suite is composed of on-board navigational sensors, a 

navigation processor, as well as complimentary accessories, such as Liquid Crystal 

Display (LCD) screen and the battery. The on-board sensors, including a GPS 

module, an IMU module and an electronic compass, are connected to the 

PandaBoard ES via serial communication ports. Digital interfaces are required to 

enable the hosting platform to access the navigational sensor measurements. The 

control PC is the interface used to monitor on-board sensor measurements and runs 

the developed data fusion and path planning algorithms. The communication 

between the control PC and on-board hosting platform employs the wi-fi, 2.4 GHz 

802.11b/g/n protocol due to its longer working range and more stable signal 

transmission. The software design to achieve the connections is demonstrated in 

the next section. 
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Figure 3. 12 Hardware installations 

 

3.3.2. Software connections 

With a variety of navigational sensors that have different functions and different 

sampling rates on-board the USV, the navigation sensor system needs to be capable 

of synchronising all the sensors, acquiring different sensor measurements, and 

processing the measurements for further use. As mentioned, the PandaBoard ES 

features an OMAP4460 processor that supports Linux kernel, therefore embedded 

Linux has been used to perform these assigned tasks.  Embedded Linux is a general 

term for using Linux kernel and various open source components in embedded 

systems (Bootlin, 2017).  Embedded Linux has the advantages of reduced power 

consumption and increased processing speed. The embedded Linux system has five 

generic properties: Diskless media for booting and storage, lack of BIOS, footprint 

(500 KB) and runtime memory restrictions, memory management and dedication to 

a small number of tasks (Tucker, 2015). Like desktop computers, some embedded 

Linux systems are now adopting graphical user interface (GUI) rather than text-

based interface, such as ARM Ubuntu. Ubuntu, the most widely used Linux 

operating system, releases several distributions that support various ARM 

processors. For PandaBoard ES, there is an Ubuntu 12.04 release for the Texas 

Instruments OMAP4 processor that delivers a desktop with GUI and supports 
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various programming languages such as C, Python, Java, etc., which makes it 

easier to design the on-board software to meet the system requirements.  

 

From Figure 3.6, it can be seen that the PandaBoard ES has two USB 2.0 interfaces 

that could connect to navigational sensors. The on-board software should have the 

ability to communicate with the connected sensors for incoming sensor signals, 

which are called the digital interfaces. The digital interfaces have been built based 

on Java according to the formats of the sensor outputs described in Section 3.2. 

PandaBoard ES also features the Tiwi-BLE WLAN/Bluetooth transceiver that 

provides a Bluetooth interface and a 2.4 GHz WLAN 802.11b/g/n interface, where 

802.11 is the IEEE Wi-fi Standard. Therefore, wireless connectivity between the 

on-board hosting platform and the offshore control computer can be established 

using Wi-fi by building a wireless base station, called an access point (AP).  

 

In the ARM Ubuntu operating system, a user space daemon called Hostapd can be 

used to create the AP and authentication servers. After enabling the PandaBoard as 

a wireless AP and assigning a static internet protocol (IP) address, the control PC 

can connect to it and establish bi-directional wireless communication via  socket 

programming. A socket program involves at least a pair comprising a client and a 

server. Here the PandaBoard ES acts as the Server that awaits a connection request 

from the control PC (Client) and transmits the sensor data when requested. 

Benefiting from the ARM Ubuntu system, the PandaBoard ES is able to use its 

own wireless module to transmit acquired sensor measurements when set up as a 

wireless AP automatically, and the server program starts as soon as the board 

powers up. Figure 3.13 shows the flowchart of the server socket as well as the 

digital interfaces to each navigational sensor. When the server starts, it waits for the 

connection request from the client. Once the wireless connection is established, the 

PandaBoard ES connects to all the sensors using a serial communication protocol 

and sends a “connected” flag to the client. The server then waits for new 

commands and an iteration number. As soon as the loop number is received, the 

server starts to read data from the sensors and parse them to create a new sentence, 

which contains all the available information. The new sentence is sent to the client 

via the wireless connection and the server enters the next cycle. Once the iteration 
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number equals to that of the received number 𝑚 , the server socket is closed 

automatically.  

 

 

Figure 3.13 Flowchart of the Server Socket 

The ARM Ubuntu on PandaBoard ES has the computational ability to be able to 

complete all the assigned tasks in a relatively short time period. It uses time sharing 

architecture where each task is assigned a specific time interval to allow the tasks 

to be executed before switching to the next task in order to allow multi-tasking. 

The switching process is fast enough such that the user is unable to discern the 

individual task actions and treat it as a simultaneous real time process.  
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Correspondingly, the control PC acts as the client. Figure 3.14 illustrates the 

flowchart of the client socket. It sends the connection request to the server via the 

predefined port and the server’s static IP address. Then it sends the loop number 

once it receives the “connected” flag. The next step for the client is to apply the 

parsed raw sensor data into data fusion algorithms, which will be detailed in the 

next four chapters. Likewise, the client socket is closed when the loop number is 

reached. 

 

 

Figure 3. 14 Flowchart of Client Socket 
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3.4. Summary 

In this chapter, a practical USV called Springer has been introduced and a practical 

navigation hardware sensor system has been implemented based on the Springer’s 

navigation sensor system. The implemented system employs an embedded Linux 

board as the main on-board navigation processor to extract and convert raw sensor 

measurements from a GPS receiver, an IMU module and an electronic magnetic 

compass as well as establishing the wireless communication with a control 

computer. The proposed compact navigation sensor system is able to provide real-

time raw sensor measurements, which will be used by the data fusion algorithms 

(as detailed in Chapter 4 to 6) to estimate more accurate navigational data, when 

such sensor system is incorporated in any practical USV platforms. Detection 

sensors such as AIS and marine Radar have been demonstrated and will be 

simulated in Chapter 7 encompassing their error models as detailed in this Chapter 

to develop a more comprehensive navigation sensor system to improve those USVs, 

such as the Springer, that are in early stages of development. 

.  
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Chapter 4. Multi-sensor Data Fusions for 

USV Navigation 

 

 

Knowing real-time USV’s navigational data, i.e. position, velocity and heading, is 

important for autonomous USV operation since these data are required for the path 

planning and control modules to generate a safe path and appropriate control 

commands autonomously. Considering the working conditions under which an USV 

operates, i.e. the navigational sensors have inherent associated with uncertainties and 

environment influences have effects on USV trajectory, multi-sensor data fusion 

algorithms will be developed in this chapter to deal with the raw sensor 

measurements from the three kinds of sensors described in the preceding chapter and 

calculate improved navigational data for USV operation in a practical environment.  

 

 

4.1. Bayesian approaches to data fusion  

In an ideal world, sensors are supposed to provide exact measurements with complete 

certainty. However, such measurement accuracy and reliability  are difficult to attain 

in practice due to equipment limitations and environment influences. As discussed 

in Chapter 2, a low cost IMU is normally a Micro Electro Mechanical System 

(MEMS) based sensor, which is sensitive to the surrounding environment, such as 

dynamic changes, noise and vibrations. The GPS measurements are relatively 

accurate as long as the receiver is placed in an open and clear area, where it has 

access to more satellites. However, it could suffer signal loss and return inaccurate 

measurements under harsh environmental conditions. In addition, the distortion of 

the Earth’s magnetic field by nearby ferrous effects, sensor noise and magnetic 

interference have a large impact on the measurements of an electronic compass. The 

noisy measurements obtained from those sensors would deliver inaccurate 

navigational data to an autonomous USV trying to determine its own position and 

could lead to unsafe operation through increased collision risks. Multi-sensor data 

fusion, the process of combining the measurements from different sensors and reduce 
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possible sensor errors, to provide a reliable and complete description of an 

environment or process of interest, should then be employed to model and reduce 

sensor uncertainties.  

 

4.1.1. Probabilistic methods on data fusion 

After the discussion of why multiple sensors should be included to produce a more 

robust and accurate navigation system, there needs to be a clear understanding as to 

what data fusion is and how data fusion works with the sensors. Probability underlies 

most data fusion methods. It can provide a powerful and consistent means of 

describing sensor uncertainties and estimating the true value of the measured 

variable (Klein, 2004; Roth, 2017). Here follows a statistical interpretation for the 

data fusion to estimate the position of an USV. Before an USV operates on the water 

surface, it might be parked at the port or be held at the start point waiting to be 

launched, a guess of its position can be made based on a map or historic data of that 

position, and this guess is associated with uncertainties. It is assumed that the guess 

is a normally distributed random position as variable 𝑥 with mean 𝑚  and standard 

deviation 𝜎 ,  

𝑃 𝑥  ~ 𝑁 𝑚 , 𝜎  (4.1) 

where 𝑃 𝑥  is the prior belief of the USV’s position, according to which, the best 

belief of the USV’s position 𝑥 is given by the mean of the distribution, 𝑥 ≝ 𝐸 𝑥

𝑚 . At this time, a GPS sensor that is installed on the static USV can provide an 

observation of the USV’s position that is associated with uncertainties as to the 

USV’s true position 𝑋. The observation can be described as a conditional random 

variable 𝑧|𝑥 𝑋 with mean 𝑚  and standard deviation 𝜎 :  

𝑃 𝑧|𝑥 𝑋 ~ 𝑁 𝑚 , 𝜎  (4.2) 

Bayes’ rule provides a solution that makes inferences about the USV’s position 

described by the state 𝑥, given an observation 𝑧. Given the prior belief and the value 

derived from the observation, the posterior distribution that is treated as a correction 

of the prior belief of the system can be derived by Bayesian inference (Sarkka, 2013): 
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𝑃 𝑥|𝑧 ~ 𝑁 𝑚 , 𝜎  (4.3)

where  

𝑚 𝜎 𝑚 𝜎 𝑚 𝜎  (4.4)

𝜎
1

1
𝜎0

2
1

𝜎𝑧
2

 (4.5)

The best estimation of the USV’s position is then updated in accordance as following: 

𝑥 ≝ 𝐸 𝑥|𝑧 𝑚 𝜎 𝑚 𝜎 𝑚 𝜎  (4.6)

The posterior probability on 𝑥  given observation 𝑧  is proportional to the prior 

probability on 𝑥 and individual likelihoods from each information source (Charles, 

2017). The correction can then be expressed as Equations (4.7) and (4.8). 

𝑥 𝑥 𝐾 𝑧 𝑥  (4.7)

𝜎 𝜎 1 𝐾  (4.8)

where 𝐾 ≝ 𝜎 𝜎 𝜎⁄ , is the gain to adjust the prior belief based on the 

observation. 

 

The on-board GPS sensor can constantly make observations of the USV’s position. 

With a number of observations 𝑧 𝑧 𝑧 … 𝑧 , Equation (4.7) can be 

reorganised as Equation (4.9) to compute the USV’s estimated position recursively 

and make more corrections to reduce the uncertainty to provide more accurate 

estimations.  

𝑥 𝑥 𝐾 𝑧 𝑥  (4.9)

This section details how the Bayesian inference works on the data fusion of a random 

position where an USV is located statically and a set of GPS observations to obtain 

its posterior probability of the best belief of the USV’s location. In this case, the 

system probability distribution does not evolve with time. But when the USV travels 

on the water surface, the prior distribution would vary with time. Therefore, Bayesian 

optimal filtering, the methodology based on the above probabilistic approach that 



 

64 

 

can be used for estimating the state of a time-varying system should be employed to 

compute the best belief of the USV’s real-time navigational data (Sarkka, 2011).  

 

4.1.2. Kalman Filtering  

Kaman filtering was first introduced by Rudolf E. Kalman in his paper that describes 

a recursive solution to a discrete-data linear filtering problem (Kalman, 1960). It is 

essentially a set of mathematical equations that implement a prediction-correction 

type estimator that is optimal in the sense that it minimizes the estimated error 

covariance – when some presumed conditions are met. As a Bayesian optimal 

estimator for linear stochastic systems, KF is ideal for systems with time-varying 

states. It does not require a memory to keep tracking all historical system states, but 

rather the last state, rendering it well suitable for real-time problems and embedded 

systems. Furthermore, if the input data fits the predefined linear dynamics and 

statistical models and a prior knowledge is known, the KF can provide an optimal 

estimate of the state vector, in a minimum variance sense (Gelb, 1974). As a result, 

Kalman filtering has become a particularly popular technique and is widely applied 

to autonomous navigation (Hu et al. 2003; Jwo and Chang, 2007; Loebis et al. 2004). 

 

Developing a KF requires a priori knowledge of the system state, initial settings and 

noise models. In the examined application, the state of the system refers to the 

collection of dynamic variables such as position, velocities and accelerations or 

orientation and rotational motion parameters, which describe the physical state of the 

USV navigation system.  

 

When a USV is operating on the water surface, its state 𝒙 ∈ ℜ  varies by time, which 

is governed by the linear stochastic difference equation 

𝒙 𝑘 𝑨𝒙 𝑘 1 𝑩𝒖 𝑘 𝒘 𝑘 1  (4.10) 

with a measurement 𝒛 ∈ ℜ : 

𝒛 𝑘 𝑯𝒙 𝑘 𝝂 𝑘  (4.11) 



 

65 

 

where 𝒖 𝑘  is the input, 𝑨, 𝑩, 𝑯 are the state-transition matrix, the input matrix and 

the observation matrix respectively. The system is subject to the following 

assumptions: (Shimkin, 2009) 

 process noise 𝑤 𝑘  is white noise with normal distribution with zero mean 

and variance 𝑸, 𝑷 𝒘 ~𝑁 0, 𝑸  

 measurement noise 𝜈 𝑘  is also white, normally distributed with zero mean 

and variance 𝑹, 𝑷 𝒗 ~𝑁 0, 𝑹  

 there is no correlated noise, i.e. 𝐸 𝝎 𝑙 𝝂 𝑘 0 ∀𝑙, 𝑘;  

 each noise is uncorrelated to the time steps 𝐸 𝒘 𝒘
𝑸 , 𝑖 𝑘
0, 𝑖 𝑘

 and 

𝐸 𝝂 𝝂
𝑹 , 𝑖 𝑘
0, 𝑖 𝑘

 

Charles (2017) derived the whole process of Kalman Filter using the Bayesian 

approach.  Kalman filtering has two steps, prediction and correction. Equations (4.12) 

and (4.13) makes predictions of the system state and its covariance according to the 

system transition model. The predicted state is the prior belief of the navigation 

system.  

𝒙 𝑘 𝑨 𝒙 𝑘 1 𝑩 𝒖 𝑘  (4.12)

𝑷 𝑘 𝑨 𝑷 𝑘 1 𝑨 𝑸 (4.13)

The Kalman Filter gain to correct the prior belief by reducing the mean square error 

is computed by Equations (4.14) and (4.15): 

𝑲 𝑘 𝑷 𝑘 𝑯 𝑺 𝑘  (4.14)

𝑺 𝑘 𝑯 𝑷 𝑘 𝑯 𝑹 (4.15)

Similar to the standstill USV example, the posterior belief of the navigation system 

given observation 𝒛 𝑘  can be obtained by applying the Kalman Filter gain to the 

prior belief as shown in Equations (4.16) and (4.17). 

𝒙 𝑘   𝒙 𝑘 𝑲 𝑘 𝒛 𝑘 𝑯 𝒙 𝑘  (4.16)
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𝑷 𝑘 𝐼 𝑲 𝑘 𝑯 𝑷 𝑘  (4.17) 

After the correction, the system then enters the next state and makes new predictions. 

This prediction-correction process iterates the navigation system and generates real-

time navigational data for each state, which is shown in the block diagram in Figure 

4.1. 

 

Figure 4. 1 Block diagram of a discrete Kalman Filter 

The KF estimates the optimal state of a system given the measurement by minimising 

the mean square error in Equation (4.18), in which the expectations are shown in 

Equations (4.19) to (4.21): 

 𝒙 arg min 𝐸 𝒙 𝒙 𝒙 𝒙  (4.18) 

 𝐸 𝒙 𝑘 𝒙 𝑘  (4.19) 

 𝐸 𝒙 𝑘 𝒙 𝑘 𝒙 𝑘 𝒙 𝑘 𝑷 𝑘  (4.20) 

 𝑃 𝒙 𝑘 |𝒛 𝑘 ~𝑁 𝐸 𝒙 𝑘 , 𝐸 𝒙 𝑘 𝒙 𝑘 𝒙 𝑘 𝒙 𝑘 𝑁 𝒙 𝑘 , 𝑷 𝑘  (4.21) 

 

 

4.2. Kalman Filter for multi-sensor data fusion 

4.2.1. Discrete USV navigation model 

After explaining how the probability method works on the data fusion of the 

positions of a standstill USV, the time-varying working conditions of an USV should 
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be considered. The state of an autonomous navigation system incorporates the 

required USV’s navigational data, i.e. position (𝑝), velocity (𝑣) and heading (), 

which are governed by a discrete time state-space model of the USV dynamic system 

in a two-dimensional navigation frame. Instead of fully relying on the system model, 

the acceleration rate (𝑎) and rotation rate (𝜔), which can be measured by inertial 

sensors, are used to compute each of the modes of navigational data using discrete 

integration. The integration of the inertial measurements brings a more accurate ship 

motion model that can then be expressed as: 

 𝒑 𝑘 𝒑 𝑘 1 𝑇 𝒗 𝑘 1 𝑇 𝒂 𝑘 1   (4.22) 

 𝒗 𝑘 𝒗 𝑘 1 𝑇 𝒂 𝑘 1   (4.23) 

  𝑘  𝑘 1 𝑇 𝜔 𝑘  (4.24) 

where 𝑇 is the processing time between two consecutive sampling steps.  

 

Equations (4.22) to (4.24) can be viewed as the transition state models with 

𝑝, 𝑣 𝑎𝑛𝑑  being the state of the system, which are the estimation objects of the 

Kalman Filter.  Therefore, the state vector 𝒙 with required data can be defined as 

 𝒙 𝑝    𝑝   𝑣    𝑣      (4.25) 

where 𝑝  and 𝑝  represent the positions in a north-east navigation frame, 𝑣  and 𝑣  

are velocities and  is the heading of the USV. By adding the system processing 

error (𝒘) and substituting into Equations (4.22) to (4.24), the system state equation 

(Equation (4.10)) can be further expressed as following: 

 

⎣
⎢
⎢
⎢
⎢
⎡
𝑝 𝑘
𝑝 𝑘
𝑣 𝑘
𝑣 𝑘
 𝑘 ⎦

⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎡
1 0 𝑇 0 0
0 1 0 𝑇 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎡
𝑝 𝑘 1
𝑝 𝑘 1
𝑣 𝑘 1
𝑣 𝑘 1
 𝑘 1 ⎦

⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎡ 𝑇 0 0

0 𝑇 0

𝑇 0 0
0 𝑇 0
0 0 1⎦

⎥
⎥
⎥
⎥
⎤

𝑎 𝑘
𝑎 𝑘
𝜔 𝑘

𝒘 𝑘 1  (4.26) 

where the acceleration and rotation rate form the control input 𝒖 𝑎  𝑎  𝜔 .  
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From the start of USV operation, the on-board IMU starts to measure the motions of 

the USV, that is, the accelerometer measures the accelerations and the gyroscope 

measures the angular velocity of the USV. As mentioned in Chapter 3, the 

acceleration rates provided by the IMU are along the inertial frame, which can be 

approximated as the body frame; whereas, other navigation information has been 

presented in the navigation frame. It therefore should convert the IMU data from the 

inertial frame to the navigation frame by using the rotation matrix: 

 
𝑎
𝑎

𝑐𝑜𝑠∅ 𝑠𝑖𝑛∅
𝑠𝑖𝑛∅ 𝑐𝑜𝑠∅

𝑎
𝑎  (4.27) 

 

Figure 4.2 Conversion from i-frame to n-frame 

As shown in Figure 4.2, the heading  that can be obtained from the compass is the 

clockwise angle referenced to the North. Therefore, the anti-clockwise rotation angle 

from the i-frame to the n-frame is equal to the heading:  

 
𝑎 𝑘
𝑎 𝑘

𝑐𝑜𝑠 𝑘 𝑠𝑖𝑛 𝑘
𝑠𝑖𝑛 𝑘 𝑐𝑜𝑠 𝑘

𝑎 𝑘
𝑎 𝑘  (4.28) 

When implementing the KF based algorithm, the IMU, which can provide the 

acceleration and rotation rate, is used to create the predictive model for the estimation 

of the position and heading of the USV. As stated in Section 3.2.2, the IMU does not 

provide precise measurements due to equipment limitations. Hence, the 
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measurements of the IMU are modelled as in Equations (3.2) and (3.3). The bias 

factors can be predicted by applying the calibration, which is explained in detail in 

Appendix B. The unknown random noise vector 𝒘 comprises the processing noise 

in Equation (4.10), which is assumed to be the white noise sequence with zero mean 

and standard deviation given by 𝑞  and 𝑞 , respectively. The 𝑞  and 𝑞  refer to the 

root-mean-square (RMS) values of the accelerometer and gyroscope’s unpredictable 

measurement errors respectively.  The covariance matrix 𝑸 of the processing noise 

𝒘 can then be expressed as:  

 𝑸 𝑐𝑜𝑣 𝒘  

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝑇 𝑞 0 𝑇 𝑞 0 0

0 𝑇 𝑞 0 𝑇 𝑞 0

𝑇 𝑞 0 𝑇𝑞 0 0

0 𝑇 𝑞 0 𝑇𝑞 0

0 0 0 0 𝑞 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 (4.29) 

It can be observed that the conversion of the frames generates the non-linearity of 

the system.  However, in order to obtain real-time results, during the simulation or 

practical trials, the sampling time is normally selected to be short. Over a short time 

period, the change in heading experienced by the USV could be considered 

negligible, which can be viewed as a constant value. Thus, the rotation angle can be 

assumed to be the prior estimated heading in the last time step, which allows the 

system’s non-linearity to be ignored.  

 

4.2.2. System measurement model 

As described in Chapter 3, the sensor models of GPS and electronic compass can be 

defined with an additive noise component as following: 

𝑝 𝑝 𝜈  (4.30) 

  𝜈  (4.31) 

where 𝑝  and   are the true position and heading respectively; 𝑝  and   are the 

noisy measurements; and 𝜈  and 𝜈  are the uncertainty with a normal distribution 

with the standard deviation of their RMS error value 𝑟  and 𝑟 . 
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Therefore, the measurement model 𝑧 can be denoted as: 

 𝒛 𝑘
𝑝 𝑘
 𝑘  

𝜈 𝑘
𝜈 𝑘

 (4.32) 

By substituting Equation (4.32) into Equation (4.11), the measurement equation can 

be rewritten as: 

 𝒛 𝑘
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1

 

⎣
⎢
⎢
⎢
⎢
⎡
𝑝 𝑘
𝑝 𝑘
𝑣 𝑘
𝑣 𝑘
 𝑘 ⎦

⎥
⎥
⎥
⎥
⎤

𝝂 𝑘  (4.33) 

where 𝝂 represents additive system measurement noise, which is also assumed to be 

white noise with zero mean and standard deviation given by 𝑟  and 𝑟  referring to as 

the RMS errors of GPS sensor and electronic compass, respectively. 𝑹 , the 

covariance of measurement noise 𝝂 is then given by: 

 𝑹 𝑐𝑜𝑣 𝝂
𝑟 0 0

0 𝑟 0

0 0 𝑟

 (4.34) 

By giving the initial state estimate 𝒙 0  and the initial covariance about this estimate, 

𝑷 0 𝑐𝑜𝑣 𝒙 0 𝒙 0 𝒙 0 𝒙 0 , the Minimum Mean Square Error 

(MMSE) estimate of the state vector 𝒙 𝑘  can be obtained according to the recursive 

KF algorithm (Equations (4.12) to (4.17)). 

 

4.2.3. Simulations of KF based multi-sensor data fusion algorithm 

In order to evaluate the performance of the Kalman Filter based multi-sensor data 

fusion algorithm on USV navigation, the operations of an USV that is equipped with 

the aforementioned sensors (Chapter 3) have been simulated in a quiet two 

dimensional environment without obstacles. The simulated USV is considered as a 

mass point. Without considering the environment effects such as wind or tidal 

current, USVs normally operate in straight line trajectories at  constant velocity and 

make turns at a predesigned angular velocity. Therefore, its motion movements can 

be described by a discrete motion model as follows: 
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 𝒙 𝑘 1 𝑭 𝒙 𝑘  (4.35) 

where, 𝒙 𝑝 𝑝 𝑣 𝑣  is the system state including the position and 

velocity information. 𝑭 is the state matrix and has different expressions depending 

upon specific motion models.  

 

The proposed algorithm has been implemented and verified using Matlab 

simulations during development. Measurements obtained from different 

navigational sensors including a GPS, an electronic compass and an IMU have been 

simulated by adding noises to the true values using sensor models presented in 

Chapter 3 (Equations 3.1 to 3.4). Sensor noises are used as the same value in Table 

3.4. The presenting of the noise model of each sensor to implement the Kalman Filter 

based multi-sensor data fusion algorithm is shown in Table 4.1.  

Table 4. 1 The KF characteristics 

Accelerometer noise model 
𝑞 0.0039 𝑚/𝑠  

𝑞 0.0039 𝑚/𝑠  

Gyroscope noise model 𝑞 0.033 𝑑𝑒𝑔/𝑠  

GPS noise model 
𝑟 3 𝑚  

𝑟 2.5 𝑚  

Compass noise model 𝑟 0.5 𝑑𝑒𝑔  

 

4.2.3.1. Simulation Scenario 4.1: Line trajectory 

An autonomous USV usually maintains a constant velocity during operations in 

order to move efficiently through water. Therefore, the vehicle can be simulated by 

the Constant Velocity Model (CVM) with the following state matrix 𝑭: 

 𝑭

1 0 𝑇 0
0 1 0 𝑇
0 0 1 0
0 0 0 1

 (4.36) 

and ideally its heading does not change and there is no rotation rate (𝜔 0) in this 

case, i.e.: 
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   𝑘 1  𝑘  (4.37) 

An area of 800 m * 800 m with North as the y-axis and East as the x-axis has been 

simulated for an USV to navigate. In simulation Scenario 4.1, the mission of the 

USV is to start steering from point (125 m, 628 m) at the speed of 1 𝑚/𝑠 on a heading 

of 135° for 700 time steps. The sampling time is 1s and all the sensors generate one 

measurement at each time step. The initial values of the system state vector (Equation 

(4.25)) and its covariance are defined as below: 

 𝒙 1 125 628 0.7071 0.7071 135  (4.38) 

 𝑷 1

⎣
⎢
⎢
⎢
⎡
1 0 0 0 0
0 1 0 0 0
0 0 0.01 0 0
0 0 0 0.01 0
0 0 0 0 0.25⎦

⎥
⎥
⎥
⎤

 (4.39) 

 

 

Figure 4. 3 Simulation Scenario 4.1: the simulated actual and measured acceleration 
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(b) 

Figure 4. 4 Simulation Scenario 4.1: the simulated actual and measured rotation rate 

 

Figure 4. 5 Simulation Scenario 4.1: the fused position result 
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Figure 4. 6 Simulation Scenario 4.1: the fused heading results 

 
Figure 4.7 Simulation Scenario 4.1: the RMS errors of the USV’s position and heading 
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raw measurements as the blue dots scattered around the actual trajectory by the 

predefined variance. The red line indicates the fused results of the USV’s positions 

by applying the KF based data fusion algorithm. As can be seen the red line is very 

close to the actual trajectory, especially from the enlarged inset. In this simulation, 

the USV is meant to operate in a straight line trajectory without any heading changes. 

In Figure 4.6, the heading estimations (red) are also closer to the set heading of 135° 

than the raw compass measurements. These improvements are confirmed by Figure 

4.7, which presents the RMS error of the fused results and raw sensor measurements. 

The figure clearly shows the RMS error of the fused positions in both x-axis and y-

axis are reduced to less than one meter and the RMS error of the fused heading is 

reduced to less than 0.2°. Table 4.2 lists the mean square errors after the USV 

completes its mission that provides numerical proofs.  

Table 4. 2 Mean Square Errors for KF algorithm in Simulation Scenario 4.1 

Method MSE Units 

KF_position 𝒑𝒙 0.4846 𝑚  

KF_position 𝒑𝒚 0.5703 𝑚  

GPS position 𝒑𝒈𝒑𝒔𝒙 6.1069 𝑚  

GPS position 𝒑𝒈𝒑𝒔𝒙 5.8936 𝑚  

KF_heading  0.0361 𝑑𝑒𝑔  

Electronic Compass 𝒄 0.4145 𝑑𝑒𝑔  

 

4.2.3.2. Simulation Scenario 4.2: Two turning manoeuvres  

In the simulation Scenario 4.1, the CVM is used to design the trajectory of the USV, 

which can only model a simple line trajectory and cannot provide a model sufficient 

enough for complex USV manoeuvres such as heading changes. Thus another model 

called the Coordinated Turn Model (CTM) is employed to simulate the heading 

changes of the vehicle (Yuan et al. 2014). It is assumed the rotation rate is constant 

while turning and the state matrix can be expressed by Equation (4.40) with the 

heading changes in terms of turning time in Equation (4.41). 
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 𝑭

⎣
⎢
⎢
⎢
⎡1 0

0 1

0 0 cos 𝜔𝑇 sin 𝜔𝑇
0 0 sin 𝜔𝑇 cos 𝜔𝑇 ⎦

⎥
⎥
⎥
⎤

 (4.40) 

  𝑘 1  𝑘 𝜔 ∗ T (4.41) 

The mission for the USV in this simulation is to make two turns. The USV is 

simulated to start at point (250 m, 280 m) with constant speed of 1 m/s and initial 

heading of 70° for 300 time steps. It is then assigned to turn anti-clockwise at k= 

115~150 and 225~255. When turning the angular velocity is constant at 3 °/s. The 

initial values of the system state vector (Equation (4.25)) and its covariance are 

predefined as:  

 𝒙 1 250 280 0.9397 0.3420 70  (4.42) 

 𝑷 1

⎣
⎢
⎢
⎢
⎡
1 0 0 0 0
0 1 0 0 0
0 0 0.01 0 0
0 0 0 0.01 0
0 0 0 0 0.25⎦

⎥
⎥
⎥
⎤

 (4.43) 

 

Figure 4.8 Simulation Scenario 4.2: the simulated actual and measured acceleration 
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(b) 

Figure 4.9 Simulation Scenario 4.2: the simulated actual and measured rotation rate 

 

Figure 4. 10 Simulation Scenario 4.2: the fused position result 
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Figure 4. 11 Simulation Scenario 4.2: the fused heading results 

 
Figure 4. 12 Simulation Scenario 4.2: the RMS errors of the USV’s position and heading 

 

In simulation Scenario 4.2, a more complex mission is assigned to the USV to model 

the possible manoeuvres during operation. The data fusion algorithm is still able to 

reduce the error of raw measurements from the GPS and electronic compass. Figure 

4.10 illustrates that the red line that represents the fused trajectory is closer to the 

0 50 100 150 200 250 300

Time step k (s)

0

2

4
GPS
KF

0 50 100 150 200 250 300

Time step k (s)

0

2

4 GPS
KF

0 50 100 150 200 250 300

Time step k (s)

0.3

0.4

0.5

0.6 Compass
KF



 

79 

 

actual trajectory than the GPS measured positions, but with degraded performance 

during heading changes. The heading results are shown in Figure 4.11. There are two 

changes of heading. From the enlarged inset, it can be seen that the fused headings 

fluctuate around the actual heading with less improvement than those in simulation 

Scenario 4.1. Figure 4.12 compares the RMS error of the fused results and raw sensor 

measurements to display the improvement in navigational data accuracy and Table 

4.3 lists the mean square errors for the whole mission. It is noticeable that the 

performance of the developed algorithm in simulation Scenario 4.2 is worse than in 

Scenario 4.1 due to the more complex motions of the USV. Therefore, deeper 

research on the data fusion algorithm must be carried out to achieve levels of 

accuracy that are sufficient enough to allow it to be adapted for practical USV 

applications. 

Table 4. 3 Simulation Scenario 4.2: Mean Square Errors 

Method MSE Units 

KF_position 𝒑𝒙 1.5635 𝑚  

KF_position 𝒑𝒚 0.8454 𝑚  

GPS position 𝒑𝒈𝒑𝒔𝒙 10.1532 𝑚  

GPS position 𝒑𝒈𝒑𝒔𝒙 5.4936 𝑚  

KF_heading  0.1365 𝑑𝑒𝑔  

Electronic Compass 𝒄 0.2643 𝑑𝑒𝑔  

 

 

4.3. Multi-sensor data fusion for practical USV navigation 

4.3.1. Environment influences 

The Marine environment is uncertain and complex for USV navigation. There are 

various aspects that could cause position offset, especially environmental influences. 

Tidal current, wind and waves are the most significant effects that would cause 

drifting of a vessel moving on the water surface. In this context, the trajectory of an 

USV is complicated and cannot be simply characterized as operating on a straight 

line or a curved line of fixed radius in practice. If using a conventional Kalman Filter, 

the system has to be linear, and in the previous section the non-linearity caused by 
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the frame conversion was neglected by assuming that only minimal heading change 

can occur during each time step. However, such an approximation may cause large 

errors in practical applications, especially when the USV is following a non-straight 

line. Thus, Kalman Filter variants such as the Extended KF (EKF) and the Unscented 

KF (UKF) have been developed and used to deal with non-linear systems. As 

discussed in Chapter 2, the UKF can provide more accurate results at reduced 

computational cost. In this section, an UKF based multi-sensor data fusion algorithm 

has been developed to deal with issues that might occur in a practical environment 

when estimating the navigational data of the USV.  

 

4.3.2. Unscented Kalman Filtering  

Unscented Kalman filtering, uses an unscented transform to propagate designed 

Sigma points and calculates the mean of the propagated point to compute the optimal 

estimation of the input data. It has been used increasingly in vehicle navigation in 

recent years (Zhang, 2005; Hide et al, 2007; Pardal et al, 2013; Ma, 2015; Meng et 

al, 2016; Liu, 2019). As stated in the previous section, when the frame rotation angle 

is equal to the heading of the USV, the non-linear dynamic model can then be 

obtained by combining Equation (4.28) and Equations (4.22) to (4.24) as below: 

 𝑓‘ 𝑥

⎝

⎜
⎛

𝑝
𝑝
𝑣
𝑣
 ⎠

⎟
⎞

⎝

⎜
⎛

𝑣
𝑣

𝑐𝑜𝑠𝑎 𝑠𝑖𝑛𝑎
𝑠𝑖𝑛𝑎 𝑐𝑜𝑠𝑎

𝜔 ⎠

⎟
⎞

 (4.44) 

Based on the measurements, the observation model is the same linear equation as 

Equation (4.33). For an 𝑛  dimensional random variable 𝒙  with mean 𝒎  and 

covariance 𝑷, the UKF employs the unscented transformation to form a set of 2n+1 

weighted points, which are also called Sigma points (Wan and Merwe, 2000). The 

working procedures of the UKF are also composed of the prediction and estimation 

steps as the conventional KF. In the autonomous navigation system with the above 

dynamic model and measurement model, the mean and covariance of the required 

navigational data are computed using the following steps (Sarkka, 2011): 
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Step 1: Form 2n+1 sigma points around the 𝒙 at the last state (𝑛 5 where the 

dimension of state vector 𝒙 is 5) using Equations (4.45) to (4.47): 

 𝝌𝟎 𝑘 1 𝒎 𝑘 1  (4.45) 

 𝝌𝒊 𝑘 1 𝒎 𝑘 1 √𝑛 𝜆 𝑷𝒊 𝑘 1  (4.46) 

 𝝌𝒊 𝒏 𝑘 1 𝒎 𝑘 1 √𝑛 𝜆 𝑷𝒊 𝑘 1 , 𝑖 1, … , 𝑛 (4.47) 

The constant weights 𝑊  and 𝑊  that are associated to each sigma point are 

computed as follows: 

 𝑊 𝜆/ 𝑛 𝜆  (4.48) 

 𝑊 1 𝛼 𝛽  (4.49) 

 𝑊 𝑊 1 2 𝑛 𝜆 , 𝑖 1, … ,2𝑛⁄  (4.50) 

where 𝜆 𝛼 𝑛 𝜅 𝑛 . The parameters 𝛼  and 𝜅  determine the spread of the 

sigma points around the mean. 𝛽 describes the distributed information, of which the 

optimal value is 2 for Gaussian distribution. 

 

Step 2: Propagate the calculated sigma points through the dynamic model 

 𝝌𝒊 𝑘 𝑓 𝝌𝒊 𝑘 1 , 𝑖 0, … ,2𝑛 (4.51) 

 

Step 3: Compute the predicted mean 𝒎 𝑘  and the predicted covariance 𝑷 𝑘  by 

multiplying each weight to the associated Sigma point as following: 

 𝒎 𝑘 ∑ 𝑊 𝝌𝒊 𝑘  (4.52) 

 𝑷 𝑘 ∑ 𝑊 𝝌𝒊 𝑘 𝒎 𝑘 𝝌𝒊 𝑘 𝒎 𝑘 𝑸 𝑘 1  (4.53) 

where 𝑁 is the dimension of the expended state space, which equals to 𝑁 𝑁

𝑁𝝂 . 𝑁  is the dimension of the original state that equals to 𝑛; 𝑁  and 𝑁𝝂  are the 

dimensions of the white noise 𝒘 and 𝝂. 
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Step 4: For a linear observation model, sigma points are not required at the correction 

stage that results in reduced computational cost and higher accuracies (Briers et al, 

2003). The update process is the same as with the conventional Kalman Filter 

(Equations (4.14) to (4.17)). 

 

4.3.3. Simulations of UKF based multi-sensor data fusion algorithm 

In order to simulate an USV operation in a practical environment, waypoint tracking 

missions have been simulated according to the map of the environment. The 

simulated USV calculates its distance and bearing to the next waypoint from the start. 

Once it researches proximity to the predesigned waypoint, which is termed waypoint 

clearance, it then searches for the next waypoint and steers to it until it reaches the 

final destination (Gursoy et al, 2013). The condition for a waypoint clearance is  

 𝑝 𝑝 𝑝 𝑝 𝑝 𝑝 𝑑 (4.54) 

where, 𝑝 𝑝 , 𝑝  is the current position of the USV, 𝑝

𝑝 , 𝑝  is the position of the target waypoint, 𝑑 is the predesigned minimum 

radius around the waypoint. The USV can be considered as having reached the 

waypoint by entering the circle of radius 𝑑 around the waypoint. 

 

According to the waypoint clearance condition, the operation of the USV is  adjusted 

by changing its headings to track the target waypoint as follows: 

 

if ℎ𝑒𝑎𝑑𝑖𝑛𝑔 𝑏𝑒𝑎𝑟𝑖𝑛𝑔 𝜔 ∗ 𝑇, then USV turns clockwise at the angular velocity 

𝜔, ℎ𝑒𝑎𝑑𝑖𝑛𝑔 ℎ𝑒𝑎𝑑𝑖𝑛𝑔 𝜔 ∗ 𝑇; 

if ℎ𝑒𝑎𝑑𝑖𝑛𝑔 𝑏𝑒𝑎𝑟𝑖𝑛𝑔 𝜔 ∗ 𝑇 , then USV turns anti-clockwise at the angular 

velocity 𝜔, ℎ𝑒𝑎𝑑𝑖𝑛𝑔 ℎ𝑒𝑎𝑑𝑖𝑛𝑔 𝜔 ∗ 𝑇; 

if ℎ𝑒𝑎𝑑𝑖𝑛𝑔 𝑏𝑒𝑎𝑟𝑖𝑛𝑔 𝜔 ∗ 𝑇 , then USV remains its current direction, 

ℎ𝑒𝑎𝑑𝑖𝑛𝑔 ℎ𝑒𝑎𝑑𝑖𝑛𝑔, 

where 𝜔 is the angular velocity of the USV and 𝑇 is the sampling time of the system. 
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In a practical environment, sensor measurements accuracy could degrade. In this 

section, the simulated sensor noise settings may be larger than those in the sensors’ 

manuals and differ to the UKF predefined noise models that are based on the manuals. 

The sensor noise settings are listed in Table 4.4 and the noisy sensor readings are 

simulated by generating random errors from a normal distribution with zero mean 

and corresponding variance using the sensor models demonstrated in Chapter 3. In 

this section, the UKF uses the same noise models as described in Table 4.1.  

Table 4. 4 predefined sensor noises for simulations in practical environment 

Sensor Measurement Noise 

Bias Variance 

IMU Acceleration 𝑎  0.03 𝑚 𝑠⁄  0.004 𝑚 𝑠⁄  

Acceleration 𝑎  0.02 𝑚 𝑠⁄  0.004 𝑚 𝑠⁄  

Rotation rate 𝜔 0.28 ° 𝑠⁄  0.033 ° 𝑠⁄  

GPS Position 𝑝  0 8 𝑚 

Position 𝑝  0 7 𝑚 

Electronic 

Compass 

Heading  0 1° 

 

4.3.3.1. Simulation Scenario 4.3: Line trajectory 

The simulation area is based on a practical environment in Southampton east Cowes 

as shown in Figure 4.12 (a). Variable water currents that affect the USV’s trajectory 

and heading are classified as an environmental disturbance. According to the 

environment agency Defra (Defra, 2018), in the Southampton Water area, the tidal 

current at the mouth peaks at a speed of 0.7 m/s on the flood and 1.0 m/s on the ebb. 

The estuary flow rates are up to 0.5 m/s and up to 0.25 m/s towards the head of the 

rivers. The two main components of currents are the speed and direction. In this 

simulation, a constant current at speed 𝑣  along the direction of the water flows that 

causes drifting of the USV’s position has been simulated as in Figure 4.13. The 

velocity of the USV, with respect to the shore-based reference, can then be calculated 

as: 

 
𝑣
𝑣

𝑣 𝑣 cos 𝛼
𝑣 𝑣 sin 𝛼  (4.55) 
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Figure 4. 13 Calculation of Tidal effect to the USV speed 

 

The start and end points of the USV’s trajectory are chosen to cross the water 

according to the satellite map to avoid the collision with the land as illustrated in 

Figure 4.14. The actual length of the map is 4000 m * 4000 m, and scaled to 800 m 

* 800 m in this simulation. The mission of the USV is to track to the end point (517 

m, 125 m) from the start point (365 m, 728 m) by following a straight line trajectory. 

Three simulations were conducted each with the water current at a different but 

constant speed but in the same direction on the ebb. The data of the currents was 

chosen according to the previous recorded information (National coastwatch, 2018) 

and tide tables (Dolby, 2018) for the currents in the Solent and Southampton Water. 

As shown in Figure 4.14 (b), the planned straight line trajectory is altered by the 

influence of the water current. The blue line represents the altered trajectory by a 

current speed of 0.15 m/s. The black line (in the middle) represents the altered 

trajectory with a  current  oft 0.3 m/s.  The green line that shows the most deviation 

from the ideal straight line represents the trajectory altered by a  current  of 0.5 m/s . 

As would be expected the greater the velocity of the influencing current the greater 

the drift effect from the ideal path. The initial state of the system is:  

 𝒙 1 365 728 0.5 0.866 150  (4.56) 
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Figure 4. 14 Simulation Scenario 4.3: testing environment in Southampton east Cowes. (a) shows the satellite map with planed line trajectory of the USV, a constant current is 

also simulated along the water flow; (b) gives the binary map that converted from the satellite map with the drifted trajectory of the USV caused by three different currents 
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Figure 4. 15  Simulation Scenario 4.3: the converted binary map with the simulated GPS measurements and fused position results: (a) current: 0.5 m/s; (b) current: 0.3 m/s; 

(c) current: 0.15 m/s
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In the simulations, the USV completed all three missions by tracking the predesigned 

end points using the methodology demonstrated earlier in this section and reached 

the end point in the environments with three different water current speeds, 0.5 m/s, 

0.3 m/s and 0.15 m/s respectively. The trajectory results are displayed in the 

converted binary maps shown in Figures 4.15(a), (b) and (c). In each figure, the 

actual drift affected  trajectories of the USV that are displayed in Figure 4.12(b) are 

represented by black lines. The simulated GPS measurements are denoted as blue 

dots. The red lines represent the trajectories formed by the estimated positions of the 

developed UKF based multi-sensor data fusion algorithm. The insets in each figure 

that are enlargements of part of the trajectories demonstrate the details of the 

simulation results. It can be seen that the red lines are very close to the black lines. 

The blue dots are more noisy for all three simulations, which indicates the developed 

UKF based multi-sensor data fusion algorithm is able to provide more accurate 

estimations of the USV’s positions and reduce the error from the raw GPS 

measurements in a practical environment with water currents effects. 

 

The estimated results of the USV headings in the environments with three different 

currents are illustrated in Figures 4.16 (a), (b) and (c). The effects on the USV’s 

navigational data are more clearly shown in these three figures. When the speed of 

the water current is higher, the USV has to make more heading corrections  to 

mitigate against the current influence, but it takes less time for the USV to reach the 

end point because the direction of the water current is generally coincident to USV’s 

planned direction. Regardless of the speed of the current, it is clear that the red lines 

representing the fused headings closely adhere to the actual headings (black lines) 

with less obvious error than the compass raw measurements (blue lines) as shown in 

the enlarged inset. 
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Figure 4. 16 Simulation Scenario 4.3: Actual headings, compass measurements and fused heading 

results: (a) current: 0.5 m/s; (b) current: 0.3 m/s; (c) current: 0.15 m/s 
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Figure 4. 17 Simulation Scenario 4.3: Rooted mean square errors (RMSEs) of the USV’s positions 

and headings for the environment with three different currents 

The improved performance of the algorithm is further exemplified in Figure 4.17, in 

which the rooted mean square errors (RMSEs) of the USV’s positions in the x-axis 

and y-axis and USV headings are demonstrated. The figure clearly shows the RMS 

error of the fused positions in both x-axis and y-axis are reduced to around 2 meters 

and the RMS error of the fused heading is reduced to less than 0.4° regardless of the 

water current speed. Table 4.5 lists the mean square errors after the USV completes 

its mission that provides numerical proofs.  

 

0 100 200 300 400 500 600

Time step k (s)

0

2

4

6

8

10

12

R
M

S
E

 in
 p

x 
(m

)

0 100 200 300 400 500 600

Time step k (s)

0

2

4

6

8

10

12

14

R
M

S
E

 in
 p

y 
(m

)

GPS (current=0.5m/s)
GPS (current=0.3m/s)
GPS (current=0.15m/s)
UKF (current=0.5m/s)
UKF (current=0.3m/s)
UKF (current=0.15m/s)

0 100 200 300 400 500 600

Time step k (s)

0

0.2

0.4

0.6

0.8

1

1.2

R
M

S
E

 in
 h

ea
di

ng
 (

de
g)



 

90 

 

Table 4. 5 Simulation Scenario 4.3: Mean Square Errors 

Method MSE 0.5m/s MSE 0.3m/s MSE 0.15m/s Units 

UKF_position 𝒑𝒙 4.972 4.746 3.8618 𝑚  

UKF_position 𝒑𝒚 4.4747 4.2782 3.7013 𝑚  

GPS position 𝒑𝒈𝒑𝒔𝒙 66.6812 56.5433 63.4131 𝑚  

GPS position 𝒑𝒈𝒑𝒔𝒙 51.0834 48.0087 48.4819 𝑚  

UKF_heading  0.1109 0.0926 0.0892 𝑑𝑒𝑔  

Electronic Compass 𝒄 0.9261 0.9469 1.0015 𝑑𝑒𝑔  

 

4.3.3.2.  Simulation Scenario 4.4: Two turning manoeuvres  

After proving the effectiveness of the developed UKF based multi-sensor data fusion 

algorithm in a simple mission with a straight line trajectory in a practical marine 

environment with three different constant current speeds, Scenario 4.4 simulates a 

more complex environment with varied water currents and assigns manoeuvring 

missions to the USV instead of following a straight line. Two waypoints were set for 

the USV to conduct manoeuvres. The initial state is shown in Equation (4.57) and 

the planned start point, manoeuvring waypoints and the end point are shown in Table 

4.6. 

 𝒙 1 765 728 0.5 0.866 210  (4.57) 

 

Table 4. 6 Waypoint settings in Simulation Scenario 4.4 

Planned 

Trajectory 

Start point Waypoint 1 Waypoint 2 End point 

T1 (765,728) (650,385) (320,190) (30,250) 

T2 (765,728) (580,385) (380,190) (30,250) 

T3 (765,728) (650,200) (320,260) (30,250) 

 

Figure 4.18 (a) shows three planned manoeuvring trajectories and the water current 

at the speed of 0.5 m/s in varied directions. The drifted trajectories are illustrated in 

Figure 4.18 (b).
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Figure 4. 18 Simulation Scenario 4.4: testing environment in Solent. (a) shows the satellite map with planed waypoint tracking trajectory of the USV, a varying current is 

simulated along the coastline; (b) gives the binary map that converted from the satellite map with the drifted trajectory of the USV caused by the varying current 
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Figure 4. 19 Simulation Scenario 4.4: the converted binary map with the simulated GPS 

measurements and fused position result of planned trajectory 1 

 

Figure 4. 20 Simulation Scenario 4.4: the converted binary map with the simulated GPS 

measurements and fused position result for planned trajectory 2 
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Figure 4. 21 Simulation Scenario 4.4: the converted binary map with the simulated GPS 

measurements and fused position results for planned trajectory 3 

 

In a similar fashion to the Simulation Scenario 4.3, Figures 4.19 to 4.21 display the 

drift influenced trajectories (the black lines) of the USV for the three different 

missions denoted as Simulation Scenario 4.4. The speed of the  current imposes  

different alterations to each trajectory. The GPS measurements denoted as blue dots 

are scattered around the altered trajectories and the fused trajectories are represented 

as red lines. From the enlarged insets of all three figures, it can be seen that the red 

lines are closer to the black lines while the blue dots indicate increased noise. The 

error reduction of the fused position results prove that the developed UKF based data 

fusion algorithm works well when the USV  is assigned  more complex missions that 

require turning manoeuvres and is able to provide more accurate estimations of 

USV’s position in a practical environment with more complex disturbances. 
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Figure 4. 22 Simulation Scenario 4.4: actual headings, compass measurements and fused heading 

results (a) planned trajectory 1; (b) planned trajectory 2; (c) planned trajectory 3 
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Figure 4.22 (a), (b) and (c) demonstrate the actual headings (black line), raw compass 

measurements (blue dots) and fused heading results (red lines) of each mission. From 

the enlarged insets, it can be seen clearly that no matter where the manoeuvring 

waypoints are, the fused headings are much closer to the actual headings than the 

compass measurements, which again confirms the developed data fusion algorithm’s 

ability to reduce raw sensor measurement errors. 

 

 

Figure 4. 23 Simulation Scenario 4.4: Rooted mean square errors (RMSEs) of the USV’s positions 

and headings for three different planned trajectories 
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Even though the USV conducts more complicated manoeuvres in a more complex 

environment, the developed algorithm still performs satisfactorily in estimating the 

navigational data for each mission. The RMS errors and MSEs shown in Figure 4.23 

and Table 4.7 provide further evidence of the algorithm’s capability in reducing raw 

sensor measurement errors for USV navigation. It can be concluded that the UKF 

based multi-sensor data fusion algorithm can generate good results for USV 

navigation in a practical environment with no restrictions on path planning. 

 

Table 4. 7 Simulation Scenario 4.4: Mean Square errors 

 Method MSE (Tr1) MSE (Tr2) MSE (Tr3) Units 

UKF_position 𝒑𝒙 5.1926 5.7334 3.2977 𝑚  

UKF_position 𝒑𝒚 3.7565 4.8809 3.7728 𝑚  

GPS position 𝒑𝒈𝒑𝒔𝒙 60.1971 63.1284 64.2108 𝑚  

GPS position 𝒑𝒈𝒑𝒔𝒙 46.8124 47.041 46.8535 𝑚  

UKF_heading  0.0956 0.0863 0.0876 𝑑𝑒𝑔  

Electronic Compass 𝒄 0.9799 0.9473 0.9822 𝑑𝑒𝑔  

 

 

4.4. Summary  

In this chapter the effect of the inherent accuracies of navigational sensors on USV 

navigation was examined. Initially the use of multiple sensors to overcome such 

inaccuracies was posited when it was determined that USV positional uncertainty 

would still exist and this uncertainty was quantified. To improve positional certainty 

data fusion techniques were investigated, primarily for the statically positioned USV. 

 

It was found that although the predictive-corrective iterative methodology improved 

positional estimation certainty, the results conversion was still affected by each 

particular sensors’ bias and inaccuracy. To reduce the effects of the sensor noise 

Kalman Filtering was investigated as a means to improve the accuracy of the 

navigational data. A system measurement model was developed and tested by 

simulations with manufacturer’s data on sensor noise performance applied. The 
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simulations using the KF based data fusion algorithm displayed improved accuracy 

for both the static and moving USV. 

 

The next stage was to move from a quiet environment to one where there the 

environment itself was subject to disturbances. Although the KF methodology 

provided credible results the environmental noise was noticeable and would mean 

that the fused sensor data results would not be satisfactory for practical USV 

autonomous navigation in highly disturbed environments. It was with this in mind 

that the UKF based data fusion algorithm was developed and applied. 

 

Navigational positioning results using the UKF showed close correlation between 

the actual USV position and that of the predicted UKF position and improved upon 

the raw sensor data indication of position. Based on this improvement performance 

further development of the UKF algorithm and application will be examined in 

Chapter 5. 
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Chapter 5.  Robust Kalman Filtering 
 

 

In the previous chapter, Unscented Kalman Filter (UKF) based multi-sensor data 

fusion algorithms were developed for USV navigation in a practical environment. 

Multiple simulations showed that the algorithm is able to reduce the error of raw 

sensor measurements and provide more accurate estimations of the USV’s 

navigational data even though the USV is conducting manoeuvres and is  being 

influenced to drift from its planned trajectory. However, apart from environmental 

effects, practical applications could apply more interference to the data fusion 

algorithm. For example, sensor measurement errors may vary during operation, 

which could lead to inaccurate a priori knowledge of system measurement noises. 

This chapter will discuss situations in practical applications when the system lacks 

accurate a priori system measurement noises and subsequent effects on navigation 

in an influenced environment.  

 

 

5.1. Adaptive estimation for robust Kalman filtering 

The Unscented Kalman Filter (UKF) employs the unscented transform to form sigma 

points and propagate the points through a non-linear equation to approximate the 

mean and covariance of the system state. Theoretically, it is therefore able to provide 

more accurate results when working in such a non-linear system. However, 

conventional UKF largely relies on accurate a priori knowledge of the characteristics 

of system process noise (𝑄) and system measurement noise (𝑅), which can be easily 

altered by practical environment effects. In practice, sensor noise is not guaranteed 

to be close to the RMS error stated in the sensor manual. According to Hightower 

and President (2008), in a dynamic environment, the GPS receiver provides 

constantly changing measurements and therefore increases its measurement error.  

 

Driven by the nature of Kalman filtering, data fusion algorithms based on 

conventional UKF require accurate a priori knowledge on the characteristics of 

system noise (Hu et al, 2003). When constructing a conventional UKF, the a priori 
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system noise is commonly based on best knowledge of system noises from previous 

data. However,  in practical applications this approach is normally associated with 

uncertainties. In particular, the uncertainties in system processing noise and 

measurement noise have a large impact on the conventional UKF, and thereby result 

in degraded performance (Tseng, 2016 and Zheng, 2018). An adaptive estimation 

algorithm to match the system processing noise covariance 𝑄  and measurement 

noise covariance 𝑅 is a solution to accommodate the influences caused by inaccurate 

a priori knowledge of the characteristics of system noise and contributes to a more 

robust system. The adaptive estimation algorithm is able to determine the system 

noise covariance of the dynamic system in real time so that the UKF data fusion 

algorithm can approximate the system state, based upon the determined real-time 

statistical parameters together with the observed data. 

 

Wang et al. (2015) proposed a fuzzy logic based adaptive KF algorithm to adapt the 

two noise parameters to determine the attitudes of a satellite. The algorithm defines 

an adjustment coefficient according to the designed fuzzy logic system to update the 

processing error covariance and measurement error covariance for the next state. Jin 

et al. (2014) proposed a fuzzy logic based adaptive estimation method to correct the 

measurement noise covariance in the KF operation for the inertial motion capture 

system. Rahimi et al. (2015) extended the adaptive research into the conventional 

UKF and detailed the matching between the theoretical and actual processing and 

measurement error covariance for reaction wheels application. These studies on a 

range of practical applications validate and demonstrate the effectiveness of the 

adaptive estimation for conventional KF/UKF based algorithms.  

 

Previous effort has also been made in the field of navigation. Almagbile et al. (2010) 

demonstrated the performance of covariance matching based adaptive KF methods 

with three different adaptive methods: processing error covariance matrix 𝑄 

estimation; innovation based measurement error covariance matrix 𝑅  estimation; 

and residual based 𝑅 estimation in improving GPS measurements. They compared 

the RMS errors of the estimated positions under these adaptive  methods. Results 

have demonstrated that although all adaptive methods exhibit stable estimation 

characteristics, 𝑄  adaptation corresponds to larger RMS error and lower 
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convergence speed when compared to both innovation based and residual based 𝑅 

adaptations. Meng et al. (2016) deduced an adaptive estimating algorithm based on 

the UKF for both 𝑄 and 𝑅 adaptation simultaneously and applied it to the Global 

Navigation Satellite System (GNSS) and Inertial Navigation System (INS) hybrid 

navigation system. However, their method to determine the real-time 𝑅 matrix was 

achieved by simply adjusting its theoretical value to the calculated actual value. 

Compared to the processing error, measurement noise, which is prone to alteration, 

has a greater impact on the performance of data fusion algorithms since the practical 

condition of the sensors is difficult to predict and evaluate, detrimentally affecting 

the data fusion algorithms.  

 

5.1.1. Covariance matching adaptive estimation 

The innovation-based adaptive estimation has been mainly used to match the noise 

covariance. Based on the operation of the conventional UKF process (Equations 

(4.14) to (4.17) and (4.45) to (4.53)), the system innovation 𝝐, which is defined as 

the difference between the measurement 𝒛  and system prediction 𝒙 , and its 

theoretical covariance 𝑪𝑻 can be computed as below: 

 𝝐 𝑘 𝒛 𝑘 𝑯𝒙 𝑘   (5.1) 

 𝑪𝑻 𝑘 𝑯 𝑷 𝑘  𝑯 𝑹 (5.2) 

In the meantime, for a dynamic system, the actual covariance of innovation 𝑪𝑨 𝑘  is 

obtained from sensor observations and can be calculated as the mean of previous 

innovations over a moving window size 𝑁 in a recursive manner (Rahimi, et al, 2015; 

Yang et al, 2018): 

 𝑪𝑨 𝑘 ∑ 𝝐 𝑗 𝝐 𝑗  (5.3) 

 𝑪𝑨 𝑘 𝑪𝑨 𝑘 1 𝝐 𝑘 𝝐 𝑘 𝝐 𝑘 𝑁 1 𝝐 𝑘 𝑁 1 (5.4) 

Now match the theoretical covariance 𝑪𝑻 𝑘  to the actual covariance 𝑪𝑨 𝑘  

 𝑪𝑻 𝑘 𝑪𝑨 𝑘  (5.5) 

So that the measurement noise covariance 𝑹 can be updated as 
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 𝑹 𝑘 𝑪𝑨 𝑘 𝑯 𝑷 𝑘  𝑯  (5.6) 

The subscription equation may generate a negative outcome that would lead to 

system errors. Therefore, the residual sequence has been considered to replace the 

innovations.  

 𝜺 𝑘 𝒛 𝑘 𝒙 𝑘   (5.7) 

 𝑪𝑨𝑹 𝑘 ∑ 𝜺 𝑘 𝜺 𝑘
𝑻
 (5.8) 

 𝑹 𝑘 𝑪𝑨𝑹 𝑘 𝑯 𝑷 𝑘  𝑯  (5.9) 

Covariance matching is widely used in adaptive estimations. The theoretical 

measurement covariance is made to be equal to the actual measurement covariance 

(Meng et al, 2016). 

 

5.1.2. Improved fuzzy logic based adaptive estimation 

As stated in the last section, the innovation based estimation cannot guarantee that  the 

outcomes are always positive. Therefore, an improved UKF is proposed to assist with 

robust USV navigation. The novelty of this method lies in the fact that a fuzzy logic 

based noise covariance adaptive estimation is developed to compensate sensors’ noises 

and improve overall localisation performance. The framework of this algorithm is 

illustrated in Figure 5.1, where the working process of the UKF has been divided into 

two parts, namely the UKF prediction module and UKF estimation module. Different 

navigational sensors are employed to provide raw sensor measurements, i.e. the inertial 

measurement unit (IMU) is able to measure a USV’s acceleration and rotation so that 

the UKF prediction module can calculate and predict the vehicle’s position and 

heading, while the GPS and electronic compass provide absolute measurements of the 

USV’s position and heading, which are then fed into the UKF estimation module to 

make optimal estimations. Apart from the standard operation of the UKF, the proposed 

fuzzy logic based adaptive estimation has been added to the algorithm to correct the 

measurement noise covariance. The theoretical covariance 𝑪𝑻  and the actual 

covariance 𝑪𝑨  of the innovation sequence 𝝐 , which is defined as the difference 

between the measurement 𝒛 and system prediction 𝒙  in Equation (5.1) are calculated 

and their similarity is the input to the fuzzy logic system (Jin et al, 2014). The system 
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then adjusts the 𝑪𝑻 to match the 𝑪𝑨 by tuning the UKF measurement noise covariance 

𝑅. This newly developed algorithm delivers a more practical solution to solve the 

problem of the robust localisation of an USV. 

 

 

Figure 5.1 Framework of the proposed Adaptive Unscented Kalman Filter Algorithm 

 

If the fixed value of the measurement noise covariance matrix 𝑹 𝑘  is close to that 

of the actual measurement noise covariance, it makes the theoretical covariance of 

innovation 𝑪𝑻 𝑘  equal to the actual covariance of innovation 𝑪𝑨 𝑘 . However, in 

real applications, sensor disturbances could make 𝑪𝑨 𝑘  differ from 𝑪𝑻 𝑘 , and to 

improve the performance of the UKF, 𝑹 𝑘  should be adjusted according to the 

similarity of 𝑪𝑨 𝑘  and  𝑪𝑻 𝑘 , which is expressed as multi-factor Degree of 

Matching (𝑫𝒐𝑴) in this paper which is defined as: 

 𝑫𝒐𝑴 𝑘  𝑪𝑨 𝑘 𝑪𝑻 𝑘⁄  (5.10) 
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Based upon 𝑫𝒐𝑴, the fuzzy logic based algorithm is developed to adapt the system 

measurement noise covariance matrix 𝑹 𝑘 , which can be updated by an adjustment 

coefficient 𝜶 𝑘  as: 

 𝑹 𝑘 𝜶 𝑘 𝑹 𝑘  (5.11) 

where 𝜶 𝑘  is determined by the 𝑫𝒐𝑴 𝑘  using fuzzy logic. 

 

In general, the relationship between each element of the coefficient 𝜶 𝑖, 𝑘  and each 

element of 𝑫𝒐𝑴 𝑖, 𝑘  can be described as 

 

If 𝑫𝒐𝑴 𝑖, 𝑘  1, 𝑪𝑨 𝑖, 𝑘  is larger than 𝑪𝑻 𝑖, 𝑘 ,  𝑹 𝑖, 𝑘  should be increased to 

reduce the two innovation covariances, then 𝜶 𝑖, 𝑘  should be greater than 1; 

 

If 𝑫𝒐𝑴 𝑖, 𝑘 ~ 1, 𝑪𝑨 𝑖, 𝑘  is similar to 𝑪𝑻 𝑖, 𝑘 ,  then 𝜶 𝑖, 𝑘  should equal to 1 to 

maintain 𝑹 𝑖, 𝑘  unchanged; 

 

If 𝑫𝒐𝑴 𝑖, 𝑘 1, 𝑪𝑨 𝑖, 𝑘  is smaller than 𝑪𝑻 𝑖, 𝑘 , 𝑹 𝑖, 𝑘  should be deceased, then 

𝜶 𝑖, 𝑘  should be reduced to be less than 1. 

 

The fuzzy rules with thresholds (𝑒𝑝1 and 𝑒𝑝2) can then be defined based on the 

relationship between 𝜶 and 𝑫𝒐𝑴 as in Table 5.1. 

 

Table 5.1 Fuzzy rules 

Rule 1: If 𝑫𝒐𝑴 𝟏 𝜺𝟐, then 𝛂 is large; 

Rule 2: If 𝟏 𝜺𝟏 𝑫𝒐𝑴 𝟏 𝜺𝟏, then 𝛂 is equal; 

Rule 3: If 𝑫𝒐𝑴 𝟏 𝜺𝟐, then 𝛂 is small. 

 

The fuzzy rules with thresholds (𝑒𝑝1 and 𝑒𝑝2) can then be defined based on the 

relationship between each element of 𝜶 and 𝑫𝒐𝑴 in Table 5.1. The thresholds 𝑒𝑝1 

and 𝑒𝑝2 are two small values used to create intersections between each fuzzy rule that 

allows the algorithm to compute the adjustment coefficient  𝜶 in a fuzzy way. 
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The range of each element of 𝑫𝒐𝑴 at each time step 𝑘 is divided into six bands to 

define the following input membership functions of the fuzzy system, which are also 

illustrated in Figure 5.2. 

 

Large: 

 𝜇
1 𝑫𝒐𝑴 𝑖, 𝑘 𝑚𝑎𝑥

𝑫𝒐𝑴 𝑖, 𝑘 1 𝑒𝑝2 𝑫𝒐𝑴 𝑖, 𝑘 𝑚𝑎𝑥(5.12) 

Equal: 

 𝜇

⎩
⎨

⎧ 𝑫𝒐𝑴 𝑖, 𝑘 1 𝑒𝑝2 𝑫𝒐𝑴 𝑖, 𝑘 1 𝑒𝑝1

1 1 𝑒𝑝2 𝑫𝒐𝑴 𝑖, 𝑘 1 𝑒𝑝2

𝑫𝒐𝑴 𝑖, 𝑘 1 𝑒𝑝1 𝑫𝒐𝑴 𝑖, 𝑘 1 𝑒𝑝2

 (5.13) 

Small:  

 𝜇 𝑫𝒐𝑴 𝑖, 𝑘 1 𝑫𝒐𝑴 𝑖, 𝑘 1 𝑒𝑝2 (5.14) 

 

Figure 5.2 Input membership functions 

 

Based on the fuzzy rules, the output membership functions can then be determined 

using Equations (5.15)  to (5.17), which are also expressed in Figure 5.3. 

Large:  

𝑜
_ _

𝜶 𝑖, 𝑘 _

_ _
𝜶 𝑖, 𝑘 1 𝑎𝑙_𝑒𝑝2 (5.15) 
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Equal:  

𝑜

⎩
⎨

⎧ _ _
𝜶 𝑖, 𝑘 _

_ _
1 𝑎𝑙_𝑒𝑝2 𝜶 𝑖, 𝑘 1 𝑎𝑙_𝑒𝑝1

1 1 𝑎𝑙_𝑒𝑝2 𝜶 𝑖, 𝑘 1 𝑎𝑙_𝑒𝑝2

_ _
𝜶 𝑖, 𝑘 _

_ _
1 𝑎𝑙_𝑒𝑝1 𝜶 𝑖, 𝑘 1 𝑎𝑙_𝑒𝑝2

(5.16) 

Small:  

 𝑜
_

𝜶 𝑖, 𝑘 1 𝜶 𝑖, 𝑘 1 𝑎𝑙_𝑒𝑝2 (5.17) 

 

Figure 5.3 Output membership functions 

 

Then, at each sampling time step 𝑘, the adjustment coefficient 𝜶 is de-fuzzified by 

applying Centroid methodology where multiple rules can be applied as: 

 𝜶 𝑖, 𝑘  𝑜 𝜶 𝑖, 𝑘  𝜶 𝑖, 𝑘  𝑑𝜶 𝑖, 𝑘 𝑜 𝜶 𝑖, 𝑘  𝑑𝜶 𝑖, 𝑘⁄  (5.18) 

The following cases that are distributed by the ranges within which the 𝐷𝑜𝑀 lies are 

analysed to determine the calculation of the adjustment coefficient 𝛼: 

Case 1: 𝑫𝒐𝑴 𝑖, 𝑘 1 𝑒𝑝1, rule 3 solely applies, and 𝜶 𝑖, 𝑘  is given by the 

horizontal projection of the centroid of the Small output membership function 

(Equation 5.19): 

 𝜶 𝑖, 𝑘 𝜇 𝑫𝒐𝑴 𝑖, 𝑘 1 al_ep2 1  (5.19) 
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Case 2: 1 𝑎𝑙_𝑒𝑝1 𝜶 𝑖, 𝑘 1 𝑎𝑙_𝑒𝑝2 , both rule 2 and rule 3 apply. As 

shown in Figure 5.4, according to the each element of 𝑫𝒐𝑴 , the degree of 

membership of the small and equal input membership function can be determined as 

𝜇 𝑫𝒐𝑴 𝑖, 𝑘  and 𝜇 𝑫𝒐𝑴 𝑖, 𝑘 , respectively. Then the corresponding 𝛼  and 

𝛼   can be computed by the horizontal projection to the Small and Equal output 

membership functions using each element of 𝑫𝒐𝑴 and 𝛂 is the centroid point of the 

orange area shown in Figure 5.4, which is determined by 𝛼  and 𝛼 . 

 𝜶 𝑖, 𝑘  

𝑜 𝛼𝑑𝛼 𝜇 𝐷𝑜𝑀 𝛼 𝑖, 𝑘 𝑑𝛼 𝑖, 𝑘 𝑜 𝛼𝑑𝛼 / 

𝑜 𝑑𝛼 𝜇 𝐷𝑜𝑀 𝑑𝛼 𝑜 𝑑𝛼  (5.20) 

 

 

Figure 5.4 Calculation of the output 𝛼 

 

Case 3:  1 𝑎𝑙_𝑒𝑝2 𝜶 𝑖, 𝑘 1 𝑎𝑙_𝑒𝑝2 , only rule 2 applies. 𝜶 𝑖, 𝑘  is 

determined by the horizontal projection to the Equal output membership function. 

 𝜶 𝑖, 𝑘 1 (5.21) 

Case 4: 1 𝑒𝑝2 𝑫𝒐𝑴 𝑖, 𝑘 1 𝑒𝑝1, both rule 1 and rule 2 apply. The degree 

of membership of the Equal and Large input membership function can be determined 

as 𝜇 𝑫𝒐𝑴 𝑖, 𝑘  and 𝜇 𝑫𝒐𝑴 𝑖, 𝑘  and corresponding 𝛼  and 𝛼  can be 

computed by the horizontal projection to the Equal and Large input membership 

functions. 𝜶 is then calculated by the centroid method using each element of 𝑫𝒐𝑴 

as Equation (5.22). 
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𝜶 𝑖, 𝑘  

𝑜 𝛼𝑑𝛼 𝜇 𝐷𝑜𝑀 𝛼𝑑𝛼 𝑜 𝛼𝑑𝛼 / 

𝑜 𝑑𝛼 𝜇 𝐷𝑜𝑀 𝑑𝛼 𝑜 𝑑𝛼   (5.22) 

 

Case 5: 𝑫𝒐𝑴 𝑖, 𝑘 1 𝑒𝑝1, rule 1 applies solely, and 𝛂 𝑖, 𝑘  is given by the 

horizontal projection of the centroid of the Large output membership function 

(Equation (5.23)): 

 𝜶 𝑖, 𝑘 𝜇 𝑫𝒐𝑴 𝑖, 𝑘 𝑎𝑙 𝑎𝑙 1 (5.23) 

Once the adjustment coefficient 𝛼 has been computed at time step 𝑘, the corrected 

measurement noise 𝑅 𝑘  can be obtained and fed into the KF update process to make 

more accurate estimations. The terms in the adaptive fuzzy logic based UKF data 

fusion algorithm are summarised in Table 5.2. 

 

Table 5.2 Terms in UKF and fuzzy adaptive settings 

UKF settings 𝒙𝟎: Initial value of the state vector 

𝑷 : Initial value of the error covariance 

𝑸: Covariance of process noise 

𝑹: Covariance of measurement noise 

Adaptive settings 𝑵: Moving window size 

𝑹𝟎: Initial covariance of measurement noise 

𝒆𝒑𝟏  and 𝒆𝒑𝟐: Defined small ranges of input membership 

functions 

𝒎𝒂𝒙: Defined largest value of input membership functions 

𝒂𝒍_𝒆𝒑𝟏  and 𝒂𝒍_𝒆𝒑𝟐 : Defined small ranges of output 

membership functions 

𝒂𝒍_𝒎𝒂𝒙 : Defined largest value of output membership 

functions 
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5.2. Simulations of improved adaptive UKF data fusion 

algorithm 

Simulations are carried out to verify the proposed fuzzy adaptive UKF data fusion 

algorithm. The same simulation environment as detailed in simulation Scenario 4.4, 

where the USV carries out a mission with two turning manoeuvres in a complex 

marine environment with varied tidal current, is used. As detailed in Figure 4.9, 

which is re-displayed as Figure 5.5, the start point of the USV is at (765 m, 728 m) 

at the top right corner of the environment map and the end point (30 m, 250 m) is at 

the lower left of the map. Two waypoints (650 m, 385 m), (320 m, 190 m) have been 

assigned for the USV to follow and make manoeuvres to avoid any collision with the 

coastline. The varied tidal currents influence the planned straight line trajectories of 

the USV between each navigation point and the drift affected actual trajectory of the 

USV is shown in Figure 5.5(b).  

 

Figure 5.5 Simulation testing environment in Solent: (a) shows the satellite map with planed 

waypoint tracking trajectory of the USV, a varying current is simulated along the coastline; (b) gives 

the binary map that converted from the satellite map with the drifted trajectory of the USV caused 

by the varying current 

 

In order to verify the working performance of the modified fuzzy adaptive UKF 

algorithm, three scenarios are considered: 1) a system with good knowledge of the a 

priori measurement noise; 2) a system with poor knowledge of the a priori 

measurement noise; 3) a system with good initial knowledge of the a priori 

measurement noise but with the actual sensor noise changes part way through the 
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operation. The UKF noise characteristics and the fuzzy adaptive estimation 

algorithm thresholds listed in Table 5.3 remain the same for all the three simulations.   

Table 5.3 UKF characteristics and fuzzy system threshold 

Accelerometer noise  𝑞 0.0039  𝑚/𝑠  

𝑞 0.0039  𝑚/𝑠  

Gyroscope noise  𝑞 0.033  𝑑𝑒𝑔/𝑠  

GPS noise 𝑟 6  𝑚  

𝑟 7  𝑚  

Compass noise  𝑟 0.5  𝑑𝑒𝑔  

Input Membership Function 

Thresholds 

𝑒𝑝1 0.25 

𝑒𝑝2 0.15 

𝑚𝑎𝑥 7 

Output Membership Function 

Thresholds 

𝑎𝑙_𝑒𝑝1 0.2 

𝑎𝑙_𝑒𝑝2 0.08 

𝑎𝑙_𝑚𝑎𝑥 5 

 

5.2.1. Simulation Scenario 5.1: Good a priori system noise 

In this simulation, the noise of the sensors’ measurements are assumed to be 

predictable and are close to the predefined UKF error characteristics in Table 5.3. The 

simulated sensor errors for the sensor measurement models, which are expressed in 

Equations (4.30) and (4.31), during USV operation are listed in Table 5.4. 

Table 5.4 Simulated sensor noise characteristics 

Sensor Measurement Noise 

Bias Variance 

IMU Acceleration 𝑎  0.03 𝑚 𝑠⁄ 0.0042 𝑚 𝑠⁄  

Acceleration 𝑎  0.02 𝑚 𝑠⁄ 0.0042 𝑚 𝑠⁄  

Rotation rate 𝜔 0.28 ° 𝑠⁄  0.036 ° 𝑠⁄  

GPS Position 𝑝  0 8𝑚 

Position 𝑝  0 7𝑚 

Electronic 
Compass 

Heading  0 0.8° 

Figures 5.6 to 5.9 show how the conventional UKF and fuzzy adaptive UKF improve 

raw measurements of the GPS and subsequently provide robust localisation 
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capability. A converted binary map of the simulation area is displayed in Figure 5.6 

with the complete simulated USV actual trajectory shown as the black line. The GPS 

raw measurements as indicated as blue dots which are scattered around the true 

trajectory subject to the predefined variance. The fused position results of the 

conventional UKF and adaptive UKF are indicated as green and red lines 

respectively. From the enlarged inset in Figure 5.6, it can be seen that the red line 

(adaptive UKF result) is slightly closer to the black line than the green line 

(conventional UKF result), which indicates that the proposed adaptive UKF data 

fusion algorithm offers better performance as regards estimating the USV’s real-time 

positions than the conventional UKF algorithm.  

 

Figure 5. 6 Simulation Scenario 5.1: the trajectories of the USV  

Figure 5.7 demonstrates the USV’s heading results, where both conventional and 

adaptive UKF algorithms are able to reduce the raw compass measurement noises. 

Again the adaptive UKF algorithm offers marginal improvements in performance.  

This is also supported by Figure 5.8, which records the real time RMSEs of the 

measured and estimated positions and headings. The RMSEs of the adaptive UKF 
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estimations (red line) are slightly lower than those of the conventional UKF (green 

line) and they both are much lower than those of the raw sensor measurements.  

 

Figure 5. 7 Simulation Scenario 5.1: Measured and estimated USV headings 
 

 

Figure 5. 8 Simulation Scenario 5.1: Rooted Mean Square Error (RMSE) of the USV's position 
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The diagonal elements of the measurement noise covariance matrix 𝑹 are illustrated 

in Figure 5.9. The actual value of the measurement covariance 𝑹𝒂 is obtained using 

Equations (5.24) and (5.25) and used to be compared with the estimated adaptive in 

the simulation results:  

 𝑹 𝑘 ∑ 𝝊 𝑗 𝝊 𝑗  (5.24) 

where 𝝊 is the measurement noise that can be computed as the difference between 

the sensor measurements 𝒛 and actual USV navigational data 𝒙𝒂 in Equation (5.25). 

 𝝊 𝑘 𝒛 𝑘 𝑯𝒙 𝑘   (5.25) 

Since the simulated sensors noises are close to the predefined UKF noise 

characteristics, the actual value of 𝑅 (black line) is close to the fixed value of 𝑅 (blue 

line) used in the conventional UKF algorithm. The adjusted 𝑅 (red line) by the fuzzy 

adaptive UKF algorithm fluctuates around the actual 𝑅. This simulation proves the 

effectiveness of the proposed fuzzy adaptive UKF data fusion algorithm. As long as 

the system has a good a priori knowledge of the sensor measurement noise characters, 

the conventional UKF algorithm is also able to provide accurate estimations of the 

USV’s navigational data even when the USV is operating in a complex environment 

with turning manoeuvres. To further compare the results, the overall Mean Square 

Error (MSE) of the position estimations have been calculated and shown in Table 

5.5. The smallest MSE value is generated using the fuzzy adaptive UKF with the 

MSE in x direction being 0.4989 m2 and 0.2288 m2 in y direction. 
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Figure 5. 9 Simulation Scenario 5.1: The two elements of measurement covariance R that related to 

position estimation  

 

Table 5. 5 Simulation Scenario 5.1: Overall Mean Square Errors 

Method MSE_px (𝒎𝟐)  MSE_py (𝒎𝟐) MSE_ (deg2) 

GPS module 61.0478 50.1697 - 

Electronic Compass - - 1.1112 

Conventional UKF 4.6139 2.7207  0.1054 

Adaptive UKF 4.0837 2.5523 0.0011 

 

5.2.2. Simulation Scenario 5.2: Poor a priori system noise 

In a practical environment, sensor measurement accuracy could degrade. The sensor 

noise may be larger than those listed in the sensors’ manuals during operation and 

will therefore differ to the UKF predefined noise models that are based on the 

manuals. In this simulation, the knowledge of the a priori GPS and compass 

measurement noise is unknown and an inaccurate assumption of measurement noise 

R
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covariance parameter 𝑹 has been assigned to the system to examine the performance 

of the improved fuzzy logic based adaptive estimation algorithm. The RMSE of the 

raw GPS measurements increases to 20m in both the x and y axes and the RMSE of 

the raw compass measurements increases to 5° while the settings of the UKF noise 

characteristics are unchanged, as shown in Table 5.2. Such a configuration indicates 

that the conventional UKF uses incorrect measurement noise characteristics to make 

estimations without any updates during the process. 

 

Figures 5.10 to 5.13 present the simulation results of simulation Scenario 5.2. Similar 

to the Simulation Scenario 5.1, Figure 5.10 and Figure 5.11 represent the position 

and heading results from the proposed algorithms together with raw sensor 

measurements. However, in this simulation, the proposed fuzzy adaptive UKF 

algorithm performs much better than the conventional UKF. According to the real-

time RMSEs for the navigational data shown in Figure 5.12, the error of the adaptive 

UKF estimations are much lower than those of the conventional UKF estimations, 

providing at least a 30% improvement. Such an improvement is a result of the fuzzy 

adaptive UKF’s capability to intelligently calculate the measurement covariance 𝑹 

to facilitate improving the accuracy of the filtered data. Figure 5.13 demonstrates the 

diagonal elements of the actual, updated and fixed measurement covariance 𝑹. The 

adapted 𝑅 in this simulation is convergent to the actual 𝑹 when compared to the 

fixed settings. 

 

 



115 

 

 

Figure 5. 10 Simulation Scenario 5.2: the simulated environment and the trajectories of the USV 
 

 

Figure 5. 11 Simulation Scenario 5.2: measured and estimated USV headings 
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Figure 5. 12 Simulation Scenario 5.2: Real time Rooted Mean Square Error (RMSE) of the USV's 

position and heading 
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Figure 5. 13 Simulation Scenario 5.2: The two elements of measurement covariance R that related 

to position estimation 

 

Table 5. 6 Simulation Scenario 5.2: overall Mean Square Errors 

Method MSE_px (𝒎𝟐)  MSE_py (𝒎𝟐) MSE_ (deg2) 

GPS module 402.2386 395.6904 - 

Electronic Compass - - 20.1516 

Conventional UKF 62.8698 47.0732  3.2428 

Adaptive UKF 26.6514 18.0436 0.6988 
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5.2.3. Simulation Scenario 5.3: Variable measurement noise 

In Simulation Scenario 5.3, the noise of raw sensor measurements is assumed to 

increase during USV operation. During the first 300 time steps, the sensor noises are 

assumed to be at the same values as used in Simulation Scenario 5.1. Then a sudden 

change of sensor noises occurs due to some unexpected influences on the sensors. 

The noises increase to the values used in Simulation Scenario 5.2.  

Figures 5.14 to 5.17 demonstrate the performance of both the conventional UKF 

algorithm and the proposed fuzzy adaptive UKF algorithm under these conditions. 

From Figure 5.14, it can be seen that the GPS measurements become noisier before 

the USV reaches the first waypoint. The green line that represents the conventional 

UKF estimated positions starts to fluctuate significantly from the true trajectories 

(black line) while the adaptive UKF still provides much closer estimations. The 

improved performance of the adaptive UKF algorithm is again shown to be apparent 

from the enlarged inset in the heading estimations (Figure 5.15). The conventional 

UKF estimated headings (green line) generates larger errors when the compass error 

increases, whereas the fuzzy adaptive UKF estimated headings (red line) still 

maintain their accuracy and stay close to the true values. The real-time RMSE values 

for each of the navigational data in Figure 5.16 further supports that the proposed 

fuzzy adaptive UKF data fusion algorithm achieves better accuracy when the system 

lacks appropriate a priori knowledge of system measurement noise characteristics, 

even when the sensor noises change suddenly. The reason for this is the proposed 

fuzzy adaptive UKF data fusion algorithm is able to tune the predefined 

measurement covariance 𝑅 close to the actual value in real-time, which is also shown 

in Figure 5.17, instead of fixing it as in the conventional UKF algorithm. 
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Figure 5. 14 Simulation Scenario 5.3: the simulated environment and the trajectories of the USV 

 

 
Figure 5. 15 Simulation Scenario 5.3: measured and estimated USV headings 
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Figure 5. 16 Simulation Scenario 5.3: rooted Mean Square Error (RMSE) of the USV's position 
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Figure 5. 17 Simulation Scenario 5.3: the diagonal elements of measurement covariance 𝑹 that 

related to position estimation 

 

Table 5. 7 Simulation Scenario 5.3: overall Mean Square Errors 

Method MSE_px (𝒎𝟐)  MSE_py (𝒎𝟐) MSE_ (deg2) 

GPS module 413.2008 387.5966 - 

Electronic Compass - - 19.7812 

Conventional KF 28.5974 22.5572  1.8318 

Adaptive KF 12.3998 11.1658 0.5234 

 

At this juncture, it can be summarised that in the first simulation, the proposed fuzzy 

adaptive UKF shows marginal improvement in reducing the raw sensor measurement 

errors over the conventional UKF. In the second simulation, when the a priori 

information of the sensor noise is poor and varies significantly from the UKF’s 

settings, the proposed fuzzy adaptive UKF provides more accurate results than the 

conventional UKF. The improved performance has been demonstrated again in 

Simulation Scenario 5.3, where the sensor noise changes suddenly during USV 
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operation. The computational time of the proposed multi-sensor data fusion algorithm 

at each time step in all three simulations is approximately 0.0023 seconds. It is far 

below the simulated sampling time of the navigation system, which is 1 second. 

Therefore, the proposed algorithm is capable of conducting data fusion missions in 

real-time applications. The results are summarised in Table 5.8. 

Table 5. 8 Summary of the three simulations 

Simulations Results 

Simulation Scenario 5.1: UKF based 

algorithm: good a priori information, 

sensors noise unchanged 

Both conventional UKF and proposed 

fuzzy adaptive UKF algorithms work 

well in reducing sensor measurement 

noises. 

Simulation Scenario 5.2: UKF based 

algorithm: poor a priori information, 

sensors noise unchanged 

The proposed fuzzy adaptive UKF 

algorithm improves the results about 

30% than conventional UKF 

algorithm. 

Simulation Scenario 5.3: UKF based 

algorithm: good a priori information 

initially, sensors noise changed suddenly 

during operation 

The estimation error of the 

conventional UKF algorithm increases 

when the sensor noise changes 

suddenly, whereas the proposed fuzzy 

adaptive UKF algorithm still 

maintains its estimation accuracy. 

 

 

5.3. Practical Trials 

5.3.1. Experiment platform and environment conditions 

To further demonstrate the effectiveness of the proposed method, a field trial using an 

actual USV has been carried out on Springer USV, which is introduced in Chapter 3. 

The Springer USV was equipped with a GPS receiver, an IMU, and three independent 

electronic compasses. All the collected raw measurement data was stored during 

practical trials. The trials were held at the Roadford Lake in Devon, UK (Figure 5.18) 

on a cloudy day with drizzle and wind speeds of between 1 and 3.2 m/s blowing in a 

westerly direction. Three buoys were set up as the waypoints constituting a waypoint-
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tracking path for the Springer USV. The actual GPS locations of the start point and 

buoys are listed in Table 5.9, which were input to the Path Planning Module as  

waypoints. The start point of  Springer is used as the reference point of the navigational 

frame and the GPS locations of the three buoys are converted into meters. The USV 

has to make three turning maneuvers to complete the designed mission, from the start,   

tracking the three buoys in sequence and then heading back to the first buoy designated 

as the end of the journey (Figure 5.19). The sampling time for sensors to take 

measurements was 1 second.  The duration for each trial was around 20 minutes and 

the USV was operated at a speed of approximately 1.5 m/s. 

 

Table 5. 9 Summary of the three simulations 

Way points GPS Location (Lat, Lon) Converted position (m, m) 

Start point (5041.7226, -414.1994) (0, 0) 

Buoy 1 (5041.8085, -414.0430) (289.8315,158.7534) 

Buoy 2 (5041.9728, -413.9645) (435.3104, 462.4119) 

Buoy 3 (5041.9330, -414.1790) (37.7889, 388.8520) 

 

 

Figure 5. 18 Experimental environment- Roadford lake, Devon 
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Figure 5. 19 The satellite map of the Roadford lake and the planned trajectory for the Springer USV 

to follow 

 

5.3.2. Trial results 

The actual environmental influences, such as the wind and water current, altered the 

trajectory of the Springer USV, which is shown in Figure 5.20. The blue line 

represents the raw GPS measurements that have been extracted from the trial. As 

illustrated in Figure 5.20, the USV successfully transited the three waypoints in 

sequence and returned to the first waypoint as planned, but the water surface currents 

pushed the vehicle towards the northwest and made large impacts on its trajectory 

when the USV was travelling northeast. As a result, the Springer USV had to turn 

right towards the second buoy then circumnavigate the buoy to alter its direction 

towards the third buoy instead of directly turning left after it reached the second buoy. 

This kind of unpredictable event increases the complexity of practical USV 

operations. 
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Figure 5. 20 The converted binary map with USV’s planned trajectory and recorded GPS 
measurements during the practical experiment 

 
The conventional UKF and the proposed fuzzy adaptive UKF data fusion algorithms 

were then applied to the raw sensor measurements recorded from the practical trial. 

The average computational time for each cycle of the algorithm is 0.0017 s while the 

actual sensor measurements are sampled at 1 second intervals, which confirms the 

proposed algorithm can be applied to this real-time navigation system.  The fusion 

results are plotted in Figure 5.21 and Figure 5.22. As shown in Figure 5.21, the red 

line that denotes the fuzzy adaptive UKF estimated trajectory, is close to the GPS 

measurements that are represented by the blue line, whereas the green line that 

denotes the conventional UKF estimated trajectory deviates significantly from the 

other two trajectories. Figure 5.22 demonstrates the heading results. It can be seen 

that the headings estimated by the proposed fuzzy adaptive UKF algorithm (red line) 

are more coincident with the compass measurement (blue line). Again, the 

conventional UKF estimations (green line) are associated with deviations from the 
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other two headings. The results verify the feasibility of the proposed fuzzy adaptive 

UKF data fusion algorithm whereas the conventional UKF algorithm is prone to error 

in a practical application. In the simulations, despite the improved performance of 

the proposed fuzzy adaptive UKF algorithm, the conventional UKF can also reduce 

raw sensor measurement errors. Similar performance that has not been achieved in 

practice, states the conventional UKF is a theoretical optimal algorithm that proves 

less satisfactory in practical applications. In the meantime, the real-time adaption of 

the measurement noise covariance enhances the ability of the proposed fuzzy 

adaptive UKF algorithm to overcome the unexpected uncertainties in practical 

applications. Although the true positions and headings of the Springer USV are not 

available in a practical trial, the benefits obtained from the proposed algorithm can 

still be revealed by its smoother estimations with less pinnacles than from the raw 

sensors’ measurements, which are presented in the enlarged insets in both Figure 

5.21 and Figure 5.22. 

 

Figure 5. 21 The raw GPS measurements, waypoints positions and estimated positions generated by 

conventional UKF and adaptive UKF respectively 

 

0 50 100 150 200 250 300 350 400 450 500

Position: East(m)

0

50

100

150

200

250

300

350

400

450

500

P
os

iti
on

: N
or

th
(m

)

 Position

GPS position
UKF position
AUKF position
Buoy position

304 306 308 310
225

230

235

240

245

250

255

260



127 

 

 

Figure 5. 22 The raw compass measurements and estimated headings generated by both 

conventional UKF and adaptive UKF 

 

 

5.4. Summary  

In the previous chapter the Unscented Kalman Filter based multi-sensor data fusion 

algorithms were applied to determine USV navigational data. Throughout it was 

assumed that the a priori measurement data was deemed reliable. However, it is an 

accepted fact that the measurement and system can be affected by interference, 

instrument performance and environmental issues and the UKF’s performance is 

heavily reliant on good a priori noise measurement data. 

 

To overcome this deficiency an adaptive estimation methodology and algorithm was 

developed and investigated. The area of concern was the measurement noise 

covariance (𝑅). In effect best known data of 𝑅 updated in real time would be for the 

correction thus catering for the effects of noise variation not in line with 

manufacturer’s data. The system was augmented by an Adaptive UKF (AUKF). The 

main elements of the AUKF are covariance matching and adaptive estimation, 

applied to the UKF algorithm and using fuzzy logic as the control medium. 
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In simulation tests where uncertainty of system and measurement noise were applied 

the AUKF provided improved performance above that of the UKF. Further to these 

verification simulations, practical validation trials were conducted using the Springer 

USV and the results confirmed the performance improvement and navigational 

accuracy reliability offered by the AUKF. 

 

In the following chapter, possible malfunctions of navigational sensors and 

reliability of the navigation system will be discussed. 
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Chapter 6. Reliable USV Navigation 
 

 

The previous two chapters demonstrated how the developed Kalman filtering based 

multi-sensor data fusion algorithms improved raw sensor measurements and dealt 

with unknown a priori system noises in practical USV applications. Even though the 

algorithms are able to provide optimal estimations of the USV’s navigational data in 

various situations, their performance may degrade when problems such as sensor 

signal loss or malfunctions occur in real life. So, apart from dealing with lost or faulty 

sensor measurements, knowledge of the system reliability could provide a measure 

of the level of assurance that could be assigned to the USV’s safe operation. In this 

chapter, a level of confidence has been determined to express the system reliability 

so that the path planning module is able to adjust the planned trajectory of the USV.  

In addition, fault tolerance methods have been developed to deal with sudden 

changes in the sensor measurements reliability.  

 

 

6.1. Navigation system reliability determination 

In this research, the reliability of the developed USV autonomous navigation system 

is discussed in two aspects, the level of trust in the system’s estimated navigational 

data and solutions to sudden faults of the practical sensors during operation. Using 

multiple sensors instead of using a single standalone sensor to compute real-time 

navigational data of an USV can increase the level of trust of the navigation system. 

In this section, a probabilistic method to express the level of trust of the estimated 

USV’s position is demonstrated. 

 

6.1.1. Probability distribution of sensor measurements 

The sensor measurements of a continuous physical quantity are often associated with 

noise and uncertainties and are not, in principle, absolutely precise. In the navigation 

data fusion system, absolute sensor measurements, i.e. GPS and electronic compass 
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measurements are assumed to be Gaussian, which means the measurements are 

normally distributed around the true value with a variance (Feng, 2014). The IMU 

that is composed of an accelerometer and a gyroscope to measure the USV’s motions 

is used to calculate the predicted position of a USV. Due to the nature of Kalman 

filtering, prior belief of the USV’s position (predicted) is also assumed to be 

Gaussian. At each iteration time step 𝑘, the predicted position and measured position 

vectors are expressed as: 

 𝝁𝒑 𝒙 1, 𝑘 𝒙 2, 𝑘 ∈ ℜ  (6.1) 

 𝝁𝒎 𝒛 1, 𝑘 𝒛 2, 𝑘 ∈ ℜ  (6.2) 

The Gaussian probability density function (pdf) of the two position vectors are 

defined in Equations (6.3) and (6.4), where x denotes the unknown position vector of 

the USV (Hertzmann et al, 2015). 

 𝑓 𝝁𝒑 ≜
𝜮𝒑

𝑒𝑥𝑝 𝒙 𝝁𝒑 𝜮𝒑 𝒙 𝝁𝒑  (6.3) 

 𝑓 𝝁 ≜
|𝜮𝒎|

𝑒𝑥𝑝 𝒙 𝝁𝒎 𝜮𝒎 𝒙 𝝁𝒎  (6.4) 

where Σp is the predicted position error covariance matrix before fusion, Σm is the 

covariance matrix representing the uncertainty associated with the measurements. Σp 

and Σp are expressed in the form of Equation (6.5) and Equation (6.6), where 𝝈𝒑 and 

𝝈𝒎 are the corresponding variances with x.  

 Σp=
𝝈𝒑 (1,1) 0

0 𝝈𝒑 (1,2)
 (6.5) 

 Σm=
𝝈𝒎 (1,1) 0

0 𝝈𝒎 (1,2)
 

 
 (6.6) 

According to the pdf functions, the system has 68% confidence that the error of the 

predicted/measured position is within 𝜮𝒑 / 𝜮𝒑 , and 96% confidence that the error of 

the predicted/measured position is within 2 𝜮𝒑 / 2 𝜮𝒑 . The confidence reaches 

99.7% when the error is within three times of the accuracy (3 𝜮𝒑 /3 𝜮𝒑 ) and any 
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predicted/measured positions with errors larger than that should not be trusted (Feng, 

2014). 

 

6.1.2. Level of confidence  

In an autonomous navigation system as described in Figure 6.1, the path planning 

module and control module largely rely on accurate navigational data obtained by 

the data acquisition module. Although the higher the accuracy  the better the USV 

can behave, the acceptance of inaccuracy is allowed when operating over the sea. 

Therefore, knowing how accurate the estimated navigational data is and to what level  

the data can be trusted would be useful for the path planning module to determine 

the  safe area required around the USV to generate safe paths. When both IMU and 

GPS sensor can provide good measurements, the positions calculated should be 

highly consistent. The consistency degrades once either sensor makes inaccurate 

measurements so that the level of confidence in the estimated position based on the 

inaccurate measurements decreases.  Therefore, the level of confidence of the USV’s 

estimated position is quantified as the measurement consistency of two different 

sensors and the process has been added into the block diagram of the adaptive UKF 

data fusion algorithm developed in Chapter 5 as detailed in Figure 6.1.  

 

Figure 6. 1 The block diagram of the data fusion algorithm with system reliability (n%) 

determination 
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The similarity between the two distributions of predicted position vector and 

measured position vector are measured by the Bhattacharyya distance 𝐷 , and the 

Bhattacharyya coefficient 𝐵𝐶 can represent the reliability of the system estimations 

(Patra et al, 2015).  

 𝐷 ln
𝜮𝒑 |𝜮𝒎|

𝜮𝒑 |𝜮𝒎|

𝝁𝒑 𝝁𝒎

𝜮𝒑 |𝜮𝒎|
 (6.7) 

 𝐵𝐶 𝑒 100% (6.8) 

 

 

6.2. Fault tolerance for multi-sensor navigation system 

Sensor malfunction is another issue that could reduce the reliability of an 

autonomous system. Improper handling of faulty measurements can also result in an 

unreliable navigation solution. This section discusses how the system detects 

possible sensor failures and recovers from such failures automatically.  

 

6.2.1. Autonomous recovery of temporary signal loss  

GPS sensors suffer from sudden signal losses when the Line of Sight (LoS) to 

satellites is blocked (McWilliam et al, 2005). The blockage may disappear after the 

USV travels further to an wide open  environment. This should be less hazardous for 

ships navigation with human operators on-board.  However, for an unmanned 

autonomous system, the data fusion algorithm may fail to estimate navigational data 

for lack of GPS measurements.  

 

In the multi-sensor data fusion algorithm already developed, the IMU is used 

together with the GPS to obtain better estimations of the USV’s positions. The data 

analysis in the two preceding chapters shows that GPS measurements are very noisy, 

especially when the USV is travelling.  The navigational data calculated by the 

IMU’s measurements are prone to drift for  long time durations because of the bias 

of the inertial sensors. Therefore, as they are complementary sensors, the fluctuations 

of the GPS measurements caused by sensor errors can be compensated with the 
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inertial sensors and the inertial sensor biases can be compensated with the GPS 

receiver. When a short-time blockage of the GPS sensor occurs, the data fusion 

algorithm has to temporarily switch to pure inertial navigation, in accordance with 

the rules in Table 6.1, to provide continuous estimations and recover the USV’s 

trajectory.  

Table 6. 1 Rules to switch the multi-sensor navigation to pure inertial navigation when GPS signal is 

null 

Rule 1: When GPS signal is null, GPS measurement equals to (0,0) 

Rule 2: Measurement matrix 𝑯 𝟎 𝟎 𝟎 𝟎 𝟏  

Rule 3: Mean Square Error (MSE) at 𝒌 equals to 𝑴𝑺𝑬 𝒌 𝟏  

 

6.2.2. Autonomous fault detection and tolerance  

The sensor redundancy may appear wasteful, but in practice, sensor failure is a 

common occurrence, especially where low cost hardware is involved. The KF based 

data fusion algorithms developed previously are only capable of improving raw 

sensor measurements and recover the trajectory within  short time periods but cannot 

deal with sensor malfunctions. Normally, once a sensor fails, the best solution is to 

manually switch to another sensor of the same type. However, during an autonomous 

mission, such a luxury does not normally exist and the occurrence of  hardware 

failure would most likely result in forced abortion of the mission. A cold standby 

system can be used to replace the manual control in an autonomous system. It is an 

idle back up system that can be turned on and turned off as required. Although it can 

be employed on failure of the primary system, such a configuration could take some 

time to perform initialisation to be functional and the autonomous navigation system 

will lose real-time data during the gap if such a method is employed. There is also 

risks that the turn on may not be successful or the backup system may itself have 

already failed with there being no indication or knowledge that such a failure had 

already occurred. A hot standby system is more suitable for USV navigation since it 

is running simultaneously with the identical primary system. On failure of the 

primary system, the hot standby system immediately takes over to replace the faulty 

sensor. In such a setup, the data is mirrored in real time and both systems have 

identical data. However, the use of the identical sensors would also increase the cost 
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and it is a waste to use the hot standby system solely for backup purpose. In this 

research, a fuzzy multi-sensor data fusion algorithm is proposed to further improve 

the hot standby system and make use of the backup data.  

The proposed system combines heading estimates from three separate Kalman Filters 

(KFs) using the measurements from three independent electronic compasses to 

construct a robust, fault tolerant heading estimator for the navigation of the USV. It 

improves the accuracy and continuity of raw measurements of the electronic 

compasses as well as further fuses the improved headings and detects and discards 

failed sensors automatically. The newly designed fuzzy logic based multi-sensor data 

fusion algorithm, employing the Federated filter architecture, is shown in Figure 6.2. 

A single, low-cost MEMS gyroscope and three independent electronic compasses 

are used to acquire data on-board the USV, where the electronic compasses represent 

local sensors and the gyroscope is used as the reference. The inertial data from the 

gyroscope, which is prone to sporadic bias drifts, is fused individually with 

measurements from each of the compasses via a conventional KF which is robust to 

gyroscope bias drifts. The three ensuing KFs that estimate  the heading angle of the 

USV are identical in their predictive models (Equation 6.9), but with different 

heading measurement noise covariance, are then fused via a fuzzy logic algorithm 

designed to provide an accurate heading even in the face of a failure of up to two of 

the compasses at the same time. 

 

Figure 6. 2 Federated Filter Architecture for the Fuzzy MSDF Algorithm 

 𝑘  𝑘 1 𝑇 𝜔 𝑘  (6.9) 
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where 𝑇 is the sampling time between two consecutive time steps. 

The fuzzy system is based on observation of the residual sequence of each KF, which 

is the difference between the measurement and the prediction. The reflected 

discrepancy is defined as follows: 

 𝜺 𝑘 𝒛 𝑘 𝑯 𝒙 𝑘  (6.10) 

It is the difference between the absolute measurement and the optimal estimated state 

at each time step 𝑘. It is well established that under an ideal scenario, the residual 

sequence should be comprised of a zero-mean, white noise sequence (Subramanian 

et al. 2009, Bijker et al. 2008). Therefore this sequence could be monitored to detect 

a failure in the correct estimation by one of the KFs. 

 

In order to monitor the residual sequence, which in general is a random process and 

thus whose individual values are meaningless, a simple moving average (SMA) of 

the residual sequence of each KF is computed: 

 𝑆𝑀𝐴 𝑘  𝜀 𝑘 𝜀 𝑘 1 ⋯ 𝜀 𝑘 𝑁 1 𝑁⁄  (6.11) 

where 𝑁 is the number of samples considered in the moving average. Since the SMA 

is, in the ideal case, a sum of zero-mean independent random variables, it is in itself 

a zero-mean random variable, tending to be normally distributed by the Central Limit 

Theorem. However, its variance is 𝑁 times smaller than that of the residuals random 

variable. Thus, sporadic high values of the SMA are more improbable than for the 

residual, and will almost only occur when the residual stops being a white sequence. 

Hence it is this value that is chosen to indicate a compass fault in the KF estimate 

and it is also the input to the fuzzy system, as shown below: 

 

Figure 6. 3 Designed Fuzzy Multi-sensor Data Fusion System 

The final fused state estimate is then computed as: 
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  𝑘 ∑ 𝑤 𝑘   𝑘  (6.12) 

A. Crisp decision algorithm 

The crisp decision algorithm updates the SMA of each KF at each sampling instant 

and then accepts or rejects the filter by assigning it a weight of 1 or 0 according to 

whether the SMA lies within a predefined minimum and maximum threshold value: 

IF 𝑆𝑀𝐴 𝑘 < SMAmin) OR (𝑆𝑀𝐴 𝑘 > SMAmax) 

 𝑤 𝑘 0 

ELSE 

 𝑤 𝑘 1 

END 

after which the weights are normalised so that their sum equals one. 

 

B. Fuzzy sensor fusion algorithm 

The problem with the crisp decision algorithm is the choice of the threshold values, 

and the sudden change in the fused estimate that occurs when a change of decision 

is made regarding the inclusion or exclusion of some of the filters. In order to obtain 

a smoother decision process, the following fuzzy membership functions are defined 

(Figures 6.4): 

 

Input membership functions: 

Negative function:  𝜇
1 𝑖𝑓 𝑆𝑀𝐴  𝑆𝑀𝐴𝑁

𝑆𝑀𝐴/𝑆𝑀𝐴𝑁 𝑖𝑓 𝑆𝑀𝐴𝑁  𝑆𝑀𝐴 0
0 𝑖𝑓 𝑆𝑀𝐴 0

 (6.13) 

 

Zero function: 𝜇
1 𝑆𝑀𝐴/𝑆𝑀𝐴𝑁 𝑖𝑓 𝑆𝑀𝐴𝑁 𝑆𝑀𝐴 0
1 𝑆𝑀𝐴/𝑆𝑀𝐴𝑃 𝑖𝑓 0 𝑆𝑀𝐴 𝑆𝑀𝐴𝑃  (6.14) 
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Positive function: 𝜇
0 𝑖𝑓 𝑆𝑀𝐴  0

𝑆𝑀𝐴/𝑆𝑀𝐴𝑃 𝑖𝑓 0  𝑆𝑀𝐴 𝑆𝑀𝐴𝑃
1 𝑖𝑓 𝑆𝑀𝐴 𝑆𝑀𝐴𝑃

 (6.15) 

 

 

Figure 6. 4 Input and output membership functions 

 

As indicated by the output fuzzy membership functions, the output to the fuzzy logic 

inference system is chosen to be a change in the weight of the filter, Δ𝑤, rather than 

the weight itself. This is to avoid brusque transitions in the overall estimate.  

 

If-then rules: 

Based on the aforementioned membership functions, the following fuzzy rules are 

established: 

Table 6. 2 If-then rules 

Rule 1: If SMA negative then 𝚫𝒘 is negative 

Rule 2: If SMA is zero then 𝚫𝒘 is positive 

Rule 3: If SMA is positive then 𝚫𝒘 is negative 

 

De-fuzzification: 

Then, at each sampling time k, depending upon the value of the SMA, Δ𝑤  is 

defuzzified by applying the Centroid method (Sameena et al. 2011) as follows: 

 Δ𝑤⋇  𝜇  𝛥𝑤 𝑑Δ𝑤 𝜇  𝑑𝛥𝑤⁄  (6.16) 
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The following cases are chosen based on where the SMA lies in and explain the 

computation process of the Δ𝑤. 

  

 Case 1: SMA < SMAN 

 Rule 1 applies and Δ𝑤 is given by the horizontal projection of the centroid 

of the negative output membership function, i.e. Δ𝑤 𝐷𝑊𝑁 2⁄ . 

 

 Case 2: SMAN < SMA ≤ 0 

Both Rule 1 and Rule 2 apply.  Let 𝜇  represent the degree of membership of 

the input to the Negative input membership function (Rule 1), and 𝜇  its 

degree of membership to the Zero input membership function (Rule 2). Then 

Δ𝑤  is computed as the horizontal projection of the centroid of the area 

comprising the portions of the Negative and Positive output membership 

functions below the values 𝜇  and 𝜇  respectively (Figure 6.5): 

 Δ𝑤   𝐷𝑊𝑁 𝜇   𝐷𝑊𝑃 𝜇 𝐷𝑊𝑁 𝜇 𝐷𝑊𝑃 𝜇  (6.17) 

 

 

Figure 6. 5 Calculation of the output Δ𝑤 for Case 2 (SMAN < SMA ≤ 0) 

 

 Case 3: 0 < SMA < SMAP 

Both Rule 2 and Rule 3 apply. Let 𝜇  represent the degree of membership of 

the input to the Zero input membership function (Rule 2), and 𝜇  its degree 

of membership to the Positive input membership function (Rule 3). Then Δ𝑤 

is computed as the horizontal projection of the centroid of the area 
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comprising the portions of the Positive and Negative output membership 

functions below the values 𝜇  and 𝜇  respectively: 

 Δ𝑤   𝐷𝑊𝑁 𝜇   𝐷𝑊𝑃 𝜇 𝐷𝑊𝑁 𝜇 𝐷𝑊𝑃 𝜇  (6.18) 

 

 Case 4: SMAP ≤ SMA 

Rule 3 solely applies, and Δ𝑤 is given by the horizontal projection of the 

centroid of the Positive output membership function, i.e. Δ𝑤 𝐷𝑊𝑃 2⁄ . 

 

Once the Δ𝑤  has been calculated at time step k for each KF estimated heading 

(Δ𝑤 𝑘 , 𝑖 1,2,3), these values can be normalised so that their sum equals zero to 

ensure that the sum of the weights themselves will remain equal to one, as the 

weights are initialised equally at 1/3 for k = 0, 

 Δ𝑤∗ 𝑘 ≔ Δ𝑤 𝑘 𝛼, 𝑖 1,2,3 (6.19) 

with 𝛼  such that  ∑ Δ𝑤 𝛼 0 , i.e. α ∑ Δ𝑤  and resulting in the 

updated weights of each filter given by 

 𝑤 𝑘 𝑤 𝑘 1 Δ𝑤∗ 𝑘  , 𝑖 1,2,3 (6.20) 

However, direct application of Equation (6.20) might result in updated values of the 

weights not restricted to the interval [0, 1]. To restrict the values of the weights to 

this interval, the following procedure is carried out. Instead of directly updating all 

the weights according to Equation (6.20), these are tentatively updated in some 

auxiliary variables: 

 𝑤∗ 𝑤 𝑘 1 Δ𝑤∗ 𝑘 , 𝑖 1,2,3 (6.21) 

 

Three possibilities exist: 

 If all 𝑤∗’s are between 0 and 1 (inclusive), then these are taken directly as 

the updated weights 𝑤 𝑘 ; (Equation (6.20)). 
 

 If (only) one of the 𝑤∗ is less than zero, e.g. 𝑤∗ 0, then Δ𝑤∗∗ is defined as 
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Δ𝑤∗∗ ≔ 𝑤 𝑘 1 , i.e. the part of Δ𝑤 𝑘  that is actually used to make the 

corresponding updated weight equal to zero. Then the remaining two weight 

increments are normalised again: Δ𝑤∗∗ 𝑘 ≔ Δ𝑤∗ 𝑘 𝛼, 𝑖 1,2,3 & 𝑖

𝑗 , with 𝛼  such that Δ𝑤∗∗ 𝑘 ∑ Δ𝑤∗ 𝛼 0 , whereby 𝛼

Δ𝑤∗∗ 𝑘 ∑ Δ𝑤∗ . The new prospective weights are then given by 

𝑤∗∗ ≔ 𝑤 𝑘 1 Δ𝑤∗∗ 𝑘 , 𝑖 1,2,3, where in particular 𝑤∗∗ ≔ 𝑤 𝑘

1 Δ𝑤∗∗ 𝑘 =0. If none of the resulting 𝑤∗∗ are negative, then these are the 

updated weights 𝑤 𝑘 ; however, if one of them is negative, e.g. 𝑤∗∗ 0, 

then the updated weights are 𝑤 𝑘 ≔ 0, 𝑤 𝑘 ≔ 0, and 𝑤 𝑘 ≔ 1, 𝑖 ∊

1,2,3  & 𝑖 𝑗, 𝑙.; 
 

 If two of the 𝑤∗ obtained using Equation (6.21) are negative, e.g. 𝑤∗<0 and 

𝑤∗ 0, this implies that the third weight, 𝑤∗, 𝑖 ∊ 1,2,3  & 𝑖 𝑗, 𝑙, will be 

larger than one, since the sum of the three is always equal to unity. Therefore 

it suffices to take 𝑤 𝑘 ≔ 0,𝑤 𝑘 ≔ 0, and 𝑤 𝑘 ≔ 1. 

 

This scheme allows for weights that at some point devolve to a zero value, signifying 

complete rejection of the corresponding KF, to start recovering if and when they are 

subsequently prescribed positive weight increments. A similar scheme without 

recovery is easily implemented by flagging down a KF that is assigned a zero weight 

at any given time, thenceforth permanently assigning it a zero weight and carrying 

out the weight redistribution process among the remaining filters. 

 

For both the crisp and fuzzy data fusion algorithms, the initial weights are assumed 

equal (𝑤 , 𝑖 1,2,3) and they are not modified until time instant K has been 

reached, which is the number of samples required to compute the SMA. 
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6.3. Results and discussions 

6.3.1. Simulation of the reliability determination and autonomous 

temporary recovery of signal loss 

This simulation adds the reliability determination Equations (6.7) and (6.8) as well 

as the rules to recover the short time GPS signal loss to the UKF based multi-sensor 

data fusion algorithm in Section 4.3.3.2. Recalling the Simulation 4.4 with planned 

trajectory 1, the USV  started from the start point (765 m, 728 m) and was conducting 

a mission to track two waypoints (650 m, 385 m) and (320 m, 190 m) with an end 

point (30 m, 250 m) along the coastline of The Solent with a variety of current 

influences. In this simulation, the sensor data are simulated again based on their 

modelling in Chapter 3 and their noise characteristics as given in Table 4.5. In order 

to test the reliability of the system, the GPS signals are set to be blocked during the 

time steps 𝑘 200 𝑡𝑜 230 𝑠  and 𝑘 700 𝑡𝑜 750 𝑠 . The trajectory results are 

shown in Figure 6.6. The two green circles highlight the periods when the GPS signal 

is blocked. As can be observed in Figure 6.6, the GPS measured positions are missing 

during the two highlighted periods whereas the fusion results using the developed 

data fusion algorithm (red line) are still close to the actual trajectory (black line), 

which confirms that the algorithm can provide accurate estimations of the USV’s 

position and recover the USV’s trajectory during  blockage of the GPS signal.  

 

The percentage value determined to represent system reliability is shown in Figure 

6.7. It fluctuates with the mean around 75% and reduces to zero when the GPS signal 

is blocked. The value of the reliability is obtained by calculating the consistency of 

the GPS measured positions and IMU predicted positions. When the GPS signal is 

missing, the system assigns the GPS measured position as (0, 0) and the difference 

between the GPS measured position (0, 0) and IMU predicted position is numerically 

high, which reduces the consistency of the two positions and generates a very low 

reliability measure. 
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Figure 6. 6 Simulation Scenario 6.1: Recovered trajectory of USV navigation with two short term 

GPS blockage 

 

Figure 6. 7 Simulation Scenario 6.1: The determined system reliability based on the consistency of 

GPS positions and IMU predicted positions 
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Figure 6. 8 Simulation Scenario 6.1: Rooted mean square errors of USV positions and headings with 

GPS signal blockage 

 

The accuracy of the developed data fusion algorithm is demonstrated by the RMS 

errors displayed in Figure 6.8. According to Rule 2 in Table 6.1, the RMS error of 

the GPS measurements during the period when the signal is blocked remains the 

same as at the last time step before the signal is blocked. The red line in the top two 

figures in Figure 6.8 that denotes the RMS errors of the fused positions are stabilised 

with reduced values over the raw GPS RMS errors.  
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6.3.2. Simulation of Fuzzy logic based data fusion algorithm   

The fuzzy logic based data fusion algorithm is implemented and compared to a crisp 

decision-making algorithm, both of which attempt to fuse data from the three KFs in 

such a way as to disregard erroneous estimates caused by faulty compass readings. 

This simulation study (Simulation 6.2) uses simulated gyroscope and compass 

readings, based on a prescribed turning rate of the vehicle. The turning rate of the 

vehicle, in °/s, is prescribed according to: 

 ω 𝑘 sin 𝑘 sin sin  (6.22) 

to allow excitation at different frequencies. The gyroscope measurements are 

simulated based on this actual turning rate plus the noise vectors according to 

Equation (3.4), with a constant bias of 3 °/s, and a white, normally distributed random 

measurement noise with variance 𝑞 0.5°/𝑠 . The actual heading angle of the 

USV is calculated from integration of ω 𝑘 , based on which three different compass 

readings are simulated using Equation (6.23) with three different measurement noise 

sequences 𝜈  with variances 𝑅 1.5 ° , 𝑅 5.5 ° , 𝑅 9.5 °  for each 

one, respectively.  

 𝑧 𝜃 𝜈  (6.23) 

A KF is then simulated for each gyro-compass pair. The KF state vectors are 

initialised with the correct initial vehicle heading, but with zero gyro-bias estimates. 

At each sampling instant the SMA is calculated with 𝑁 30, and threshold values 

for the crisp decision rules and fuzzy membership functions are given in Table 6.3: 

 

Table 6. 3 Simulation Scenario 6.2: Threshold values for crisp decision rules and parameters of 

fuzzy membership functions 

Parameter 𝐒𝐌𝐀𝐦𝐚𝐱 𝐒𝐌𝐀𝐦𝐢𝐧 𝐒𝐌𝐀𝐍 𝐒𝐌𝐀𝐏 𝐃𝐖𝐍 𝐃𝐖𝐏 

Value 5 -5 -10 10 -0.1 0.1 

 

The simulation runs for 1000 time steps. After one third of the total simulation time, 

Compass 2 (𝑅 5.5 °  is made to fail so that the readings remain static at the 

last value before failure. The simulation results are shown in Figures 6.9 to 6.13. 
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Figure 6. 9 Simulation Scenario 6.2: simulated actual USV change in rotation rate ω  and gyroscope 

output ω  
 

 

Figure 6. 10 Simulation Scenario 6.2: actual and KF estimates of the heading, compass 

measurements, and crisp and fuzzy data fusion estimates (Compass 2 fails at time step k = 333) 
 

 

Figure 6. 11 Simulation Scenario 6.2: actual and KF estimates of the gyroscope bias (Compass 2 

fails at time step k = 333) 
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Figure 6. 12 Simulation Scenario 6.2: residual sequences of each KF (Compass 2 fails at time step k 

= 333) 

 

Figure 6. 13 Simulation Scenario 6.2: SMA of the residual sequence of each KF (Compass 2 fails at 
time step k = 333) 

 

It can be seen that each KF estimate improves upon the corresponding raw compass 

estimate, particularly for the two KFs that operate under the correct hypotheses in 

Figure 6.12. However, the KF associated with the failed compass cannot provide a 

reliable estimate. From Figure 6.11, it can also be observed how this KF’s estimate 

of the gyroscope bias also starts deviating from the true bias from the moment the 

compass fails. From Figure 6.10, whilst both the crisp and the fuzzy logic fusion of 

the compass data are able to reject the KF associated with the failed compass, the 

crisp estimates immediately reincorporate this KF when the SMA falls back within 

the threshold limits, due purely to the change in turning rate, which results in an 

incorrect estimate. The fuzzy logic fusion is more cautious, and does not restore 

confidence to the failed compass KF so readily. 
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Table 6. 4 Simulation Scenario 6.2: RMSE results for the simulation of 1000 time-steps 

Method RMSE (deg) 

KF1 0.71 

KF2 9,995 

KF3 17.67 

Compass 1 2.02 

Compass 2 9,688 

Compass 3 99.17 

Crisp decision fusion 502.18 

Fuzzy decision fusion 11.62 

 

Although from Table 6.4 the RMSE of the fuzzy logic fused data seems to be 

considerably larger than that of the best KF (KF1), this is because the initial transient 

period (bearing in mind that the fuzzy fusion algorithm does not start changing the 

weights until enough samples are obtained so that the SMA can be calculated), and 

furthermore, the changes in the weights are gradual. In fact, if the simulation time is 

increased, then the RMSE of the fuzzy algorithm estimate tends to that of the best 

KF, as can be seen in the results in Table 6.5, which corresponds to a simulation with 

a total time of 5000 time-steps. 

 

Table 6. 5 Simulation Scenario 6.2: RMSE results for the simulation of 5000 time-steps 

Method RMSE (deg) 

KF1 0.73 

KF2 5,709 

KF3 5.6 

Compass 1 2.23 

Compass 2 5,755 

Compass 3 99.17 

Crisp decision fusion 91.4 

Fuzzy decision fusion 1.19 

 

 



 

148 
 

6.3.3. Practical trials 

The stored experimental data, from the Springer USV trial that is described in detail 

in Section 5.3, are used to test the system’s abilities on 1) determining navigation 

system reliability, 2) autonomous recovery of signal loss in the short term, and 3) 

autonomous fault detection and tolerance. Recall that earlier the Springer USV was 

assigned the mission to track three waypoints as shown in Figure 5.20. During the 

operation, GPS raw measurements were set to be blocked for two short time periods 

and the updated trajectory result is shown in Figure 6.14, where the two periods when 

the GPS signal is lost are highlighted by the green circles. At this time, the fused data 

of the data fusion algorithm developed in Section 6.2.1 recovers the trajectories 

(indicated by the reproduction of trajectory when GPS signal is unavailable) and 

provides continuous estimations of the position.  

 

Figure 6. 14 Springer trial trajectory fusion results with two blockages of GPS signal 
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Figure 6. 15 Determined system reliability for Springer trial 

 

Figure 6.15 illustrates the determined system reliability. Similar to the simulation, 

when the GPS signal is unavailable, the Reliability degrades to 0% as the 

measurement of the GPS cannot be trusted during that time. Apart from that, the 

reliability varies between 60% and 80%, which gives a reasonably high degree of 

confidence that the estimations of the navigation system are reliable. 

 

According to the description in Chapter 3, Springer is equipped with three 

independent electronic compasses, TCM2, HMR3000 and KVH100 as well as a 

MEMS gyroscope. The HMR3000, which is labelled as Compass 2, is made to fail 

from time step 𝑘  180 to the end. The raw measurements of the three different 

electronic compasses (magenta line denotes TCM2’s measurements, cyan line 

represents HMR3000’s measurements and the green line denotes KVH100’s 

measurements) and the inferred headings (blue line) obtain by the gyroscope’s raw 

measurements are demonstrated in Figure 6.16. It can be seen that Compass 2 stops 

providing measurements from 𝑘 180 and the heading inferred by the gyroscope 

alone has a certain deviation from the compass measurements. 
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Figure 6. 16 raw measurements of each electronic compass in the trial, in which Compass 2 fails at 

time step k = 180 

 

 
Figure 6. 17 Residual sequences of each KF 

 
Figure 6. 18 SMA of the residual sequence of each KF 
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In the trial data analysis, the SMA values of the KF residuals are still calculated with 

sample size of 𝑁  30 as they were for the Simulation 6.2, and the threshold for 

fuzzy membership functions are also set the same as those in the simulation. As a 

result of Compass 2’s failure, the residuals and their SMA values of KF2 associated 

with Compass 2 start to deviate significantly from zero (Figure 6.17 and 6.18) at time 

step 𝑘  180. It is noticeable that the KF residuals and their SMA values are also 

much larger than 0 at the beginning of the KF operation. The reason for this is, at the 

outset the error covariance is calculated based on initial settings, which are not very 

accurate.  But this effect is reduced in the following stages. 

 

Figure 6. 19 KF estimates of the heading and fuzzy data fusion estimates 

 

The fused heading results are demonstrated in Figure 6.19. The magenta line 

represents the fused headings of KF1, the cyan line denotes the fused headings of 

KF2, the green line shows the fused headings of KF3 and the red line denotes the 

master fusion results of the designed fuzzy multi-sensor data fusion algorithm.  

Although Compass 2 fails after 𝑘  180  and its associated KF2 produces 

inaccurate estimations (cyan line), the fuzzy master filter can still provide a proper 

fused result and successfully mitigate against the failed sensor. As in the practical 

experiment, the actual headings of the USV are unpredictable. It cannot tell whether 

the fuzzy master filter provides better results than any of the KFs, whereas the results 

do confirm that the fuzzy master filter can aggregate different fuzzy inputs and 

discard sensor malfunctions. This fuzzy multi-sensor data fusion algorithm is 
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sufficient for practical operations since the failure of a navigation instrument cannot 

be predicted in advance.  

 

6.4. Summary 

The data fusion algorithms developed and proved earlier, although delivering 

accurate navigational data, were not capable of maintaining navigational accuracy in 

the event of signal, sensor or sub-system failure. It is a practical concern that such 

failures can occur and this would impact and reduce the level of confidence that the 

USV’s position could be accurately determined to the degree required for safe 

navigation. In addition, level of confidence would influence the reliability of the 

leading path generated by path planning algorithms. With the simple system the 

navigation could default to the working sensor but this solution was only viable for 

short term loss of sensor performance but not prolonged failure or signal loss. 

 

Using Gaussian techniques a methodology for providing a comparative measure of 

accuracy in terms of probability confidence was developed. Not only did this impact 

the actual navigation of the USV but would help inform the path planning in terms 

of degrees of error consideration that would have to be made in the path planning 

itself. 

 

Multiple sensors or backup systems could be considered but it was determined that 

cold backup systems might fail to initiate and take over when required and this would 

have to be done manually, notwithstanding that such a system may itself be damaged 

while sitting idle. To achieve improved autonomous navigation management hot 

backup systems were considered but since the cost effectiveness of having such 

systems on line to take over just in case of primary system failure it was decided to 

exploit such systems to provide improved navigational system reliability by 

combining their operation with that of the primary system. 
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Multiple Kalman Filters were then considered. The outputs would then be combined 

and compared using fuzzy data fusion algorithms. Apart from delivering raw 

navigational data output this approach would allow the system to determine when a 

sensor or subsystem had failed through analysis of the KF outputs. The levels of 

confidence would cater for the loss of a subsystem by detecting the ridiculous (on 

unfeasible) measure and effectively determine that the output from that subsystem 

would remain unfeasible. This technique was applied to both the Crisp process and 

the Fuzzy logic process with the latter providing creditable results under simulation 

of a navigation with a failed sensor for a USV navigation system comprising three 

electronic compasses and a gyroscope. 

 

Multi-sensor data fusion algorithms will also be investigated and applied to improve 

the USV’s capability in perceiving surrounding environment in the next chapter. 
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Chapter 7. Multi-sensor Data Fusion for Moving 

Target Ship Detection in maritime environment 

 

In order to increase the degree of autonomy and better ensure navigation safety, 

USVs should not only be able to acquire their own accurate and reliable navigational 

data, but to perceive the surrounding environment to avoid collision risks. Normally, 

static obstacles, such as small islands and coastlines, can be determined from 

commercial nautical charts with sufficient accuracy. Detecting dynamic obstacles, 

such as moving target ships (TS), provides a more complex challenge. Automatic 

Identification System (AIS) can provide reasonably accurate navigational data of 

TSs, and a simple AIS receiver can be powered at  low voltage levels that are similar 

and also adequate for the navigation sensor system of an autonomous USV. However, 

AIS is not installed on-board every vessel or ship and there are also uncertainties 

associated with AIS signals. Therefore, marine Radar is employed as a 

complementary sensor to obtain more comprehensive detection of surrounding TSs. 

In this chapter, intelligent and reliable TS detection, prediction and tracking 

algorithms are developed to improve and fuse the measurements from AIS and 

marine Radar.  

 

 

7.1. AIS aided target ship detection and prediction 

The Automatic Identification System (AIS) is an automatic tracking system that is 

employed by both mariners and the vessel traffic services (VTS) for identifying and 

locating surrounding vessels to improve maritime safety and was developed over the 

last few decades (IMO, 2003; Pallotta, 2013). AIS messages contain the target ship’s 

dynamic navigational data. AIS data is reasonably accurate as it transmits absolute 

navigational information of the TS obtained from its on-board navigational sensors 

such as the GPS and electronic compass (Robson, 2006). As marine electronic 

devices, common AIS transponders support the NMEA 0183 output format standard, 

but unlike the GPS or electronic compass that provide measurements in human 

readable ASCII characters, the AIS messages use 6-bit binary encoding for the bulk 
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of the sentences (Holm and Mellegard, 2018). The messages commonly contain 

static information, dynamic information, voyage related information and short safety 

information. Static information, such as the ship’s call sign, name and its Maritime 

Mobile Service Identity (MMSI) is permanently stored in the on-board AIS 

transponder. Dynamic information that contains the ship’s absolute position, speed 

and course, is collected from the TS’s own navigational sensors, e.g. GPS receivers, 

electronic compasses, etc. Voyage related information that includes ship’s 

destination, hazardous cargo type, etc. is set up at the beginning of the voyage 

(Harati-Mokhtari, et al. 2007). The AIS transponder autonomously transmits 

messages at different update rates depending on message type (Lin, et al. 2008), 

which are listed in Table 7.1.  Speed and course alteration will cause different 

reporting intervals of the dynamic information; the more significant the change , the 

higher the frequency of message transmission. The information updating interval can 

be as short as 2 seconds when a high-speed ship is changing its course, while a three-

minute interval would be generated for the ship at anchor. 

Table 7. 1 Reporting intervals of AIS dynamic messages (1 knot  0.51444 m/s) 

Ship Status Reporting Interval (s) 

Anchored 180 

Speed at 0-14 knots 10 

Speed at 0-14 knots & altering 4 

Speed at 14-23 knots 6 

Speed at 14-23 knots & altering 2 

Speed > 23 knots 2 

Speed > 23 knots & altering 2 

 

The real time TS’s position is essential to evaluate the risk of collision between the 

USV and the TS. With knowledge of an USV’s own navigational data together with 

the real time TS’s positions, the risk of collision with the TS can be assessed against 

the navigation path designed for the USV. As shown in Figure 7.1, the smallest 

distance between the two synchronised positions can be calculated. If this distance 

is less than the predefined safe distance between the two ships the possibility of a 

clash exists, hence appropriate collision avoidance manoeuvres are needed and a new 

path to ensure the USV’s safety will be generated. A detailed path planning algorithm 
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based on this premise can be found in Liu et al, 2017. Therefore, predictions of TS 

positions during extended AIS updating intervals are valuable for the path planning 

algorithm to take actions to avoid collision risks. 

 

 

Figure 7. 1 Collision risk assessment 

 

7.1.1. Target Ship detection and prediction 

Prior to the consideration of a complex maritime environment, this section focuses 

on detecting and predicting the navigational data of a single target ship that is 

equipped with an AIS transponder to broadcast its own navigational data, i.e. 

position, speed over ground (SOG) and course over ground (COG). In general, the 

average seagoing vessel is not designed for both rapid and precise manoeuvring and 

its operation is associated with constant velocity and course unless manoeuvring is 

required to eliminate collision risks or correct  trajectory drift. The rate of course 

change is often kept gradual to maintain the vessel on an even keel (Fossen, 2002). 

Therefore, a constant velocity (CV) model can be used to describe the state of the 

TS (Liu et al, 2017). The state vector is defined to include essential navigational data 

to assess the collision risk between the TS and USV. 

 𝒙 𝑝    𝑝   𝑣    𝑣    𝜑  (7.1) 
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where 𝑝  and 𝑝  represent the TS’s positions, 𝑣  and 𝑣  are the TS’s SOG in 

the x and y directions, and 𝜑 is the COG of the TS. The system state equation based 

on a constant velocity model is denoted as below.  

 𝒙 𝑘

⎣
⎢
⎢
⎢
⎡
1 0 𝑇 0 0
0 1 0 𝑇 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

𝒙 𝑘 1 𝒘 𝑘 1  (7.2) 

The observations are provided by the dynamic t6AIS messages, which give the 

absolute positions, SOG and COG of the detected TS. Therefore, the system 

measurement model can be defined as: 

 𝒛 𝑘

⎣
⎢
⎢
⎢
⎡
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

 𝒙 𝑘 𝝂 𝑘  (7.3) 

The Kalman Filter (Equations (7.4) to (7.9)) is then applied to reduce AIS signal 

noise and provide predicted navigational data during long AIS data-transmitting 

intervals. As shown in Figure 7.2, the algorithm first takes the prior states including 

TS’s position, SOG and COG to make predictions of the navigational data for the 

next time step using Equations (7.4) and (7.5). It then calls the system to check 

whether there is an updated AIS message. If so, the system will enter the estimation 

stage using the updated data to correct the predicted TS’s navigational data by 

Equations (7.6) to (7.8). Otherwise, the system will output the predicted navigational 

data and use it as the next state to enter the next prediction-estimation process.  
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Figure 7.2 AIS data pre-process prediction & estimation 

The predicted state of the TS’s navigational data is computed by Equation (7.4) using 

the constant velocity model and the predicted error covariance 𝑷  is defined in 

Equation (7.5), where 𝑸  is the processing error covariance. 

 𝒙 𝑘  

⎣
⎢
⎢
⎢
⎡
1 0 𝑇 0 0
0 1 0 𝑇 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

 𝒙 𝑘 1  (7.4) 

 𝑷 𝑘

⎣
⎢
⎢
⎢
⎡
1 0 𝑇 0 0
0 1 0 𝑇 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

 𝑷 𝑘 1  

⎣
⎢
⎢
⎢
⎡
1 0 𝑇 0 0
0 1 0 𝑇 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

𝑸  (7.5) 

The Kalman Filter gain 𝑲  to correct the prior TS’s navigational data by reducing 

the mean square error is computed by Equations (7.6) and (7.7): 

 𝑲 𝑘 𝑷 𝑘  

⎣
⎢
⎢
⎢
⎡
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

𝑺 𝑘  (7.6) 
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 𝑺 𝑘

⎣
⎢
⎢
⎢
⎡
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

 𝑷 𝑘  

⎣
⎢
⎢
⎢
⎡
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

𝑹  (7.7) 

 

As demonstrated in Figure 7.2, if there is an updated AIS message with the 

observation 𝒛 𝑘 , the system state 𝒙 𝑘  can be computed by applying the 

calculated Kalman Filter gain 𝑲  to the prior TS’s navigational data as shown in 

Equations (7.8) and (7.9). If there is no updated AIS message, the predicted system 

state 𝒙 𝑘  will be treated as the current state of the TS to assess the collision risk. 

  

𝒙 𝑘   𝒙 𝑘 𝑲 𝑘  

⎣
⎢
⎢
⎢
⎡

𝒛 𝑘

⎣
⎢
⎢
⎢
⎡
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

 𝒙 𝑘

⎦
⎥
⎥
⎥
⎤

 (7.8) 

 𝑷 𝑘

⎝

⎜
⎛

𝐼 𝑲 𝑘  

⎣
⎢
⎢
⎢
⎡
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

⎠

⎟
⎞

 𝑷 𝑘  (7.9) 

 

7.1.2. Manoeuvring target ship detection and prediction  

In a maritime environment, although a vessel when conducting a  mission usually 

adheres to  straight line trajectories at a constant speed, the influences caused by 

water currents and winds would alter its trajectory. The vessel normally makes 

manoeuvres to correct its course to its destination or the next waypoint (Kazimierski, 

2013). As a result, the system state equations, based on a constant velocity model are 

inaccurate and would generate inaccurate predictions when the TS is manoeuvring. 

Therefore, multiple models have been integrated into the system to describe the TS’s 

motions with improved veracity to provide more accurate detection and prediction 

results. 
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7.1.2.1. Interacting multi-model based target ship detection  

Interacting multi-model filtering has been widely used in manoeuvring TS detection 

(Kim and Hong, 2004; Wolejsza, 2012; Gao, et al, 2012; Zhang et al, 2014; Zhu et 

al, 2016; Sanchez-Ramirez et al, 2019) since it was first proposed by Blom (1984). 

According to the International Maritime Organization (IMO), 2002, vessels should 

maintain as steady a course as possible while operating over the sea. Turning at 

constant angular velocity is a common manoeuvre of vessels. Therefore, a coordinate 

turn (CT) model is normally used to model the TS’s manoeuvre (Sanchez-Ramirez 

et al, 2019, Zhai et al, 2014). The transition matrix of a CT model is expressed in 

Equation (7.10) and the system dynamic equations are demonstrated in Equation 

(7.11). 

 𝑨𝑪𝑻

1 0 sin 𝜔𝑇 𝜔⁄ 1 cos 𝜔𝑇 𝜔⁄
0 1 1 cos 𝜔𝑇 𝜔⁄ sin 𝜔𝑇 𝜔⁄
0 0 cos 𝜔𝑇 sin 𝜔𝑇
0 0 sin 𝜔𝑇 cos 𝜔𝑇

 (7.10) 

 

 𝑓 𝑥 𝑘

⎩
⎪⎪
⎨

⎪⎪
⎧𝑝𝑥 𝑘 1

sin 𝜔 𝑘 1 𝑇

𝜔 𝑘 1
𝑣𝑥 𝑘 1

1 cos 𝜔 𝑘 1 𝑇

𝜔 𝑘 1
𝑣𝑦 𝑘 1

𝑝𝑦 𝑘 1
1 cos 𝜔 𝑘 1 𝑇

𝜔 𝑘 1
𝑣𝑥 𝑘 1

sin 𝜔 𝑘 1 𝑇

𝜔 𝑘 1
𝑣𝑦 𝑘 1

cos 𝜔 𝑘 1 𝑇 𝑣𝑥 𝑘 1 sin 𝜔 𝑘 1 𝑇 𝑣𝑦 𝑘 1

sin 𝜔 𝑘 1 𝑇 𝑣𝑥 𝑘 1 cos 𝜔 𝑘 1 𝑇 𝑣𝑦 𝑘 1
𝜃 𝑘 1 𝜔 𝑘 1 𝑇

 (7.11) 

 

The state of the TS can be predicted if the angular velocity is known. However, AIS 

cannot provide the measurement of the TS’s angular velocity. Therefore, the angular 

velocity should be considered as a parameter rather than a variable to generate 

multiple models and an interacting multiple model estimator has been integrated to 

the KF based TS detection and prediction algorithm to model the TS’s manoeuvres. 

The system state equation of the CT model can be then defined in Equation (7.12). 

 𝒙 𝑘

⎣
⎢
⎢
⎢
⎢
⎡1 0 0

0 1 0

0 0 cos 𝜔𝑇 sin 𝜔𝑇 0
0 0 sin 𝜔𝑇 cos 𝜔𝑇 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎥
⎤

𝒙 𝑘 1

⎣
⎢
⎢
⎢
⎡

0
0
0
0

𝜔𝑇⎦
⎥
⎥
⎥
⎤

𝒘 𝑘 1  (7.12) 
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The Interacting Multiple Model Kalman Filter (IMMKF) has been proposed to 

calculate the possibilities of each of the predefined models and generate the fused 

navigational data accordingly. First, a set of fixed values of the angular velocities 

( 𝜔1, 𝜔2, 𝜔3, … , 𝜔𝑗  are defined to generate different coordinate turn models 

𝐶𝑇1, 𝐶𝑇2, 𝐶𝑇3, … 𝐶𝑇𝑗 as 𝑀 using Equation (7.12). 

 𝑀 𝐶𝑇1 𝜔1 , 𝐶𝑇2 𝜔2 , 𝐶𝑇3 𝜔3 , … 𝐶𝑇𝑗 𝜔𝑗  (7.13) 

The model at each time step 𝑘 can be expressed as: 

 𝑚 𝑘 ≜ 𝑀 𝑘 𝑚  (7.14) 

Then the predicted probability 𝜇  of each model at time step 𝑘 can be computed as 
in Equation (7.15).  

 𝜇 𝑘 ≜ 𝑃 𝑚 𝑘 |𝑧 𝑘 1 ∑ 𝜋 𝜇 𝑘 1  (7.15) 

The probabilities are then used to generate each model’s mean 𝑥  and the spread of 

the means 𝑋  and calculate and covariance 𝑃  of each model by Equations (7.16) to 
(7.19). 

 𝜇 | ≜ 𝑃 𝑚 𝑘 1 𝑚 𝑘 , 𝑧 𝑘 1 𝜋 𝜇 𝑘 1 /𝜇  (7.16) 

 𝑥 𝑘 1 ≜ 𝐸 𝑥 𝑘 1 |𝑚 𝑘 , 𝑧 𝑘 1 ∑ 𝑥 𝑘 1 𝜇 |  (7.17) 

 𝑋 ≜ ∑ 𝑥 𝑘 1 𝑥 𝑘 1 𝑥 𝑘 1 𝑥 𝑘 1 𝜇 |  (7.18) 

 𝑃 𝑘 1 ∑ 𝑃 𝑘 1 𝜇 | 𝑋  (7.19) 

The predicted mean of system state 𝑥  and covariance 𝑃  are computed using 

Equations (7.20) and (7.21). 

 𝑥 𝑘 𝐴 𝑘 1 𝑥 𝑘 1  (7.20) 

 𝑃 𝑘 𝐴 𝑘 1 𝑃 𝑘 1 𝐴 𝑘 1 𝑄 𝑘 1  (7.21) 

The measurement residual of each model is calculated as Equation (7.22) and gives 

the covariance of the residual in Equation (7.23). 

 𝜈 𝑘 𝑧 𝑘 𝐻 𝑥 𝑘  (7.22) 
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 𝑆 𝑘 𝐻 𝑃 𝑘 𝐻 𝑅  (7.23) 

The Kalman Filter gain can then be computed and the estimated state vectors 𝑥  and 

error covariance 𝑃  of each model are obtained by Equations (7.24) to (7.28). 

 𝐾 𝑘 𝑃 𝑘 𝐻 𝑆 𝑘  (7.24) 

 𝑥 𝑘 𝑥 𝑘 𝐾 𝑘 𝜈 𝑘  (7.25) 

 𝑃 𝑘 𝑃 𝑘 𝐾 𝑘 𝑆 𝑘 𝐾 𝑘  (7.26) 

 𝐿 𝒩 𝜈 ; 0, 𝑆 exp 𝜈 𝑆 𝜈  (7.27) 

 𝜇
∑

 (7.28) 

The final estimation of the state vector and error covariance can be computed by 

combining all the data from each model based on its probability. 

 𝑥 𝑘 ≜ 𝐸 𝑥 𝑘 |𝑧 𝑘 ∑ 𝑥 𝑘 𝜇  (7.29) 

 𝑃 𝑘 ≜  𝐸 𝑥 𝑘 𝑥 𝑘 𝑥 𝑘 𝑥 𝑘 |𝑧 𝑘 ∑ 𝑃 𝑘 𝜇 𝑋 (7.30) 

 𝑋 ≜ ∑ 𝑥 𝑘 𝑥 𝑘 𝑥 𝑘 𝑥 𝑘 𝜇  (7.31) 

This process is repeated in each iteration of the Kalman Filter based TS tracking 

algorithm and the most probable model is determined to express the TS’s manoeuvre.  

 
7.1.2.2. Multi-factor manoeuvre detector 

The computational cost of multiple models becomes quite high with the increasing 

number of the models, which introduces a degree of non-practicability to real-time 

systems. Manoeuvres represent a change in the TS motion pattern, therefore 

detecting the manoeuvre of the TS first offers a solution to reduce such 

computational cost since the multiple model-based data fusion algorithm will only 

be employed when manoeuvring of the TS is detected. Chi-square based detectors 

are widely used in manoeuvring TS detection (Li and Jilkov, 2002). For an 𝑛 

dimensional Gaussian distributed vector 𝑥~𝒩 𝒙, 𝑃 , its covariance is Chi-square 
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distributed. Therefore, the proposed detector employs the covariance of system 

residuals in the proposed IMMKF TS detection and prediction algorithm to compare 

with the Chi-square defined thresholds (Equations (7.32) to (7.33)). The thresholds 

are listed in Table 7.2 (Lancaster, 1965), where 𝛼 is the probability and 1 𝛼 is the 

level of confidence, which is typically set at 95% or 99.5% by the system. The 

detector identifies whether the TS is making a manoeuvre by Equation (7.34).  This 

procedure will save a significant amount of the computational cost generated by the 

multiple model filter.  

 𝜺 𝑘 𝒛 𝑘 𝑯𝒙 𝑘    (7.32) 

 𝑑𝑐 𝑘 𝒄𝒐𝒗 𝜺 𝑘 𝜺 𝑘  𝑺 𝑘 𝜺 𝑘  (7.33) 

 𝑑𝑐 𝑘 𝜂 𝜒 𝛼  (7.34) 

Table 7. 2 Chi square distribution 𝜒    

Confidence (𝟏 𝜶) 95% 99% 

Probability level (𝜶) 3.84 0.01 

𝜼𝟐 𝒅𝒐𝒇 𝟐  5.99 9.21 

𝜼𝟐 𝒅𝒐𝒇 𝟑  7.81 11.345 

𝜼𝟐 𝒅𝒐𝒇 𝟒  9.49 13.277 

𝜼𝟐 𝒅𝒐𝒇 𝟓  11.07 15.086 

 
Once the TS is detected as manoeuvring, the above interacting multiple model 

algorithm is applied to determine the system states.  

 

7.1.3. Simulations of the AIS aided target ship detection and 

prediction algorithm 

In this section, AIS measurements are simulated to determine a single dynamic TS’s 

navigational data as well as to make predictions during the long AIS data-

transmitting intervals. The target ship is treated as a single point without considering 

its actual size.  Portsmouth Harbour (Figure 7.3(a)) is used to simulate a practical 
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environment for the TS. It has first been converted into a binary map (Figure 7.3(b)), 

which has the dimension of 800 pixels * 800 pixels representing a 1.2 km * 1.2 km 

area (1 pixel =1.5 m). The simulated TS is assumed to be operating at constant and 

initially adheres to a straight line trajectory. Additionally, a current vector with the 

speed of 0.3 m/s at 155° is simulated and this has the effect of pushing the TS towards 

the southeast. The trajectory of the TS is by this means affected and the TS has a 

constant angular velocity of 3 °/s when manoeuvring to correct its course, which is 

presented in Figure 7.3(b). The initial speed of the TS is 7 knots on a course of 160°, 

while the updating intervals of the AIS measurements are 10 seconds under normal 

conditions and 2 s when manoeuvring. The tracking start point is (450 m, 1200 m) 

and the end tracking point is (850 m, 64 m). The sampling time between each time 

step is 2 s. The TS starts to manoeuvre after time step 𝑘 140. Eight angular 

velocities from -4 °/s to 4 °/s that cover the more frequently used angular velocities 

of a vessel are chosen to generate  eight models.  
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Figure 7. 3 Simulation Scenario 7.1: (a) testing environment in Portsmouth harbour with a constant current and the simulated straight trajectory of the TS; (b) the binary map 

and the altered true trajectory of the TS 
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Figure 7. 4 Simulation Scenario 7.1: the simulation results of conventional KF based AIS aided TS 

detection and prediction algorithm 

 

Figure 7.4 shows the simulation results of the conventional KF based AIS aided TS 

detection and prediction algorithm using the CV model. When the detected TS is 

following its trajectory, four possible positions (red dots) are predicted by the 

proposed algorithm during each AIS data update interval and all the predictions are 

along the simulated trajectory (black line), which proves that the algorithm is able to 

provide effective estimated positions without AIS measurement updates during the 

time period. From the enlarged inset in Figure 7.4, it is evident that the proposed 

algorithm performs creditably at improving AIS data accuracy since the estimated 

positions (green circles) are closer to the actual trajectory when the TS is operating 

along a straight line trajectory.
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Figure 7. 5 Simulation Scenario 7.1: the simulated AIS measured positions and the predicted and estimated position results using standard KF and IMMKF algorithms 
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Figure 7.5(a) demonstrates the same simulation results as Figure 7.4 with an enlarged 

inset detailing the end of the trajectory, where the TS is conducting manoeuvres. It 

can be seen that the AIS data (blue squares) are updated more frequently when the 

TS is approaching the end of its trajectory since it is making frequent course 

corrections to get to its end point. However, the estimated positions (green circles) 

of the TS are driven to an incorrect direction when the TS is manoeuvring. The 

simulation results confirm the effectiveness of the constant velocity model based 

conventional KF TS detection and prediction algorithm when the TS is not 

manoeuvring, but it is incapable of estimating the correct course of the TS during 

manoeuvring, even though the AIS data updates more frequently. Figure 7.5(b) 

demonstrates the simulation results of the proposed IMMKF AIS aided manoeuvring 

TS detection and prediction algorithm. The manoeuvring TS detection algorithm 

performs better at estimating the positions and courses of the detected TS. It can be 

seen from the enlarged inset of Figure 7.5(b) that the estimated positions (green 

circles) adhere to the true trajectory (black line) while the TS is manoeuvring. Further 

numerical evidence is demonstrated in Figures 7.6 to 7.10. 

 

 

Figure 7. 6 Simulation Scenario 7.1: ideal course, AIS reported course, KF and IMMKF estmated 
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Figure 7.6 provides a comparison of the estimated TS’s courses by conventional KF 

based algorithm and the proposed IMMKF AIS aided manoeuvring TS detection and 

prediction algorithm. The actual course of the TS is denoted as the black line, the 

AIS reported course is shown as the blue line, the KF estimated course is presented 

as the green line and the IMMKF estimated course is denoted as the red line. This 

figure also supports the findings from Figures 7.4 and 7.5 since the green line and 

the red line are very similar and closer to the black line than the blue line before the 

TS starts manoeuvring around step 𝑘 140, but the green line starts to deviate from 

the other three lines from that point while the red line is still close to the black line.  

 
Figure 7. 7 Simulation Scenario 7.1: the probabilities of each manoeuvring model generated by the 

IMM filter 

The probability of each model shown in Figure 7.7 expresses how the proposed 

IMMKF based algorithm determines which model is  correct. Before time step 𝑘

140 when the TS is not manoeuvring, all the probabilities of the 8 models (mu1, 

mu2, mu3, mu4, mu5, mu6, mu7 and mu8) remain at 0. It can be seen that at the 

beginning of the manoeuvring period, the probabilities of mu3, mu4 and mu6  peak 

and return to 0 in a short time. This is caused by  insufficient data being obtained by 

the manoeuvre detector algorithm at the initial stage. After extracting enough data, 

the proposed algorithm determines the correct model (mu7) that represents the 

angular velocity of 3 °/s and its probability becomes the largest and tends to 1 during 

the TS’s manoeuvring, which is the same as the TS’s actual angular velocity. The 

results prove the effectiveness of the designed manoeuvre detector. 
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Figure 7. 8 Simulation Scenario 7.1: RMSEs of the TS’s positions 
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Figure 7. 9 Simulation Scenario 7.1: RMSEs of the TS’s velocities 

 

 

Figure 7. 10 Simulation Scenario 7.1: RMSEs of the TS’s courses 
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The Rooted Mean Square Errors (RMSEs) of the TS’s positions, velocities and 

courses, that are detailed in Figures 7.8 to 7.10, further support the improvement 

made by the proposed IMMKF AIS aided manoeuvring TS detection and prediction 

algorithm. In each figure, the blue line indicates the RMSE of the AIS raw 

measurements, the green line denotes the RMSE of the conventional KF based 

estimations and the red line represents the RMSE of the IMMKF based estimations. 

Around time step 𝑘 140, the TS starts to manoeuvre and the RMSEs of the KF 

estimated positions, velocities and courses increase while the RMSEs of the 

proposed IMMKF estimations remain lower than those of both the KF estimations 

and AIS raw measurements. This is clearly evident in all the aspects of the TSs 

navigational data, especially the course in Figure 7.10. The RMSE of KF estimated 

courses steadily increases and eventually exceeds the error of the raw AIS 

measurement. The comparisons of RMSEs provide numerical evidence that 

estimation of the TS’s positions in the x and y directions are improved by 4 meters 

and 3 meters respectively and the RMSE of the courses are reduced by approximately 

50% by the IMMKF algorithm. All the evidence indicates the proposed IMMKF with 

manoeuvre detector TS detection and prediction algorithm based on AIS data is 

effective for both detecting the TS and predicting its positions and courses when the 

TS is manoeuvring.  

 

 

7.2. Multi-sensor data fusion for target ship detection and 

tracking 

While the USV is operating at sea, it could be within reasonably close proximity of 

multiple TSs. Tracking all the surrounding TSs to analyse the collision risks is 

essential to ensure its safety. Although, an increasing number of vessels are installing 

AIS devices, only large ships over 300 gross tonnage are mandated to install 

transponders (Maritime & Coastguard Agency, 2007; Lloyd’s list intelligence, 2017). 

Smaller vessels are normally equipped with AIS receivers, so that they could only 

be aware of other TS’s information while not sending their own information at the 

same time. In addition, AIS is broadcast on VHF radio waves that travel in straight 

lines. When a USV encounters a complex environment surrounded by multiple TSs, 
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especially in harbour, AIS data is prone to be lost due to the electromagnetic 

influence. The location of AIS transceivers or the types of the AIS transceivers and 

weather conditions could also affect the quality of the AIS signal. As a consequence, 

relying solely on AIS to detect TSs is unlikely to prove satisfactory for autonomous 

USV navigation. Marine Radar has been regarded as a prime solution to perceive the 

surrounding environment in maritime vessel navigation for many decades. It 

measures the relative distance and bearing by calculating the transmission time of 

the echo of an electromagnetic wave pulse. Details are presented in Chapter 2. This 

feature of a marine Radar could enable the USV to detect all the TSs surrounding the 

USV within Radar detection range, which is typically 48 nautical miles, but 

associated with a large degree of uncertainty. The TS detection can be difficult while 

using either the AIS or the marine Radar alone in harsh environments with an 

unknown number of TSs that varies with time. To improve system reliability, both 

sensors are employed as complementary devices to perceive the surrounding 

dynamic environment. A fusion algorithm is therefore required to merge the 

measurements from the two different sources. Most of the current studies on Radar 

and AIS data fusion are concerned with synchronising, associating and fusing the 

different measurements from each sensor (Habtemariam et al, 2014;  Kalsen et al, 

2015; Pelich et al, 2015;). In this research, raw Radar and AIS measurements will 

not be associated and fused directly. They will be associated with each detected TS 

track individually. The system states are then updated by the proposed manoeuvring 

TS detection and prediction algorithm from Section 7.1 using the associated sensor 

measurements respectively, and the final fusion algorithm generates the estimated 

TS’s navigational data by fusing the updated estimations. The system structure is 

demonstrated in Figure 7.11.  
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Figure 7. 11 System structure of multi-TS detection using AIS and Radar measurements 

 

7.2.1. Multi-sensor data association algorithm 

Generally, a complete marine Radar system comes with an automatic Radar plotting 

aid (ARPA) to provide a visual map for the mariner to identify the surrounding TSs. 

Most of the NMEA 0183 supported Radar systems also generate NMEA0183 

sentences to provide the information of the detected TSs, which can be extracted by 

using the correct converter. In this research, the measurements obtained from 

NMEA0183 sentences are used. The main data obtained from a marine Radar is the 

dynamic information of the TS, such as the relative distance and bearing between 

Radar platform and the TS, as well as TS’s true speed and course (Wolejsza, 2012; 

Lan et al, 2019).  

 

After obtaining raw sensor data, a data association algorithm is then required for the 

autonomous system to determine the number of TSs and allocate each sensor 
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measurement to the related TS. In a real-time TS tracking system, the data collected 

from sensors should have some similar physical characteristics to the related TSs. 

Therefore, the data can be associated according to the designed rules that express 

their similarities. Figure 7.12 gives a simple approach of  data association using the 

Nearest Neighbours. At each fusion time step, the green circle denotes the predicted 

TS generated by the IMMKF algorithm and the orange star represents a sensor 

measured TS (AIS or Radar). The sector formed within the dashed line gives the 

thresholds of both the position and bearing of the TS. If both TSs are inside the 

threshold, the sensor measured TS can be treated as related to the predicted TS. 

 

 

Figure 7. 12 TS Validation: measured TS and predicted TS 

However, such a simple approach is not efficient and may generate error correlations 

when the number of TSs increases. Depending on the system complexity, other data 

association methods, such as the K-means or probabilistic data association are 

alternative solutions (Geller et al, 2015; Wang et al, 2017; Jilkov et al, 2017). These 

methods are based on statistical data association, the performance of which are not 

satisfactory for a practical and unpredictable dense environment (Xu, et al, 2017). In 

this study, a two stage multi-factor fuzzy integration decision-making algorithm has 

been proposed to associate measurements from AIS and Radar with detected TSs 

indirectly for real-time multiple TS tracking with the intention of reducing 

computational time. As mentioned before, a marine Radar can provide the relative 
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range, relative bearing, course and speed of the TS while AIS provides absolute 

position in latitude/longitude, course and speed. With the knowledge of the USV’s 

own absolute position, the relative range and bearing can also be calculated from 

AIS measurements. Therefore, the four characters from Radar and AIS 

measurements can be compared with the detected TSs to determine whether the 

measurements are related to the same TS. As shown in Figure 7.13, at the first stage, 

the differences in the relative range and bearing to the USV between the sensor TS 

and system predicted TS are evaluated by the fuzzy decision making system to 

determine whether the TS detected by the sensor is in a similar location to that of the 

system predicted TS. However, it is yet to make a decision whether the two TSs are 

related at this stage, although the opposite fact that the sensor TS is related to a 

different TS is obvious if the differences in the range and bearing are large. The 

second stage that compares the course and speed of the two TSs will be enabled if 

the system requires further evaluation to make a final decision. Instead of inputting 

all the four characters of all sensor measurements, the proposed algorithm uses a 

two-stage structure that is able to reduce the computational cost significantly, 

especially in an environment with a large number of TSs. 
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Figure 7. 13 Two-stage fuzzy multi-factor integration data association algorithm 
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Assume there are 𝑖  measurements obtained by a sensor, denoted as 𝑆𝐸 𝑖 , and 𝑗 

system predicted TSs, denoted as 𝑇𝑆 𝑗 . The fuzzy set at the first stage is defined 

as the respective differences between the two TSs in the relative range 𝜹  and 

bearing 𝜹   to the USV. 

 𝜹 𝑖, 𝑗
𝜹
𝜹

|𝑅 𝑖 𝑅 𝑗 |
|𝐵 𝑖 𝐵 𝑗 |  (7.35) 

where, 𝑅  and 𝐵  are the relative range and bearing obtained from the sensor 

measurements 𝑆𝐸 𝑖 ; 𝑅  and 𝐵 , are from the system predicted states 𝑇𝑆 𝑗 . 

 

A Guassian membership function is employed to compute the correlation grade of 

each input: 

 𝑔 𝑖, 𝑗
𝑔 𝑖, 𝑗
𝑔 𝑖, 𝑗

exp 𝜏 𝜹 𝑖, 𝑗 𝜎⁄
exp 𝜏 𝜹 𝑖, 𝑗 𝜎⁄

 (7.36) 

where 𝜏  and 𝜏  are the predefined adjustment coefficients, 𝜎  and 𝜎  are the 

related sensor measurement errors that can be obtained from sensor specifications. 

 

The integrated association grade 𝐺 𝑖, 𝑗  can then be computed by distributing the 

weight to each correlation grade of each character. 

 𝐺 𝑖, 𝑗 𝑤 𝑤 𝑔 𝑖, 𝑗
𝑔 𝑖, 𝑗

 (7.37) 

A threshold is then designed and the initial decision as to whether the two TSs 𝑆𝐸 𝑖  

and 𝑇𝑆 𝑗  are correlated can be made by comparing the integrated association 

grade 𝐺 𝑖, 𝑗  to the designed threshold according to the following rules:  

 If 𝐺 𝑖, 𝑗 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 , the two TSs 𝑆𝐸 𝑖  and 𝑇𝑆 𝑗  are related in the 

similar position and the second stage enables; 

 If 𝐺 𝑖, 𝑗 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, the two TSs 𝑆𝐸 𝑖  and 𝑇𝑆 𝑗  are different. 
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Once the measurements of range and bearing are determined as being correlated, the 

algorithm then compares the course and speed of the two TSs 𝑆𝐸 𝑖  and 𝑇𝑆 𝑗   at 

the second stage to make the final decision whether the two TSs are correlated. 

 𝜹 𝑖, 𝑗
𝜹
𝜹

|𝐶 𝑖 𝐶 𝑗 |
|𝑆 𝑖 𝑆 𝑗 |  (7.38) 

where 𝐶 𝑖  and 𝑆 𝑖  are the course and speed from the sensor measurements 

𝑆𝐸 𝑖 ; 𝐶 𝑗  and 𝑆 𝑗  are the Radar measurements in course and speed and 

belong to𝑇𝑆 𝑗 . 

 

The second stage association grade 𝐺 𝑖, 𝑗  is also computed using the fuzzy 

Guassian membership functions as below: 

 𝐺 𝑖, 𝑗 𝑤 𝑤 𝑔 𝑖, 𝑗
𝑔 𝑖, 𝑗

𝑤 𝑤 exp 𝜏 𝜹 𝑖, 𝑗 𝜎⁄
exp 𝜏 𝜹 𝑖, 𝑗 𝜎⁄

 (7.39) 

Finally, it can be determined whether the TSs 𝑆𝐸 𝑖  and 𝑇𝑆 𝑗   are related to the 

same TS according to the following rules.  

 If 𝐺 𝑖, 𝑗 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, the two TSs 𝑆𝐸 𝑖  and 𝑇𝑆 𝑗   are related to the 

same TS; 

 If 𝐺 𝑖, 𝑗 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, the two TSs 𝑆𝐸 𝑖  and 𝑇𝑆 𝑗    are different. 

 

7.2.2. Multi-sensor target ship detection and tracking algorithm 

In order to detect multiple TSs in a maritime environment, moving tracks that are 

associated to each TS are formed to determine each TS’s real time positions. Unlike 

the AIS, the sampling time of a marine Radar is fixed. It is about 1.25 s to 2.5 s as 

the rotation rate of its antenna is normally 24 or 48 rpm (revolutions per minute). 

The sampling time of the Radar is used as the system’s sampling time. The proposed 

TS detection and prediction algorithm based on the IMMKF with manoeuvre 

detector from Section 7.1 is used to form the tracks of each TS. Therefore, the state 

vector of each TS is defined as follows: 

 𝑻𝑺 𝑝    𝑝   𝑣    𝑣    𝜑  (7.40) 
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where 𝑚 is the number of detected TSs. 

 

When the TS is operating at a constant speed without manoeuvring, its motion model 

is 

 𝑻𝑺𝒎 𝑘

⎣
⎢
⎢
⎢
⎡
1 0 𝑇 0 0
0 1 0 𝑇 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

𝑻𝑺𝒎 𝑘 1 𝒘 𝑘 1  (7.41) 

When its manoeuvre is detected, the motion model of the TS based on the coordinate 

turn model is described in Equation (7.42). 

 𝑻𝑺𝒎 𝑘

⎣
⎢
⎢
⎢
⎢
⎡1 0 0

0 1 0

0 0 cos 𝜔𝑇 sin 𝜔𝑇 0
0 0 sin 𝜔𝑇 cos 𝜔𝑇 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎥
⎤

𝑻𝑺𝒎 𝑘 1

⎣
⎢
⎢
⎢
⎡

0
0
0
0

𝜔𝑇⎦
⎥
⎥
⎥
⎤

𝒘 𝑘 1 (7.42) 

The Radar measurements are in a polar frame and have to be converted to a Cartesian 

frame. A debiased conversion algorithm has been employed to compensate for errors 

that might occur during the conversion as below. (Don and Yaakov, 1993). 

 𝑝 𝑟 𝑐𝑜𝑠𝜃 𝜇  (7.43) 

 𝑝 𝑟 𝑠𝑖𝑛𝜃 𝜇  (7.44) 

 𝜇 𝐸 �̂� |𝑟 , 𝜃 𝑟 𝑐𝑜𝑠𝜃 𝑒 𝑒 /  (7.45) 

 𝜇 𝐸 �̂� |𝑟 , 𝜃 𝑟 𝑠𝑖𝑛𝜃 𝑒 𝑒 /  (7.46) 

where 𝑝 , 𝑝  are the position coordinates of the TS; 𝑟  is the range from the 

𝑚th TS to the USV; 𝜃  is the bearing of the TS; 𝜇 , 𝜇  are the estimated bias that 

will be removed during conversion. 
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The measurements obtained by Radar are converted to the following: 

 𝒛 𝑝    𝑝   𝑣    𝑣    𝜑  (7.47) 

And the measurements obtained by AIS are expressed as Equation (7.48). 

 𝒛 𝑝    𝑝   𝑣    𝑣    𝜑  (7.48) 

Unlike the single TS detection, all the measurements and predictions are associated 

from a known TS so that they can be used to form a moving track of the TS directly. 

For a multiple TSs problem, the proposed data fusion algorithm at each time step 

should first determine the number of the TSs and their relationships to those detected 

TSs from the previous time step. The following flow chart demonstrates the whole 

TS tracks formation and association and multi-sensor data fusion process. The 

system first predicts the next state of each of the detected TSs that are associated 

with 𝑚  tracks from last time step 𝑘  using system state models. The Radar 

measurements obtained are then investigated to determine how many target ships (𝑗) 

are detected at this time step 𝑘 1. The predictions of each detected TS 𝑻𝑺 𝑘

1  are compared with the Radar measurements 𝑹 𝑘 1  using the proposed two 

stage fuzzy association decision making algorithm to associate the Radar 

measurements with the known TSs’ tracks. If 𝑚 𝑗, then the Radar detects a new 

TS, a new track is then formed that makes 𝑚 𝑗. The TSs’ tracks can then be 

updated by the proposed data fusion algorithm to obtain Radar estimations 

𝑻𝑺 𝑘 1 . The system then calls AIS measurements to check whether there is an 

update. If not, the system will make a new prediction 𝑻𝑺 𝑘 1  based on the 

last AIS estimation that is also used as the updated AIS data 𝑻𝑺 𝑘 1 . 

Otherwise, the system will decode and convert new AIS measurements 𝑨 𝑘 1   

to associate them with known TS tracks using the two stage fuzzy association 

decision making algorithm. After associating the AIS measurements, the AIS 

prediction of each TS 𝑻𝑺 𝑘 1  is equal to the system predicted states 

𝑻𝑺 𝑘 1  and updated by the associated AIS measurements to generate AIS 

estimations 𝑻𝑺 𝑘 1 .  
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Figure 7. 14 Flow chart of the multi-sensor TS detection and tracking algorithm 
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After obtaining the system estimates 𝑻𝑺 𝑘 1  and 𝑻𝑺 𝑘 1  by applying 

the Radar and AIS measurements respectively, these two estimations, rather than raw 

AIS and Radar measurements, are then fused to obtain the master fusion results. The 

Radar and AIS estimations belong to Gaussian distributions. Therefore, the two 

distributions for each TS track 𝑚 can be fused by  

𝑃 𝑥 𝑻𝑺 , 𝑻𝑺 ∝ 𝑃 𝑻𝑺 𝐿 𝑻𝑺; 𝑻𝑺 𝐿 𝑻𝑺; 𝑻𝑺 1 𝑒𝑥𝑝
𝑻𝑺 𝑻𝑺

𝑒𝑥𝑝
𝑻𝑺 𝑻𝑺   (7.49) 

𝑻𝑺 𝑘 1 𝑎𝑟𝑔 max 𝑃 𝑥 𝑻𝑺 , 𝑻𝑺 𝑎𝑟𝑔 min log 𝑃 𝑥 𝑻𝑺 , 𝑻𝑺

𝑎𝑟𝑔 min
𝑻𝑺 𝑻𝑺 𝑻𝑺 𝑻𝑺   (7.50) 

where 𝑻𝑺  expresses the fused data, 𝜎  and 𝜎  are the error covariance obtained 

from the estimation process with AIS and Radar updates respectively. 

 

An improved weight distribution fusion algorithm has been proposed to deal with 

practical AIS sensor signal loss. It defines the relationship between the absence time 

of the AIS signal and the weights assigned to the AIS estimations. During the absence 

of AIS messages, the weight of AIS estimations reduces. A two-phase linear 

relationship is designed to describe the ratio of the weighting change and absence 

time as shown in Figure 7.15. 𝑡1 represents the safe time margin. If the duration of 

the loss of AIS signal is less than 𝑡1, the change of the weight of AIS estimation is 

relatively small. The weight then drops rapidly to zero at 𝑡2  since the AIS 

estimations are no longer reliable without AIS updated messages. 

 
Figure 7. 15 Relationship between the weight of AIS estimations and the time without AIS update 
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7.2.3. Simulation of the multi-sensor target ship detection and 

tracking algorithm 

The dynamic multiple TS detection system is implemented by simulating four TSs 

around the USV. Three of them are operating with both AIS and in marine Radar 

detection range and one of them can only be detected by Radar. The specific 

parameters of the simulated TSs are listed in Table 7.3. 

Table 7. 3 Simulation Scenario 7.2: Simulated USV and TSs’ initial position, speed and course 

Vessels Initial 

Position (nm) 

Speed 

(kn) 

Course 

(deg) 

AIS 

equipped?

AIS signal lost  

USV (0, 0) 10 0 Yes - 

TS 1 (5, 13) 17 180 Yes - 

TS 2 (-16, 7) 13 75 Yes 𝑘 100 s to 120 s 

TS 3 (-12, 2) 11(9) 30 Yes 𝑘 300 s to 450 s 

TS 4 (1, 25) 11 (5) 100 No - 

 

Assuming the TSs 1 to 3 are equipped with AIS transponders and the USV can collect 

their AIS dynamic information at reporting interval 𝑡 10 𝑠. TS 2 is set to be 

disabled for 𝑘 100 s to 120 s  and the AIS signal of TS 3 is lost during 

𝑘 300 s to 450 s. The sampling time of the USV’s Radar is 2s, which is also used 

as the system’s sampling time and the whole observation time is 900 time steps. 

During the observation, all the TSs are operating at constant speed and constant 

angular velocity when required, modelled as both CV model and CT model. The 

RMS error vectors for the AIS signals are 0.01 nautical miles in position, 0.007 knots 

in speed and 0.5 degree in course and for Radar are 0.08 nautical miles in relative 

range, 1.2 degree in relative bearing, 0.03 knots in speed and 1.0 degree in course. 

The parameters of the improved weight distribution fusion algorithm are defined as 

𝑤1 0.6, 𝑡1 60 𝑠 and 𝑡2 300 𝑠 . Figure 7.16 shows the simulated actual 

trajectories of the four TSs as magenta, blue, green and yellow lines respectively and 

the USV as the black line.  
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Figure 7. 16 Simulation Scenario 7.2: Simulated multiple TSs environment surrounding an USV  
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Figure 7. 17 Simulation Scenario 7.2: fused trajectories of  target ship 1 

 

Figure 7. 18 Simulation Scenario 7.2: fused trajectories of Target ship 2 
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Figure 7. 19 Simulation Scenario 7.2: fused trajectories of Target ship 3 

 
Figure 7. 20 Simulation Scenario 7.2: fused trajectories of Target ship 4 
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Figure 7. 21 Simulation Scenario 7.2: the RMSEs of Target Ship 1’ positions and courses 
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Figure 7. 22 Simulation Scenario 7.2: the RMSEs of Target Ship 2’ positions and courses 
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Figure 7. 23 Simulation Scenario 7.2: the RMSEs of Target Ship 3’ positions and courses 
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Figure 7. 24 Simulation Scenario 7.2: the RMSEs of Target Ship 4’ positions and courses 
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estimations  than the Radar estimations due to the high accuracy of the AIS 

estimations. Two very small increases of the RMSEs of the fused course occur while 

TS 1 is manoeuvring. In Figure 7.22, the RMSEs of the master fusion results of all 

of TS 2’s navigational data are increased from time step 𝑘 100 s because of the 

absence of AIS measurements. This increase is then eliminated after the AIS 

measurements are restored after 20 s. A similar pattern occurs in Figure 7.23, where 

TS 3 is set to lose its AIS signal for 150 s. But the RMSEs of the master fusion results 

are more highly augmented due to the long duration of AIS signal absence. For TS 

4, the proposed algorithm is still able to reduce the RMSEs of raw Radar 

measurements automatically without AIS integration. These results validate the 

performance of the proposed multi-sensor TS detection and tracking algorithm. 

Although the RMSE of the master fusion results are increased by a small amount 

when the TSs are making manoeuvres, the algorithm is able to compensate for such 

increases before the error increases to a magnitude greater than that of the error of 

raw Radar measurements, which confirms the effectiveness of the fusion algorithm.  

 

 

7.3. Summary 

When USVs are in operation there is the risk of two types of obstacles. Static 

obstacles, such as islands, coastal projections and topography and dynamic obstacles, 

such as other shipping, especially in busy and congested harbours and shipping lanes. 

The hazards posed by static obstacles are relatively easy to manage as the USV can 

be pre-programed with topographical data to assist path planning such as to avoid 

such hazards and reduce collision risks. As regards dynamic hazards, such as TSs, it 

is essential that the USV has knowledge of not just their position, but also their 

dynamic behaviour in terms of speed, course and any modifications to these 

parameters. 

 

This chapter considered the viability of AIS as a data harvesting medium to inform 

the USV as regards this dynamic environment. Since AIS data transmission rates are 

dependent upon ship operations it was clear that an element of prediction-correction 

would be required to allow the USV to update its planned path during the intervals 
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when the AIS was not transmitting. The IMMKF was developed to provide highly 

accurate and reliable TS path prediction data. Both straight line and manoeuvring 

aspects of a TSs were captured by the improved algorithm that was verified by 

simulation.  

 

However, not all shipping is equipped with AIS. When this obvious deficiency was 

further complicated by AIS itself not being 100% secure in operation another means 

of depicting the picture to the USV was required. Radar, although a mature, easily 

obtainable and viable technology, itself had shortcomings. In an effort to overcome 

these shortcomings a strategy of combining both AIS and Radar to improve 

applicability was developed. 

 

The novelty of the approach was not to fuse the AIS and Radar data, as this would 

require an abundance of data processing capacity and also help the potential of 

marrying the wrong AIS data to Radar data, especially so when the number of TSs 

was significant. Instead a method of comparison and confirmation was developed 

such that USV could continue to assess the positions of TSs even though AIS updates 

were not being received. The ability to compare, confirm and then match AIS data 

with Radar data to differentiate between multiple targets with the two step fuzzy 

approach allowed not only the identification and tracking of multiple TSs, it also 

allowed enhanced prediction and correction of TS positional data with the IMMKF 

enhanced algorithm. 
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Chapter 8. Conclusion and future work 
 

 

This research has developed, examined and tested multi-sensor data fusion 

algorithms for USV navigation, including self-localisation and target ship detection. 

The multi-sensor approach proved advantageous in the improvement of sensor 

accuracy as well as its adaptability to practical maritime applications. In addition, 

the algorithms were able to aid detection of faulted sensors, automatically discard 

faulty data and action sensors to function in complementary manner to minimise the 

impact of individual sensor error characteristics. The research findings and main 

contributions are summarised in this chapter followed by recommendations for 

future development of this research. 

 

 

8.1. Discussions and conclusions 

As referred to in the Introduction chapter, the aim of this research is the development 

of multiple sensor data acquisition and fusion algorithms that can function accurately, 

effectively, reliably and economically for an autonomous USV navigation system. In 

order to achieve this aim, this thesis details a complete solution for a practical USV 

to determine its own navigational data as well as detecting and tracking surrounding 

TS.  

 

Chapter 3 has introduced the Springer USV and was followed by the hardware 

implementation of a practical navigation sensor system. The system employs an 

embedded Linux board as the main on-board navigation processor to extract and 

convert raw sensor measurements from a GPS receiver, an IMU module and an 

electronic magnetic compass as well as establishing the wireless communication 

with a control computer. The development includes the system hardware design and 

system software implementation using JAVA. The implemented compact navigation 

sensor system is able to obtain real-time navigational data when included in any 

practical USV platforms during operations.  

 

Chapter 4 has developed a probabilistic approach underlying multiple sensor data 
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fusion and developed multi-sensor data fusion algorithms for autonomous USV. 

Kalman Filtering, a widely used data fusion technology, has been implemented to 

adapt the USV navigation in a quiet environment. However, since the conventional 

KF can only deal with linear systems, the performance of the developed KF based 

multi-sensor data fusion algorithm degraded from the moment the USV was required 

to manoeuvre. In addition, when considering the environment influences such as 

water currents that would introduce nonlinearity to the system, the performance of a 

KF based algorithm was found to be less satisfactory in a practical marine 

environment. An UKF based multi-sensor data fusion algorithm has then been 

developed to tackle the issue of non-linearities associated with the navigation system 

for practical USV applications. Simulations (4.3 and 4.4) have been carried out in 

environments with both constant and varying currents. In Simulation 4.3, three 

different speeds of water currents were simulated according to the real tidal currents 

data in Southampton water. In Simulation 4.4, three different planned trajectories 

were assigned for the USV to follow in the environment with varying water currents, 

which were also simulated based on real current data in Solent. The results have 

provided evidence that the developed UKF based multi-sensor data fusion algorithm 

demonstrates the ability to significantly reduce sensor noises in a practical 

environment.  

 

Chapter 5 was dedicated to improving the robustness of the data fusion algorithms 

for the integrated GPS and inertial navigation system that was developed in Chapter 

4. A fuzzy adaptive estimation method has been further developed to reduce the 

effect caused by unknown or unpredicted changes of sensor measurement noise on 

the system. The fuzzy logic based algorithm has been proposed to determine the 

adjustment coefficient to adapt the measurement covariance 𝑅 based on the actual 

and theoretical innovation covariance matrices of the conventional UKF in real-time. 

Numerical simulations have been carried out and evaluated under different 

simulation conditions based upon practical maritime environments and the results 

illustrated the adaptive estimation based UKF algorithm does improve the accuracy 

of the conventional UKF. Although the results were quite similar when the system 

had accurate noise settings, the adaptive UKF significantly outperformed the 

conventional UKF with observably more accurate position estimations when the 
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system lacked a priori knowledge of the sensors’ measurement noise, with the 

maximum improvement achieved being approximately 30%. The algorithms were 

then applied to the actual sensor measurements that were recorded from practical 

experiments. Results have demonstrated that the developed algorithm can deliver a 

more practical solution to solve the problem of the robust localisation of a USV.  

 

Chapter 6 has focused on improving reliability of USV navigation, where probable 

types of sensor failure were taken into account along with solutions to mitigate 

against such failures. A method to calculate a numerical level of trust has been 

defined to quantify a measure to the reliability of the estimation obtained by the data 

fusion algorithms. The underlying concept of the methodology was to compare the 

same term obtained from two different sensors. If their consistency was high, the 

estimations based on the two sensor measurements were deemed to be more trustable. 

Three rules have been defined for the previously developed multi-sensor data fusion 

algorithms to recover their estimations when the GPS signal is unavailable for a short 

time period. A fuzzy logic based data fusion algorithm has been developed to detect 

the possible failure of the duplicated sensor by monitoring the residual vectors of 

associated KF and provides a feasible solution to avoid the failure sensor. Both 

simulations and the practical trial provide evident results that the reliability of the 

system can be improved by applying the developed algorithms.  

 

Chapter 7 was dedicated to developing intelligent and reliable data fusion algorithms 

for both single and multiple TS detection, prediction and tracking. Instead of using 

the constant velocity model alone, a manoeuvring TS detection and prediction 

algorithm based on IMM filtering with different coordinate turn models has been 

developed to estimate the navigational data of the TS. Furthermore, a multi-senor 

data fusion algorithm for the AIS and marine radar measurements has been proposed 

to implement a multiple-TS detection and tracking system. The raw sensor 

measurements were pre-processed individually using the developed manoeuvring TS 

detection and prediction algorithm and both output were then being associated with 

related TSs to make further fusions. The multi-sensor data fusion algorithm increases 

system reliability by using two different sensors as the complementary devices. 

Simulations have been carried out to provide numerical evidence that the proposed 
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TS detection, prediction and tracking algorithms are effective in realising their 

designed purpose.  

 

 
Figure 8. 1 Autonomous navigation system (NGC system) of an Unmanned Surface Vehicle using 

developed Kalman Filtering based multi-sensor data fusion algorithms 

 

The Kalman Filtering based multi-sensor data fusion algorithms used throughout the 

research provided a complementary solution to autonomous navigation of an USV 

by improving raw sensor measurements, increasing system robustness as well as 

detecting malfunctions in practical environments. The developed navigation sensor 

system is recommended for the first step of the development of a USV’s autonomous 

NGC system (Figure 8.1) for the following reasons: its capability to deal with 

practical environmental disturbances such as water current; being able to cope with 

the problems caused by unknown sensor error during practical operations; the facility 

to empirically  express the reliability of the fused sensor information; the ability to 

detect and automatically recover from sensor malfunctions during operation; and the 

ability to allocate measurements from both AIS and radar to the associated TS’s 

tracks and to generate more accurate fusion results of the TS’s navigational data. 

 

 

8.2. Future works 

This research is part of an ongoing project in the marine group of the Mechanical 

Engineering Department of UCL. The following suggestions of future works are 

recommended for further investigation of the autonomous USV project. 
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 In Chapter 3, a practical hardware system has been implemented that employs 

an embedded Linux board as the hosting platform. It runs a General Purpose 

Operating System (GPOS) on which a Java program can be deployed. GPOS 

has certain disadvantages such as too much CPU occupations, potential 

system crashes, etc. Currently, the deployed Java program only has 

programmed sensor data extraction and conversion, and wireless 

communication that have been described in detail in Chapter 3. This GPOS 

has already encountered extended boot up time and slow response time. In 

the future, the data fusion and path planning computational algorithms will 

be ported to the embedded platform. In order to cope with such a large 

amount of calculations, a tailored, smaller sized operating system is required 

for smoother use and faster response. Real Time Operating System (RTOS) 

can be considered as a solution to this issue. RTOS is able to reduce the 

program occupation of the CPU by only processing dedicated tasks and 

adding time constraints to each assigned task, so that the system robustness 

and reliability can be enhanced. By integrating the RTOS, the system should 

then be able to assign those tasks in adjustable priority level and execute each 

task in a limited time. 

 

 The multi-sensor data fusion algorithms developed to acquire accurate, 

robust and reliable navigational data for USVs were designed to deal with the 

operational issues that might  occur in practice. However, the real world is 

more complex and the considerations through Chapter 4 to Chapter 6 are still 

limited.  With regard to Chapter 4, water currents with a constant speed were  

considered as the main effect to USV’s trajectory. Although the model used 

to express the currents is associated with varied directions, it is not changing 

continuously and that indicates an unrealistic model. Further research into 

investigating more practical models of water currents or even ocean currents 

is recommended to verify the effectiveness and make improvements of the 

developed UKF based multi-sensor data fusion algorithm. Chapter 5 

improves the conventional UKF based data fusion algorithm by integrating a 

fuzzy adaptive estimation method to update the measurement noise 

covariance in real-time. The processing noise is not considered in the 
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algorithm since the raw sensor measurement noises have larger impact on 

system performance. Investigation  into how the processing noise covariance 

would affect the performance of the developed UKF based data fusion 

algorithm and subsequently designing an improved mathematical method to 

update both processing noise covariance and measurement noise covariance 

in real time is recommended to further improve system robustness. In Chapter 

6, although using redundant sensors is more suitable for an autonomous 

system to improve its fault tolerant ability than simply using a cold standby 

method, these two methods can be combined in future development to 

include more sensors and reduce operational cost at the same time. It is also 

recommended  that more practical experiments are carried out to determine 

any possible problems and improve the developed data acquisition system.  

 

 The results of dynamic TS detection algorithms implemented in Chapter 7 

have demonstrated that the duration of time that the AIS signal is missing has 

a significant impact on the system performance. In this research, an improved 

weight distribution fusion algorithm was designed to describe the 

relationship between the absence duration of the AIS signal and the weights 

assigned to the system estimations based on the last AIS signal. Longer 

absence duration leads to the weight reducing more rapidly. It is a theoretical 

method to generally implement this relationship. In the future, a light-weight, 

low-cost AIS receiver such as AIS100 from Digital Yacht (Digital Yacht, 

2019) can be integrated into the navigation sensor system implemented in 

Chapter 3. Further analysis on real AIS data may then be carried out to 

investigate the practical relationship between AIS signal absence duration 

and the weight of the system estimations based on inundated AIS data. In 

order to further improve the USV’s situational awareness ability, static 

obstacles should also be taken into account. Incorporation of an electronic 

nautical chart has to gather more information about the surrounding 

environment in the ocean. Currently, various versions of electronic nautical 

charts exist in the market. NOAA produces two kinds of official electronic 

nautical chart, Raster Navigational Chart (RNC) and Electronic Navigational 

Chart (ENC). The RNC is a scanning version of the existing paper chart. The 
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UK Hydrographic Office (UKHO) provides RNCs as the ARCS, which is in 

HCRF format. It is supported by most Electronic Chart Display and 

Information Systems (ECDIS), but fewer computer chart plotting software 

products. ENC is a vector chart that digitises each feature’s geometry into a 

specific object. Those navigational objects are maintained in a database, with 

additional information about their physical characteristics: geographic 

position, shape, colour, the age of the data, etc. The Admiralty Vector Chart 

Service (AVCS) provided by UKHO gives the ENCs in encrypted s63 format. 

Almost all the computer chart plotting software could show this format. 

There are some non-official electronic nautical charts from different 

companies available as well. However, these charts do not have a unified 

standard and will be replaced by the official charts. Hence, the official vector 

charts would be more useful in an autonomous navigation system. The tasks 

to incorporate the official vector charts include extracting required static 

information, such as position of coastlines, buoys etc. from the AVCS; 

integrating the dynamic overlay based on the developed multi-sensor data 

fusion system in this research; and displaying the integrated map using an 

appropriate application programming interface (API). 
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Appendix A: Basic Kalman Filter 

 

Assume a discrete system state vector is 𝒙 and it is governed by the following linear 

stochastic differential equation:  

  

  𝒙 𝑘 𝑨𝒙 𝑘 1 𝑩𝒖 𝑘 𝒘 𝑘 1   (A.1) 

 

with a measurement: 

 𝒛 𝑘 𝑯𝒙 𝑘 𝝂 𝑘   (A.2) 

 

where 𝒖 𝑘  is the input, 𝒘 𝑘  is the process noise and 𝝂 𝑘  is the measurement 

noise. They are both white noise with normal probability distribution 

𝑝 𝒘 ~𝑁 0, 𝑸  and 𝑝 𝒗 ~𝑁 0, 𝑹 .  

The KF involves two steps, prediction and correction (Figure A.1). With the initial 

estimates for state vector 𝒙 and its covariance matrix 𝑷, the predicted next state of 

the system can be calculated by the system dynamic model. The system will then 

estimate the optimal next state by applying the KF gain to correct the measurement. 

After the optimal estimation, the system will update its covariance matrix 𝑷 to iterate 

the system and the error covariance of the system will be reduced.   

 

 

Figure A. 1 Kalman Filter (KF) prediction-correction process 
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Appendix B: Navigation sensors 

Most marine electronic systems adhere to the NMEA (National Marine Electronics 

Association) 0183 standard, which is an electrical interface and data communication 

protocol for marine electronic devices (Tronico, 2015). Figure A.2 shows a typical 

asynchronous serial data segment as defined by the NMEA 0183 standard. Sensors 

transmit their measurements using an asynchronous serial method to the on-board 

hosting platform through common serial ports such as RS232 or USB. Serial 

communication is a form of I/O in which the bits of a byte being transferred appear 

one after the other in a timed sequence via a single path (BME, 2018). 

 

 

Figure A. 2 Asynchronous Serial Data 

 

This sensor supports several types of NMEA 0183 sentences and employs an 

asynchronous serial interface with a baud rate of 4800, 8 data bits, 1 stop bit and one 

parity bit.  

 

B.1 GPS 

A digital interface program is developed to extract the GPS measurements. It first 

sets up the serial connection and then reads the rx data bit by bit via the serial port. 

It distinguishes the start bit and stop bit to retrieve a whole sentence. After a complete 

and valid sentence has been received, it will parse the data to extract useful 

information in accordance with the data type. Each NMEA0183 GPS output sentence 

begins with a unique identifier, such as $GPRMC, $GPGLL, $GPGGA, etc. Discrete 

packets of information are provided in each sentence. Among them, the $GPRMC 

sentence is most widely used and includes the required information, such as the time, 

date and location. The following figure shows an example $GPRMC sentence as well 

as the explanation of each character (Tronico, 2015). 
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Example output sentence with raw GPS measurements: 

 

Figure A. 3 $GPRMC sentence and explanations 

 

The core code to extract GPS data is shown as below:     

  int pos = msgStr.indexOf("RMC"); 
  String gprmcStr = (pos > ‐1)? msgStr.substring(pos):null; 
  if(gprmcStr != null){ 
    gprmcStr =gprmcStr.substring(0); //GPRMC  
  } 
  return gprmcStr; 
     
  if(gprmcStr == null) return null; 
  GpsData gpsData =new GpsData(); 
       
  for(int i=0; i<11;i++){ 
    String value=gprmcStr.substring(0,gprmcStr.indexOf(",")); 
    gprmcStr = gprmcStr.substring(gprmcStr.indexOf(",")+1); 
       
    switch (i){ 
    case 0: gpsData.setType(value); break; 
    case 1: gpsData.setTime(value); break; 
    case 2: gpsData.setValid(value); break; 
    case 3: gpsData.setLatitude(value); break; 
    case 4: gpsData.setDirection1(value); break; 
    case 5: gpsData.setLongitude(value); break; 
    case 6: gpsData.setDirection2(value); break; 
    case 7: gpsData.setSpeed(value); break; 
    case 8: gpsData.setCourse(value); break; 
    case 9: gpsData.setDate(value); break; 
    case 10: gpsData.setMagneticDirection(value); break; 

} 

 

GPS provides absolute positions in longitude and latitude. The positional data in this 

format be converted to a two-axis coordinate system based on the predesigned 
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navigation frame, as mentioned in Chapter 2, in order to be applied to the algorithms. 

In this research, the Haversine formula, which is shown below, is employed to 

convert longitude and latitude to the related coordinates (Vaness, 2015). 

 

The longitude/latitude conversion steps: 

 Choose a point in the navigational frame as the reference, normally the start 

point of the USV’s trajectory. 

 Apply the Haversine Formula to calculate the bearing and distance between 

each position point and the reference point. 

 Convert the distances to x-y coordinates using bearings.  
 

Distance: 

 𝑑𝑙𝑎𝑡 𝑙𝑎𝑡 𝑙𝑎𝑡  (B.1) 

 𝑑𝑙𝑜𝑛 𝑙𝑜𝑛 𝑙𝑜𝑛  (B.2) 

 𝑠 𝑠𝑖𝑛 cos 𝑙𝑎𝑡 ∗ 𝑐𝑜𝑠 𝑙𝑎𝑡 ∗ 𝑠𝑖𝑛  (B.3) 

 𝑐 2 ∗ 𝑎𝑡𝑎𝑛2 √𝑠, 1 𝑠  (B.4) 

 𝑑 𝑅𝐸 ∗ 𝑐 (B.5) 

 

Bearing: 

 𝜃 𝑎𝑡𝑎𝑛2 sin 𝑑𝑙𝑜𝑛 ∗ cos 𝑙𝑎𝑡 , cos 𝑙𝑎𝑡 ∗ sin 𝑙𝑎𝑡 sin 𝑙𝑎𝑡 ∗

cos 𝑙𝑎𝑡 ∗ cos 𝑑𝑙𝑜𝑛   (B.6) 

 

where 𝑙𝑎𝑡 and 𝑙𝑜𝑛 are the latitude and longitude in radians, 𝑅𝐸 is the radius of the 

Earth. Here it is assumed that the Earth is a spherical model with an equatorial radius 

of 6378137 meters (Ratsameethammawong and Kasemsan, 2010). 
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B.2 Calibration of IMU 

The following lists each step of the calibration. 

 

 Step 1: put the IMU on a flat space, point its x axis to south, y axis to east 

and z axis downwards.  

 Step 2: record the static data over 200 cycles and calculate the mean values 

of the acquired data, accx1, accy1 and gyroz1, which are the readings of the 

accelerometer in the x axis and y axis and the gyroscope in the z axis 

respectively. 

 Step 3: rotate the IMU to make its x axis point to north, y axis to west and z 

axis downwards. 

 Step 4: again record the static data over 200 cycles and calculate the mean 

values of the acquired data, accx2, accy2 and gyroz2, 

 Step 5: calculate the bias. Ideally, the static data should be zero in a flat space. 

However, in practical conditions, the surface may not be ideally flat and the 

sensors will exhibit a constant bias. Therefore, the static data will be 

composed of the gravity deviation and the bias components.  

 

 𝑎𝑐𝑐𝑥1 𝑔 𝑏  (B.7) 

 𝑎𝑐𝑐𝑦1 𝑔 𝑏  (B.8) 

 𝑎𝑐𝑐𝑥2 𝑔 𝑏  (B.9) 

 𝑎𝑐𝑐𝑦2 𝑔 𝑏  (B.10) 

 

Therefore the bias of the accelerometer can be determined as:  

 

 𝑏 𝑎𝑐𝑐𝑥1 𝑎𝑐𝑐𝑥2 /2 (B.11) 

 𝑏 𝑎𝑐𝑐𝑦1 𝑎𝑐𝑐𝑦2 /2 (B.12) 

 

In the navigation frame, the Earth’s rotation 𝜔  has three components in north, east 

and down as following: 
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 𝜔 𝜔 cos 𝑙𝑎𝑡 0 𝜔 sin 𝑙𝑎𝑡  (B.13) 

So the bias of the gyroscope  along the z axis can be determined by: 

 𝑏 𝑔𝑦𝑟𝑜1 𝑔𝑦𝑟𝑜2 2⁄ 𝜔 sin 𝑙𝑎𝑡  (B.14) 

 


