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Abstract

This work presents the COMET (Cities Optimisation Model for Energy Technologies) model,
a spatially-resolved urban energy systems model that takes into account energy service
demands for heating, cooling, electricity, and transport, and finds cost-effective pathways
for supplying these demands under carbon constraints, trading-off energy supply, network
infrastructure, and end-use technologies. Spatially-resolved energy service demands were
obtained for the city of Sao Paulo, and six scenarios were modelled. Results show that
district cooling is cost-effective in the highest linear cooling density zones, with full
penetration in zones with over 1100 kWh/m by 2050. This threshold diminishes with tighter
carbon constraints. Heating is electrified in all scenarios, with electric boilers and air-source
heat pumps being the main supply technologies for the domestic and commercial sectors
respectively by 2050. In the most carbon constrained scenario with a medium decarbonised
electricity grid, ground source heat pumps and hydrogen boilers appear as transition
technologies between 2030 and 2045 for the commercial and domestic sectors respectively,
reaching 95% and 40% of each sector’s heat installed capacity in 2030. In the transport
sector, ethanol cars replace gasoline, diesel, and compressed natural gas cars; compressed
natural gas buses replace diesel and electric buses; and lorries continue using diesel. In
carbon constrained scenarios, higher penetrations of electric cars and buses are obtained,
while no change is observed for lorries. Finally, the most expensive scenario was only 6%
more expensive than the reference scenario, meaning that achieving decarbonisation
targets is not much costlier when comparing scenarios from a system-wide perspective.

Keywords: Energy systems modelling; spatially-resolved; transport; district cooling; heating;
decarbonisation.

1 Introduction

Cities around the world are the main source of energy demand, and as such are accountable
for around 70% of the world’s carbon emissions and the associated effects of climate
change [1]. More broadly, growing demands and technological shifts are changing global
energy systems. For example, innovative technologies such as electric vehicles in the
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transport sector, and new equipment in the buildings sector, are projected to increase
electricity demands in urban areas [2]. Cooling demands are the fastest growing end-use in
buildings, with subsequent extra load on electricity networks [3].

In order to be able to analyse decarbonisation pathways for energy service demands in
cities, a systems-wide perspective that takes into consideration the trade-offs between
different components of the energy system is needed. For example, electrification of
transport puts an extra burden on the electricity network and required power system
capacity [2], and therefore network reinforcement and additional generation capacity is
needed. Increases in cooling demands and electric air-conditioning units cause the same
effect [3]. Moreover, if electrification of transport, cooling, or other energy services does
not go hand in hand with the decarbonisation of the power sector, then electrification of
the supply of energy services does not imply decarbonisation of the system.

Pfenninger, Hawkes, and Keirstead [4] have identified the need for more spatial detail
among one of the main challenges in energy systems models. Jalil-Vega and Hawkes [5]
discuss the importance of spatial resolution in energy systems models and how modelling
with coarser spatial resolutions can produce homogeneous areas, under or over-estimating
penetrations of certain networks or technologies. Siala and Mahfouz [6] show that the
choice of regions impacts outputs of energy systems models, and that zone clustering
should be chosen considering homogeneous areas with respect to a certain parameter.
These three studies demonstrate how the choice of regions, zone clustering, and adequately
fine spatial resolution is a crucial aspect to be considered in energy systems models.

This paper presents a mixed-integer linear programme optimisation model that takes into
account end-use technologies, network infrastructure, and energy supply, to provide
cooling, heating, transport, and electricity for appliances in a spatially-resolved urban area.
The modelling time horizon is from 2015 to 2050. Investment and decommissioning
decisions are made at the beginning of every 5-year periods, and informed by lifetimes of
end-use technologies, district technologies, and network assets. Finally, years are
subdivided into time-slices to account for seasonal and daily demand variations. The model
is then applied to the case study of the city of Sao Paulo, in order to study potential
decarbonisation pathways.

The main contributions of this work are the following: First, it proposes a method for
estimating spatially and temporally-resolved energy service demands for heating, cooling,
electricity for appliances, and transport. Second, this work proposes a spatially-resolved
urban energy systems model that supplies heating, cooling, electricity for appliances, and
demands for transport. And third, the model is applied for studying decarbonisation
pathways for the city of Sao Paulo, where insights for urban energy service decarbonisation
are obtained.

The article is organised as follows: the following section reviews existing analytical
approaches to supply the aforementioned energy services in cities. The Methods section
explains how spatially-resolved demands were obtained, presents the formulation of the
model, and states the assumptions made and the scenarios studied. Results for the different
scenarios are then presented and discussed, leading to a conclusion that summarises the
insights gained.
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2 Background

2.1 Urban energy systems modelling for heating, cooling, electricity, and transport
demands

Proposed alternatives to decarbonise heat demands include heat networks in heat dense
areas [7], heat pumps in less heat dense areas [8] or for renewable integration and grid
price variation [9], fuel cells, and hydrogen-based technologies [10]. Heat supply and
decarbonisation have been broadly studied using energy systems models through several
approaches. Lund et al. [11] study the case of Denmark at national scale, and the most cost-
effective solutions to decarbonise heat demand. They conclude that the best combination is
installing individual-dwelling heat pumps, and expanding the district heating network and
supplying it by combined heat and power (CHP) plants. The TURN model proposed by
Keirstead, Samsatli, Shah and Weber[12] is a spatially-resolved model that includes
demands for electricity and heat, considering network infrastructure. It has been used to
study the case of decarbonising and retrofitting Newcastle [13], and to study CHP planning
restrictions in urban energy systems efficiencies [12]. The HIT model [14] is also a spatially-
resolved model that has been used to study decarbonisation pathways for heat in urban
areas in the UK, which includes demands for heat and electricity, together with network
infrastructure trade-offs.

Cooling demands can be supplied either by individual technologies, such as air-conditioning
(AC) split systems or window-type AC, or by technologies that supply a building or district.
Dominkovi¢, Bin Abdul Rashid, Romagnoli, Pedersen, Leong, Krajaci¢, and Dui¢ [15] show
that in hot and humid climates where space cooling demands are steadier throughout
seasons, the use of district cooling systems in urban areas is more efficient, less energy
intense, presents lower systems CO, emissions, and is cheaper than supplying space cooling
demands using individual units. Likewise, Lake, Rezaie, and Beyerlein [16] review results
from research in district heating and cooling and conclude that district energy systems are
more efficient than individual heating and cooling units. Dominkovi¢, Dobravec, lJiang,
Nielsen, and Krajacic¢ [17] conduct a literature review showing that while the topic of district
heating in smart energy systems has been extensively researched, there is a lack of research
concerning the integration of district cooling into smart energy systems, specifically in
tropical regions. They therefore propose a model that integrates power, cooling, gas,
mobility, and water desalinisation sectors in an urban energy systems model. The model
however has no spatial or network representation.

Energy systems models that specifically include cooling demands and district cooling
networks include S6derman [18], Khir and Haouari [19], and Al-Noaimi, Khir, and Haouari
[20]. Soderman [18] proposes an energy systems model to optimise investment and
operations for new or expanding district cooling networks. This model includes seasonal
demand variations and the spatial layout of the network, district cooling plants, and loads.
Khir and Haouari [19] propose a model to optimise plant and network sizes for district
cooling networks which includes hydraulic and thermal constraints, with predetermined
locations of the district cooling plant and storage system. Al-Noaimi, Khir, and Haouari [20]
build on [19] by including several plant types, and the possibility of choosing plant and
storage locations. In these three studies, no other urban service demands besides cooling
are included, and district cooling is not tested against other cooling supply technologies -for
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example, individual air-conditioning units. Ameri and Besharati [21] present a model to
optimise distributed energy systems total costs, including district cooling and district heating
networks, together with electricity demands in urban areas. This model also imposes
constraints on pipelines for both networks and considers spatial locations of demands and
supply. However. it only allows for the possibility of installing district networks to supply
cooling and heating demands, and -as the previous three models- does not allow for heating
and cooling to be supplied by individual technologies in different areas. Comodi, Bartolini,
Carducci, Nagaranjan, and Romagnoli [22] present a model that explore network synergies
to supply local community with demands for cooling, heating, and electricity. This model
does not include transport demands, and has the drawback that even though it includes
capital and operating costs of networks and technologies, it models the system in a 20-years
period assuming that all investments are done at the beginning. Therefore, rather than
assisting an urban energy system’s planning, it can better aid a comparison of a set of
different alternatives.

Gerboni, Grosso, Carpignano, and Dalla Chiara [23] stress the importance of linking energy
and transport models to study energy systems and support policy decisions, highlighting
that energy use in transport is one of the main demands of the overall energy system.
Likewise, Venturini, Hansen, and Andersen [24] study the integration of the buildings and
transport sectors’ narratives for studying transport scenarios. They generate a model in
TIMES-DK which incorporates quantitative and qualitative methods for the transport
scenario, concluding on the importance of system’s integration and the use of mixed
methods for building coherent storylines. Pye and Daly [25] use the ESME energy systems
model to analyse the role of modal shift options in the transport sector in low carbon
scenarios in the UK, concluding that sustainable options become cost-effective with proper
policies that disincentivise car use. Daly, Ramea, Chiodi, Yeh, Gargiulo, and Gallachéir [26]
incorporate detailed aspects of the transport sector such as travel behaviour and time into
the TIMES model to study modal shift in different mitigation scenarios. All these researches
use energy systems models to incorporate transport. However, none of them present the
results in the context of the total energy system, but only focused on the transport sector.

Lovri¢, Blainey, and Preston [27] present the ITRC-MISTRAL model, which is a national
transport model for the UK that represents multi scales and multiple modes of transport for
passengers and freight. The model simulates transport demands by mode using demand
elasticities. Interdependencies with the energy system are considered through energy
demand and its impact in energy prices. However, other than transport infrastructure, no
other city or building infrastructure is considered.

Sterchele, Kersten, Palzer, Hentschel, and Henning [28] present the REMod model to assess
flexible charging for electric vehicles in the context of the wider energy system. The model
takes into account demand patterns for heat and electricity in order to find optimal charging
of electric vehicles and assist grid flexibility. This model operates in a single region, and
cooling demands are not included.

In [29], Novosel, Perkovi¢, Ban, Keko, PukSec, Krajaci¢, and Dui¢, modelled hourly energy use
of electric vehicles at a national level (Croatia), and studied their interactions with the
power sector. The agent-based model MATSim was used to calculate hourly demands on a
simplified spatial layout. Then, the EnergyPLAN model was used to understand the effects of
large-scale electric vehicles deployment on the wider energy system, with special focus on
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wind and photovoltaics in the power sector. The work also shows that electrification of
transport can widely reduce energy consumption due to the increased efficiency of electric
vehicles over internal combustion vehicles, when effectively coupled with the power sector
to take into account the increase of electricity consumption.

Helgesen, Lind, Ivanova, and Tomasgard [30] propose a hard link between TIMES and REMES
(a computable general equilibrium model) to analyse the economic implications of reducing
greenhouse gas (GHG) emissions from the Norwegian transport sector. In this case, REMES
provides energy demand inputs to TIMES. TIMES covers services such as heating, cooling,
transport and raw materials, at a coarse spatial resolution (national level). The modelling
outputs suggest that emission targets could be reached by large investment in hydrogen
vehicles limiting capital stock growth and household welfare.

Barone, Buonomano, Calise, Forzano, and Palombo [31] implement a model in MatLab to
study an energy management system for buildings connected to a micro-grid, considering
electric vehicles as dynamic components of the system. The study focuses on ‘building to
vehicle to building’ dynamics and thus includes buildings and mobility consumptions in the
energy balance. Electric vehicles are considered as one of the electricity vectors for
buildings. In this model, however, there is no spatial representation of networks in a city,
and it only considers electric mobility.

In [32] Osério, McCullen, Walker, and Coley propose a methodology for estimating energy
consumption in buildings and transport in a spatially-resolved manner. This research is not
an energy systems model, but it introduces a new data-based energy metric to calculate
energy consumption of both buildings and transport that can serve as input for other
spatially-resolved energy systems models that include mobility and building energy
demands. Likewise, Fichera, Inturri, La Greca, and Palermo [33] consider building and
transport as strongly interrelated sectors responsible for energy and material flows within
the city, and develop a model based on analytical data to estimate energy demands of these
sectors in cities. The model is divided into two stages: the first, calculates energy demand by
sector, while the second provides a global energy assessment of neighbourhoods. The
structure of the model itself, organised into sub models, allows evaluation of energy
consumption either in a disaggregated way or for the whole. For both studies results are
illustrated using GIS.

2.2 Energy systems models for multi energy services

Table 1 shows a selection of models which include heating, cooling, electricity for
appliances, and transport energy service demands. The table shows which energy services
are included, if and how spatial aspects are taken into account, and whether the model
represents network infrastructure.
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2.3 Research objective

As discussed in the literature review and from Table 1, at the time of writing, most urban
energy systems modelling focuses on the provision of some energy service demands within
heating, cooling, transport, and electricity for appliances; or uses coarse spatial resolutions
such as integrated assessment models, which model national or regional scales (such as the
MARKAL model [34], the ESME model [50] or the TIMES model [24]); or focus on specific
technologies or on specific energy service demands (for example, Chiam, Easwaran,
Mouquet, Fazlollahi, and Millas [51] optimise the operation of a district cooling network; del
Hoyo Arce, Herrero Lépez, Lopez Perez, Rama, Klobut, and Febres [52] model district
heating and cooling; Pye and Daly [25] focus on urban transport; and Liu, Ho, Lee, Hashim,
Lim, Klemes, and Yee Mah [53] model distributed generation for supplying service demands
for heat and electricity). No modelling framework exists that simultaneously includes the
demand for heating, cooling, transport, and electricity for appliances, at a fine spatial
resolution, and taking into account the trade-offs between supply, network infrastructure,
and end-use technologies for all the aforementioned energy service demands
simultaneously. Given the lack of such analytical tools, the aims of this work are to:

e Develop a model that addresses these gaps

e Develop a method to determine spatially-resolved energy service demands for the
city of Sao Paulo to be used as inputs in the model. The city of Sao Paulo is an alpha
global city [54], worthy of investigation as it is the most populous city in Brazil and
the largest economy by GDP in Latin America.

e Implement it to study decarbonisation pathways for the case of the city of Sao
Paulo.

This research is relevant for this journal as it covers topics such as analysis and optimisation
of sustainable energy systems and the optimal use energy resources, and how to develop
and plan more sustainable and optimised urban energy systems

3 Methods

In the following section, a general description of the model proposed in this research is
introduced. Then, the case study is presented, and the methods for characterising spatially
resolved energy service demands for heating, space cooling, electric appliances, and
transport are explained. Finally, the mathematical model formulation is detailed, and the
studied scenarios are defined.

3.1 General description of the model

This research presents the COMET (Cities Optimisation Model for Energy Technologies)
model. COMET builds on the HIT (Heat Infrastructure and Technology) model- presented in
[14] and adapted to include hydrogen in [47]- to include other energy service demands and
supply in urban areas. The HIT model is a spatially-resolved mixed integer linear
optimisation programme that finds the cost optimal pathways to supply heat and electricity
to residential and commercial sectors. Taking energy service demands disaggregated into
zones and time slices as inputs, the HIT model builds network infrastructure and installs
building and district level end-use technologies to supply these demands through 2050. It
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considers the lifetimes of assets to inform commissioning and decommissioning decisions
and minimises the total system’s costs including investments and operation.

The COMET model presented hereby further includes other critical energy service demands
in urban areas -space cooling and transport- and thus includes the respective networks and
technologies to supply these services.

3.2 Characterisation of energy service demands

The City or Municipio of Sao Paulo was broken down into 32 zones, corresponding to the
Subprefectures (Subprefeituras) administrative units [55]. Table 2 shows the zone numbers
assigned to each Subprefecture that will be used later in the analysis.

Table 2: Assigned zone number for each Subprefecture

Zone Subprefecture Zone Subprefecture

1 Perus 17 Campo Limpo

2 Pirituba 18 M'Boi Mirim

3 Freguesia/Brasilandia 19 Capela do Socorro
4 Casa Verde/Cachoeirinha 20 Parelheiros

5 Santana/Tucuruvi 21 Penha

6 Jagcand/Tremembé 22 Ermelino Matarazzo
7 Vila Maria/Vila Guilherme 23 Sdo Miguel

8 Lapa 24 Itaim Paulista

9 Sé 25 Mooca

10 Butantd 26 Aricanduva/Formosa/Carrio
11 Pinheiros 27 Itaquera

12 Vila Mariana 28 Guaianazes

13 Ipiranga 29 Vila Prudente

14 Santo Amaro 30 Sao Mateus

15 Jabaquara 31 Cidade Tiradentes
16 Cidade Ademar 32 Sapopemba

Metered data for electricity consumption of individual residential and commercial
consumers were requested for the year 2016 for the city of Sao Paulo- via the information
access page [56]- to the National Electricity Agency (Agéncia Nacional de Energia Elétrica -
ANEEL). The raw data obtained was monthly electricity consumption for each property for
the whole year. This data was aggregated into zones in order to characterise demand
consumption profiles for residential and domestic consumers, and to find the proportion of
the total annual demand and of the total customers of each type that can be allocated into
each zone. Energy service demands are projected through 2050 as described later for the
whole city, represented in Figure 1 and Figure 2, and because of data availability it is
assumed that the share of demands and number of customers per zone remain constant
through 2050. The demand was then aggregated into Winter and Summer seasons.

In Sao Paulo, most residential [57] and commercial [58] energy service demands are
supplied by electricity. Liquified petroleum gas is used for cooking, but water and space
heating, and air conditioning, are supplied by electricity. Table 3 shows the percentage of
annual electricity demand used for heat and air-conditioning in the residential sector in Sao
Paulo according to Ghisi, Gosch, and Lamberts [57], and the average efficiencies of the
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appliances to supply these service demands [58]. Using these parameters and the total
annual residential demand for electricity in 2016, the seasonal and annual service demands
for heat and space-cooling were calculated. Therefore, the difference of annual electricity
demand and electricity used for heating and cooling is considered the annual service
demand for non-heat and non-space-cooling electricity, or electricity service demand for the
residential sector here on.

Table 3: Percentage of residential seasonal electricity demand consumed by air-conditioning and electric showers in Sao
Paulo [57], and average efficiencies [58].

Electricity consumption per appliance [57] Average appliance
Summer Winter efficiency [58]
Electric shower (hot 26% 26% 0.95
water)
Air-conditioning 11% 1% 0.6

Table 4 shows the percentage of annual electricity demand used for heat and air-
conditioning in the commercial sector in Sao Paulo and the average efficiencies of the
appliances to supply these service demands according to Mosquim, de Oliveira Junior, and
Keutenedjian Mady [58]. As for the residential sector, annual service demands for heat,
space-cooling, and electricity service were calculated using these parameters and the total
annual electricity demand for the commercial sector.

Table 4: Percentage of annual commercial electricity demand consumed by air-conditioning and electric heat in Sao Paulo
and average efficiencies [58].

Annual electricity consumption per Average appliance
appliance efficiency
Air-conditioning 36.7% 0.6
Electric heat 20.1%° 0.8

Energy service demands for heat, electricity, and space cooling, were projected through
2050 using GDP per capita and growth projections for the Southeast region [59, 60], and
past annual commercial and residential electricity demands and number of customers for
the city (Municipio) of Sao Paulo obtained from annual energy reports [61-70]. The
proportion of these three energy service demands to the total annual electricity demand
were assumed to be as the base year 2016. Figure 1 and Figure 2 show the adjusted log-log
curve for the energy service demands, and the coefficient of determination (R?).

’ For the commercial sector, 36.7% is used for air-conditioning, 43.1% for electrical appliances, lighting, and
equipment, and thus the remaining 20.1% was assumed to be for heat [4].
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Figure 1: Residential service demand projections versus GDP per capita (R2=87%)
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Figure 2: Commercial service demand projections versus GDP per capita (R2=95%).
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The model takes energy service demands in time slices to account for seasonal and daily
demand variations. For breaking down the annual energy service demands into time slices,
different methodologies were used for the residential and commercial sectors. For the
residential sector, the energy service demands were allocated into seasons
(Winter/Summer) as described previously. To further break down seasonal demands into
weekdays and weekend days, aggregated residential load curves simulated by Eletropaulo
[71] — Sao Paulo’s electricity distributor - were used. The profiles can be observed in Figure
3. Finally, to account for daily energy service demand variations PROCEL [72] data was used.
Based on surveys and simulations, this research built consumption profiles for a typical
house archetype in each of Brazil’s regions. Figure 4 shows the archetypical consumption
profile for the Southeast region used in this work. All electric appliances other than electric
hot water and air-conditioning are here aggregated into one. Additionally, the same PROCEL
study points out that only 7% of residential properties in Sao Paulo have air-conditioning
units. Therefore, residential demands for air-cooling were distributed within zones among
only 7% of the domestic customers.
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Figure 3: Load curves for Sao Paulo, simulated by Eletropaulo, residential sector. SOURCE: ANEEL/Eletropaulo data [71].
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Figure 4: Archetypical electricity consumption profile for appliances for the Southeast region. Based on [72].

As peak demand occurs in weekdays, these were further broken down into time slices to
characterise operation profiles. Daily time slices were defined to characterise service
demand variations in accordance to Figure 4. Considering the service demand for space
cooling and hot water in winter and summer, the breakdown into weekday and weekend
days, and the daily profiles in Figure 4, time slices were defined, and coefficients with
respect to total annual service demands were obtained to allocate hot water and space
cooling into time slices, as shown in Table 5. Taking into account the average efficiencies of
these service demands and the seasonal metered electricity demand of the city of Sao Paulo
for 2016 mentioned previously, the electricity service demand was obtained as the
difference of total electricity demand and electricity demand for space cooling and water
heating. It was then allocated into Weekdays/Weekend days and time slices using the daily
average consumption profile (Figure 4). Table 5 shows the obtained coefficients and time
allocation of time slices relative to a year.
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Table 5:Coefficients for energy service demand allocation into time slices, and fraction of year of time slices. Residential
sector.

Season Day Time of day Time slice Space Heating Electricity Fraction
notation  cooling service of year
Winter  Weekday 6:00-09:00 WWdE 0.003 0.132 0.038 0.045
(W) (wd) Early morning (E)
Weekday 9:00-12:00 wwdM 0.001 0.010 0.042 0.045
(wd) Morning (M)
Weekday 12:00-18:30 WWdA 0.005 0.061 0.092 0.097
(wd) Afternoon (A)
Weekday 18:30-21:30 wwdpP 0.023 0.150 0.101 0.045
(wd) Peak (P)
Weekday 21:30-6:00 WWdN 0.031 0.012 0.117 0.127
(wd) Night (N)
Weekend Average (Av) WWeAv 0.027 0.157 0.168 0.142
(We)
Summer Weekday 6:00-09:00 SWdE 0.034 0.120 0.030 0.045
(S) (wd) Early morning (E)
Weekday 9:00-12:00 SWdM 0.009 0.009 0.033 0.045
(wd) Morning (M)
Weekday 12:00-18:30 SWdA 0.051 0.056 0.073 0.096
(wd) Afternoon (A)
Weekday 18:30-21:30 SWdP 0.230 0.137 0.079 0.045
(wd) Peak (P)
Weekday 21:30-6:00 SWdN 0.312 0.011 0.092 0.126
(wd) Night (N)
Weekend Average (Av) SWeAv 0.274 0.144 0.133 0.142
(We)

For allocating commercial energy service demands into time slices a different method was
used due to data availability. Cooling profiles for different commercial building types in Sao
Paulo (hospital, offices, schools, etc) were obtained from Arcuri, Spataru, and Barrett [73],
per floor area of commercial building type. These were multiplied by the total floor area of
each commercial building type in Sao Paulo [74], to obtain cooling demand profiles and
allocation of seasonal cooling demands into time slices presented in Table 5. Then,
EnergyPlus [75], an energy performance simulation tool for buildings, was used to simulate
archetype commercial buildings in Sao Paulo, considering average historical weather files.
Summer/winter demand splits for heating and cooling were obtained, along with heating
demand allocation into time slices. Seasonal electricity service demands for commercial
buildings were then calculated as the difference between metered data for commercial
buildings, and electricity consumed by heating and cooling, using efficiencies in Table 4.
Finally, electricity service demands were further broken down into time slices by subtracting
electricity consumed by space cooling and heating to the total electricity load curves for the
commercial sector presented in Figure 5, simulated by Eletropaulo [71].
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Figure 5: Load curves for Sao Paulo, simulated by Eletropaulo, commercial sector. SOURCE: ANEEL/Eletropaulo data [71].

Table 6 shows the obtained coefficients for allocating energy service demands into time
slices for the commercial sector.

Table 6: Coefficients for energy service demand allocation into time slices listed in Table 5. Commercial sector.

Time slice Space cooling Heating Electricity service
WWdE 0.044 0.059 0.035
wwdm 0.068 0.082 0.089
WWdA 0.138 0.164 0.185
wwdpP 0.029 0.042 0.065
WWdN 0.014 0.071 0.104
WWeAv 0.087 0.124 0.142
SWdE 0.072 0.038 0.015
SWdM 0.112 0.065 0.048
SWdA 0.226 0.146 0.093
Swdp 0.046 0.038 0.045
SWdN 0.021 0.065 0.092
SWeAv 0.143 0.105 0.087

Finally, for estimating transport energy service demands, historical consumption of
transport fuels were requested via Brazil’s information access webpage [56] for the city of
Sao Paulo. Average efficiencies for different road transport fuels were obtained using the
ratio between useful energy and final energy for transport fuels from the Energy Balance of
the State of Sao Paulo [76], and these were multiplied by annual consumptions. Using fuel
consumption per litre data for average vehicle types [77], the energy service in kms was
obtained for each transport fuel, and summed up to obtain the total transport energy
service demand (in kms). Service demands were projected through 2050 using historical
data. Finally, as it was not possible to obtain sub-city-resolution demand data for transport
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fuels, the total demand was allocated into zones in proportion to the number of fuel
stations in each zone. A list of fuel stations for Sao Paulo was requested via Brazil’s
information access webpage [56], and their addresses were then processed using GIS to
group fuel stations into zones. Note that the only transport technology for which the
charging/fuelling time is relevant are electric vehicles. This will be addressed later in the
formulation, so transport demands are obtained for a yearly time resolution.

3.3 Model formulation

This section presents the main equations for the COMET optimisation model. The full
formulation can be found in Appendix B, while nomenclature can be found in Appendix A.

The objective function aims to minimise the total system’s cost, which is the net present
value of all the capital and operation costs over the modelled time horizon from 2015 to
2050. The cost components are shown in Equation (3.1).

min COSTS = MNT + FE + CPT + DEC — SLV — ES (3.1)

The minimisation of the system’s cost is subject to a number of constraints. First, there is a
set of equations that relate vintage, new, decommissioned, and total capacities of
technologies, considering their lifetimes. A similar set of equations are set for networks’
infrastructure. These equations can be found in Appendix B and meanings for abbreviations
can be found in Appendix A. Then, operating capacities of technologies in a certain time
slice can be at most equal to the installed capacity of the corresponding time period.
Inequality (3.2) presents this constraint for individual heating end-use technologies. The
same constraints apply for individual space-cooling end-use technologies, and for district
cooling supply technologies. Equation (3.3) presents the constraint for transport
technologies, where the total installed capacity (in km-passenger or km-tonne per year) is
the sum of the operating capacity of each technology.

OCHIppiyyjy < TCHIpiy iy Vbhiiajy (3.2)
Z OCTIhitransjy = TCTIitransjy Vitransjy (33)
h

Demands for transport refer to demands for fuel and electricity for transport services. It is
assumed that all transport fuels except hydrogen and electricity are supplied to fuelling
stations via trucks. Therefore, time dependant demands (refuelling times) are less relevant.
For electric vehicles however, charging schedules are important, as electric vehicle charging
can overload the grid. Therefore, in this work it is assumed that electric vehicles’ charging
patterns follow the profiles for week and weekend days obtained in Flammini, Prettico,
Julea, Fulli, Mazza, and Chicco [78]. This study presents a statistical analysis of 2900 charging
points over four years, to obtain weekend/weekday electric vehicle charging profiles. The
charging profile is imposed via Equation (3.4) with reference to the peak charging time slice.
Additional constraints are imposed for heating and cooling technologies to follow demand
load profiles, in order to ensure that each domestic or commercial property has one
technology, and that there are no end-use technologies that are only used for aggregated
peaks. These constraints have the same form as Equation (3.4).
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TPh ’ OCTIh itranseecjy — OCTIpeak itranselec jy thy (3.4)

For the case of hydrogen vehicles, it is assumed that hydrogen is transported through the
same distribution pipelines as if it were used for heat technologies, and purified and
compressed in fuelling stations. Therefore, the scheduling problem becomes more flexible
than for electric vehicles, and is addressed later together with hydrogen distribution.

In order to ensure that district cooling supply technologies are whole units, Equation (3.5)
establishes that the new capacity is equivalent to multiples of the output capacity of district
cooling units. An equivalent constraint is imposed for decommissioned units.

NDiyigejry - CapiDdistT = NCHDjy jry Viaise/Ty (3.5)
Networks are defined in two ways; networks within zones and networks between zones. For
networks between zones, the distance between neighbour zones is fixed. The decision
variable is thus the capacity of the network, which relates to the energy flow between zones
and ultimately translates into pipe or cable diameter. On the other hand, networks within
zones are assumed to be built along roads, and the decision variable is the network length
(of each type) built within a zone. The network length for each network type is proportional
to the total road length within a zone and to the capacity met by each network for each
service demand. For instance, constraint (3.6) states that the fraction of the road length in a
given zone that is covered by the gas network is proportional to the ratio of installed
capacity of heat end-use technologies that consume gas, over the peak heat demand.
Inequalities (3.7) and (3.8) are equivalent regarding electricity networks for heating and
cooling respectively; and Inequalities (3.9) and (3.10) are equivalent regarding cooling
networks, and hydrogen networks for heat.

Zb,iind=boilers, gas CHPs TCHIbiindjy (3.6)

H H
Dem, peakdomjy Numdomjy + Dem omm peakcomm jy

S TLNj gasny vjy

‘R
’ Numcommjy

Yibiina=ASHP,GSHP,eradiators | CHIpi, 1 jy (3.7)
H . . H . ,
Demdom peakdomjy Numdom]y + Demcomm peakcomm jy Numcomm]y
S TLNj ciecny VJYy

Zb,imdc=ACdom,ACcomm TCCIbiindey (3.8)

¢ . . 9 . ,
Demdom peakdomjy Numdom}y + Demcomm peakcommjy Numcommjy
< TLNj elecny ij

Zb,iindc=HXTCdom,HXTCcomm TCClyjpny.jy RI (3.9)
C ] ] C j
Demdom peakdomjy Numdomjy + Demcomm peakcommjy

< TLNj cooln(TC*)y vaC*y

*Numeomm Jjy

Zb,iind=hyd boilers,hyd CHPs TCHIbiindjy (3.10)

- RIL;

H . . H . i ]

Demdom peakdomjy Numdomjy + Demcomm peakcomm jy Numcomm}y
< TLNj hydny Vj y
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As mentioned before, hydrogen for transport is assumed to be supplied via pipelines to
fuelling stations. However, networks that supply fuelling stations are assumed to run along
main, and secondary roads in a zone. Therefore, the split of fuelling stations (and therefore
networks connecting them) will be proportional to the total transport demand supplied by
hydrogen vehicles in a zone, as shown in Inequality (3.11).

TCTIHydv Jjy ,
TTY},};MRZJ < TL]VJ hydny V]y

(3.11)

Electricity networks are used to supply electricity for appliances, for heating, for cooling,
and for transport. Inequalities (3.7) and (3.8) ensure that network lengths are enough to
supply end-use heat and cooling technologies. Inequality (3.12) ensures that the network
can supply all technologies that are operating simultaneously in a given time slice.

(3.12)
Zb,iind =ASHP,GSHP,eradiators OCHIbhiindjy
Demgom peakdomjy Numdomjy + Dem?omm peakcomm jy ' Numcommjy
Zb,iindC=ACd0m,ACcomm OCCIbhiindcjy
Demgom peakdomjy ' Numdomjy + Demgomm peakcommjy Numcommjy
OCTIh elecvjy
nIMTr . Duration

Demgom peakdomjy Numdomjy + Demfomm peakcommjy Numcommjy

Yy Dem py i, - Numyy, Rl
Demgom peakdomjy * Numdomjy + Demfomm peakcommjy Numcommjy g

< TLNj elecny Vhjy

The last constraint regarding network lengths (constraint (3.13)) ensures that all properties
have a heat supply technology. It therefore ensures that all networks that supply heat are at
least as long as the road length in each zone. This equation is not applicable for cooling, as
only 7% of domestic properties have air conditioning units.

TLN; gasny (3.13)

Zb,iind=ASHP,GSHP,eradiators TCHIbiindjy

H . , H . .
Demdom peakdomjy Numdom]y + Demcomm peakcomm jy Numcomm]y>

R

< Zb,imd=hyd boilers,hyd CHPs TCHIbiindjy )
H . ; H . .
Demdom peakdomjy Numdom}y + Demcomm peakcomm jy Numcommjy

An energy balance is implemented for each network and in each zone, as shown in Equation
(3.14).
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IN ouTt CONS GEN _ ; 3.14
thny ~ Yhjny + Z th'jny - Z thj'ny ~ Phjny + thny =0 Vhjny ( )
jl jl

The above energy balance is performed on a time slice basis, to ensure that building
demands are met in each time slice. Regarding transport fuels other than hydrogen, it is
assumed that fuelling stations are refilled by trucks. Therefore, as there are no networks in
place and thus no need to ensure pipeline capacity for transport fuels (other than
hydrogen), and it is assumed that fuels are stored in fuelling stations, time dependence of
fuel consumption is not relevant for this work, and we focus on meeting annual demands.
Nevertheless, it is assumed that hydrogen fuelling stations for hydrogen-fuelled vehicles are
connected to the same network that feeds hydrogen to buildings. Fuel cell vehicles however
require a higher purity than hydrogen for heat. Thus, it is assumed that purification is
performed onsite at hydrogen fuelling stations. Because of this, Equation (3.14) is used for
the flow balance of hydrogen for heat, and a separate annual flow balance is required to
account for hydrogen for transport. These two flows are linked later to ensure a sufficient
hydrogen network capacity. Equation (3.15) shows the annual energy balance for hydrogen
for transport.

i'iy ji'y jy
a!

FjIyNTRH _ FngTTRH + Z FTRH _ Z FTRH _ pCONSTRH F}(}?)ENTRH =0 Vjy (3.15)
' J

The flow consumption and generation terms of Equations (3.14) and (3.15) for each network
can be found in Appendix B. The energy balance for electricity ensures that electricity
demand for appliances is met. Inequalities (3.16) and (3.17) ensure that cooling and
transport demands are met. An equivalent equation to Equation (3.16) is also applied for
heat demand. Finally, Inequality (3.18) ensures that the networks’ capacity between zones is
higher than the energy flow.

Z OCCIbhiindcjy = Demghjy ’ Numbjy Vbh]y (3.16)
lindc
z OCTly,,,,..jy = Dem], vjy (3.17)
itrans/h
Fhjjmy < TCNjiy Vhjj'ny (3.18)

Constraint (3.18) ensures the diameter of pipelines or cables connecting zones is enough for
the flow in each time slice. For the hydrogen network, we also need to ensure capacity is
enough to accommodate for transport demand, even if there is no network installed for
heat. The total annual demand for hydrogen for transport and heat is divided by the number
of hours in a year, to enable the capacity of pipelines to at least meet hydrogen demand if
there was a permanent flow through them. This is ensured through Inequality (3.19).

FIRI

8760 < TCN]]’ hydny ijly

Finally, a carbon constraint profile -found in Appendix B- is imposed as described in the
following section to account for different decarbonisation scenarios.
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3.4 Scenario definition

Two possible ways of considering carbon emissions in this model are either by pricing
carbon, or by setting emission targets. For this work, the latter was performed. According to
Brazil’s intended Nationally Determined Contribution (iNDC) towards achieving the objective
of the United Nations Framework Convention on Climate Change (UNCFCC), their targets are
to reduce greenhouse gas (GHG) emissions by 37% below 2005 levels in 2025, and reduce
GHG emissions by 43% below 2005 levels in 2030, in terms of 100 year Global Warming
Potential (GWP-100), using IPCC AR5 values [79]. These values include the whole territory
and are economy-wide. Although these values are not necessarily directly transferable to a
city’s emissions, they will be used as the baseline scenario studied in this work. First,
economy-wide emissions for the State of Sao Paulo were obtained for the years 2005 and
2015 from [80]. Then, new iNDCs were calculated in relation to 2015, as this is the model’s
base year. With this, the baseline scenario with reference to 2015 as base year was obtained
as shown in Table 7. These values were used in the model for carbon reduction targets.
After 2030, the model was constrained to maintain the system’s emissions at most at the
previous period’s levels.

Table 7: iNDCs recalculation for 2015 as base year

iNDC base year Intended carbon reductions Intended carbon reductions
by 2025 by 2030

2005 37% 43%

2015 46% 51%

Three scenarios for the power sector, consistent with the World Energy Outlook (WEQ)
2017 [81] scenarios for Brazil were studied: the Current Policies (CP) scenario, the New
Policies (NP) scenario, and the Sustainable Development (SD) scenario. These three
scenarios assume different policies for the power sector, and therefore produce different
carbon emissions associated to the electricity consumed from the grid. For each of these
scenarios, a business as usual (BAU) and a decarbonisation (DEC) case were studied,
obtaining six scenarios studied in this research. The BAU scenarios do not impose carbon
constraints, while decarbonisation scenarios impose the model to meet the carbon
constraints defined in Table 7. The six scenarios are presented in Table 8.

Table 8: Scenario definition

WEO Scenario Business as usual (BAU), no Meeting iNDC

carbon constraint (Decarbonisation-DEC)
Current Policies (CP) CP-BAU CP-2/3DEC (CP-DEC?)
New Policies (NP) NP-BAU NP-DEC
Sustainable Development (SD) SD-BAU SD-DEC

The technoeconomic data of network infrastructure and end-use technologies, together
with energy prices and emission factors are presented in Appendix C. The model was
implemented in the General Algebraic Modeling System (GAMS) 25.0.3, a software for
modelling and solving complex and large scale linear, non-linear, and mixed integer

* As explained in the Results section, this scenario was infeasible due to impossibility of meeting the carbon
budget within the time horizon. Therefore, for Current Policies a new decarbonisation target was added,
meeting 2/3 of decarbonisation targets. This scenario is called CP-2/3DEC.
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optimisation applications [82]. It was first run for all scenarios for the base year only (2015),
imposing initial technology mixes. Capacities of equipment, networks in place, and carbon
emissions obtained for the base year were then imposed to calibrate initial starting points
for the runs.

4 Results and discussion

The model was run for the 6 previously described scenarios. The CP-DEC scenario was
infeasible. This means that intended decarbonisation cannot be met with the current
policies for the power sector. A new decarbonisation target was thus added for the Current
Policies scenarios, in which the decarbonisation target is relaxed to 2/3 of the initially
intended value (See Table 8).

Firstly, since all 3 BAU scenarios have the same costs and no restrictions for carbon
emissions, the technology mixes are the same for all of them, although the total system’s
carbon emissions are different. Figure 6 shows the installed capacity of end-use
technologies for space-cooling supply in domestic and commercial properties for the BAU
scenarios. Figure 7 shows the share of district cooling in the total supply of space-cooling
service demands for all scenarios.
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Figure 6: Total installed capacity of individual space-cooling technologies, all BAU scenarios.
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Figure 7: Total district cooling participation in space cooling supply, all scenarios

The following figures present spatially-resolved heat exchanger penetration for supplying
cooling demands, and the location and installed capacity of district cooling supply units. As
shown in Figure 7, by 2030 all scenarios except from CP-2/3DEC have nearly reached the
final percentage of participation of district cooling networks. Therefore, the spatial results
are presented for the last modelled year, 2050, for all scenarios. Additionally, results for the
CP-2/3DEC scenario are shown for the year 2030. Figure 8 to Figure 12 show the heat
exchanger penetration as a percentage of total individual space cooling installed capacity for
each zone.
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Figure 8: Heat exchanger penetration Figure 9: Heat exchanger penetration Figure 10: Heat exchanger penetration
BAU scenarios, 2050. CP-2/3DEC scenario, 2030. CP-2/3DEC scenario, 2050.
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Figure 11: Heat exchanger penetration Figure 12: Heat exchanger penetration
NP-DEC scenario, 2050. SD-DEC scenario, 2050.

The BAU scenarios resulted in the lowest penetration of district cooling networks, as the
capital costs of district cooling including networks and equipment are higher than for
individual units, and no carbon constraint is in place. However, as there is a trade-off
between network costs, energy supply costs, and end-use technology costs and efficiencies,
when cooling demands are high enough, cooling networks become cost effective despite
having higher capital costs, as the network costs are split over more customers and higher
demands. An indicator of demands being high enough for enabling cost-effective
deployment of cooling networks is the linear cooling density (LCD), which considers the total
annual cooling demand over the road length. This indicator is equivalent to linear heat
density discussed in [14], and normalises the demand by the length of the required network.
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Figure 13 and Figure 14 show the LCDs for the different zones in 2030 and 2050
respectively. For the BAU scenarios, a full penetration of district cooling networks is
obtained by 2050 for LCDs over 1100 kWh/m, and over 80% and 40% penetrations are
obtained for zones with LCDs over 300 kWh/m and 200 kWh/m respectively. When
decarbonisation targets are imposed, these thresholds decrease, enabling cost-effective
deployment of cooling networks at lower LCDs. For the CP-2/3DEC scenario presented in
Figure 10, for a LCD of over 270 kWh/m, full penetration of cooling networks is obtained by
2050, and for LCDs above 160 kWh/m, and 80 kWh/m, penetrations of 80% and 60% are
obtained respectively by 2050.

The NP-DEC scenario (Figure 11), is the most constrained feasible scenario modelled. It has
more demanding CO, reduction targets than the CP-2/3DEC scenario, and its power sector
has higher carbon emissions than for the SD-DEC scenario. This means that more efficient
and expensive technologies are needed to meet the decarbonisation constraints. Therefore
by 2050 all zones with over 50 kWh/m present full cooling network penetration by 2050.
This high penetration at low linear cooling densities- despite high capital costs of district
cooling networks and equipment- is explained by the high efficiency of district cooling units.
While the coefficient of performance of district cooling units is 5, the efficiency of individual
air-conditioning units is 0.56. Thus, in scenario NP-DEC- a carbon constrained scenario with
a relatively high carbon intensive electricity grid- the only way of meeting carbon constraints
is consuming less electricity to supply cooling demands. This is the case with district cooling,
as a result of the high coefficient of performance of the chillers, even when considering
network and heat exchanger losses.

Finally, for scenario SD-DEC shown in Figure 12, an overall lower penetration of cooling
networks is observed than for the other decarbonisation scenarios. This is because in this
scenario the power sector has the lowest emission factors, therefore more efficient and
expensive technologies are not as necessary for reaching the same decarbonisation targets.
In this case, a full penetration of district cooling networks is obtained by 2050 with LCDs
over 580 kWh/m, while penetrations of over 80% and 60% are obtained for LCDs of over
270 kWh/m and 160 kWh/m respectively.
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Figure 13: Linear cooling density 2030 Figure 14: Linear cooling density 2050

Figure 15 to Figure 19 show the location of district cooling supply technologies for all
modelled scenarios. As for the penetration of cooling networks, the location of district
cooling technologies is also directly related to linear cooling density, as seen when
comparing these results with Figure 13 and Figure 14. For the NP-DEC scenario (Figure 18)
although by 2050 full penetration of district cooling networks is obtained for all zones, the
major concentration of district cooling units is obtained in the densest cooling zones.
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Figure 15: Installed capacity of district Figure 16: Installed capacity of district Figure 17: Installed capacity of district
cooling chillers, BAU scenarios, 2050. cooling chillers, CP-2/3DEC scenario, cooling chillers, CP-2/3DEC scenario,
2030. 2050.
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Figure 18: Installed capacity of district Figure 19: Installed capacity of district
cooling chillers, NP-DEC scenario, 2050. cooling chillers, SD-DEC scenario, 2050.

Figure 20 shows the installed capacity of end-use technologies for heat supply in domestic
and commercial properties, for the BAU scenarios. Figure 21, Figure 22 and Figure 23,
present the total installed capacity of end-use technologies for heat supply for the three
power sector decarbonisation scenarios.
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Figure 20: Total installed capacity of end-use heat supply technologies. All BAU scenarios.
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Figure 21: Total installed capacity of end-use heat supply technologies. CP-2/3DEC scenario.
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Figure 22: Total installed capacity of end-use heat supply technologies. NP-DEC scenario.
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Figure 23: Total installed capacity of end-use heat supply technologies. SD-DEC scenario.

For the BAU scenarios shown in Figure 20, electric boilers in the commercial sector are
replaced by air-source heat pumps, and some gas boilers from 2040. Even though in the
BAU scenarios there are no decarbonisation targets which would explain the introduction of
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heat pumps, the higher efficiencies of air-source heat pumps are able to offset their higher
capital costs compared to electric boilers. This happens in the commercial sector and not in
the domestic sector because of its higher demands per dwelling. Towards the end of the
time horizon, some gas boilers are introduced in the commercial sector, as the price of gas is
cheaper than for electricity. Conversely, for the domestic sector, electric boilers continue to
be the most cost-effective solution, as heat demands are not high enough for lower gas
prices to offset the lower capital costs of electric boilers compared to gas boilers. From 2030
on, some domestic gas CHP units are observed, reaching around 4% of the total heat
installed capacity for the domestic sector by 2050.

For the CP-2/3DEC scenario presented in Figure 21, the initial electric boilers in the
commercial sector are replaced in 2020 by a combination of gas boilers and air-source heat-
pumps. As this scenario imposes decarbonisation targets from 2030 on, gas boilers can be
seen as a first low-cost transition technology. Gas CHPs can be seen as a second low-carbon
transition technology, which serve the purpose of decarbonising heat supply while the
transition to a lower carbon electricity grid is achieved. Towards the end of the modelled
time horizon when decarbonisation of the power grid intensifies, air-source heat pumps
reappear in the mix from 2040 on as the system’s most cost-effective technology for
supplying commercial heat while meeting decarbonisation targets. In the domestic sector,
as for the BAU scenario, electric boilers are the most cost-effective solution that meets
decarbonisation targets, with some gas CHP units covering around 6% of the domestic heat
installed capacity in 2035. Additionally, around 1% of hydrogen boilers are installed by 2050.

For the NP-DEC scenario (Figure 22), as the system is constrained to decarbonise more than
in the previous scenarios (CP-2/3DEC), heat supply in the commercial sector switches from
initial electric boilers to air-source heat pumps, and then to ground-source heat pumps,
despite these being more capital expensive. This is due to the higher efficiencies of the
latter. Then, after ground-source heat pumps meet their lifetimes, the system goes back to
air-source heat pumps in 2050, as the electricity grid has reached deeper decarbonisation.
For the domestic sector, electric boilers are partly replaced by hydrogen boilers, which
appear in the mix as a transition technology and reach 40% of the domestic heat installed
capacity in 2030. As for the commercial sector, as the power sector reaches its full final
decarbonisation, electric boilers re-enter the mix. The most unexpected results regarding
heating technologies occur in this scenario. As previously explained, as the system needs to
reach decarbonisation targets with a power sector that takes longer to decarbonise than in
the other scenarios, there is a transition period between 2030 and 2045 where hydrogen
boilers appear in the domestic sector, and ground- source heat pumps are installed in the
commercial sector as transition technologies. While in 2030 ground-source heat pumps
cover around 95% of the installed heat supply capacity of the commercial sector, hydrogen
boilers represent 40% of the domestic heat installed capacity, as previously stated. In order
to understand how this 40% of total installed capacity of hydrogen boilers is distributed
among zones, Figure 24 shows the linear heat density (total annual heat demand over road
length) of all zones for 2030, while Figure 25 shows the penetration of hydrogen boilers with
respect to the total installed capacity of heating technologies in 2030. While comparing
these two figures there is an evident relation between linear heat density and hydrogen
boiler penetration (specifically, at higher linear heat densities there is a higher penetration
of hydrogen boilers), Figure 26 can aid to get a better understanding of this relationship. As
the commercial sector has much higher individual heating demands that make ground-
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source heat pumps cost-effective, and therefore no hydrogen boilers are installed in the
commercial sector, it is useful in this case to look at hydrogen boiler penetrations from the
perspective of the domestic sector exclusively. Figure 26 shows the penetration of hydrogen
boilers with respect to the domestic installed capacity of heating technologies only, for
2030. This figure shows that for linear heat densities over 300 [kWh/m], penetrations of
hydrogen boilers are over 30% of the domestic sector’s installed capacity of heating
technologies, and for linear heat densities over 400 [kWh/m], penetrations of hydrogen
boilers over 70% of the domestic sector’s heat capacity is obtained.
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Figure 24: Linear heat density, 2030.
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Finally, regarding heat supply in the SD-DEC scenario, air-source heat pumps replace electric
boilers in the commercial sector, while electric boilers continue to be the main technology
to supply domestic heat. This scenario has the most decarbonised power sector, and
therefore emission targets are easily met with electric heat supply technologies. In this
scenario, commercial CHP units appear as a transition technology in 2025. CHP units are
only installed in zones, 9, 11, and 12. These three zones are the linear heat densest zones, as
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shown in Figure 24. In zones 9 and 11 where linear heat densities are between 1000 and
1200 [kWh/m], penetration of commercial CHPs reaches 58% and 57% of the total installed
capacity of heat technologies, respectively. In zone 12, where the linear heat density is
between 600 and 700 [kWh/m], the penetration of commercial CHPs is around 5% of the
total heat installed capacity. No CHP units are observed at lower linear heat densities in this

scenario.

Figure 27 presents the transport sector total capacity for the three BAU scenarios, while
Figure 28, Figure 29, and Figure 30 present the transport sector total capacity for the three
power sector decarbonisation scenarios.
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Figure 27: Total capacity transport sector. All BAU scenarios.
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Figure 28: Total capacity transport sector. CP-2/3DEC scenario.
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Figure 29: Total capacity transport sector. NP-DEC scenario.
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Figure 30: Total capacity transport sector. SD-DEC scenario.

For the BAU scenarios (Figure 27) the initial share of gasoline, diesel, and CNG cars are
replaced mostly by ethanol cars through 2050. Initial diesel and electric buses are replaced
by CNG buses, as higher CNG bus efficiencies offset the lower capital and fuel costs of diesel
buses. For the case of lorries, diesel continues to be the main fuel/technology, and from
2035 on some participation (1%) of hydrogen lorries is observed. For the decarbonisation
scenarios, electric cars and buses broaden their participation, as although they have high
costs, they allow to meet the carbon constraints because of decarbonised electricity grids
and higher efficiencies. For CP-2/3DEC, NP-DEC, and SD-DEC scenarios, the participation of
electric vehicles reaches 16%, 39%, and 26% of cars by 2050, and 36%, 76%, and 37% of
buses by 2050, respectively. Additionally, for all decarbonisation scenarios diesel continues
to be the main fuel/technology for lorries, with around 1% participation of hydrogen lorries
from 2035 on. As discussed previously for the case of heat supply, the NP-DEC scenario is
the most constrained scenario, as emissions from the electricity grid are higher than for the
SD-DEC scenario. Therefore, more electric vehicles than for the other decarbonisation
scenarios are required to meet carbon targets, despite the higher investment costs.

Finally, Figure 31 and Figure 32 compare the results for CO, emissions and total system costs
for all scenarios. As discussed previously, all BAU scenarios are unconstrained in terms of
carbon emissions. Therefore, the same equipment is purchased, and the system operates in
the same way for all the scenarios, obtaining the same cost and the lowest system’s cost
compared to the decarbonisation scenarios. However, as the power grid has different
emission factors in the three BAU scenarios, the CO, emissions are different between them,
as observed in Figure 31. As also discussed previously, the most constrained scenario is the
NP-DEC scenario, which results also in the one that achieves the highest system cost, as it is
the costliest to decarbonise, though still only 6% higher than the business as usual case. As
the SD-DEC scenario has lower power sector emissions, it is not necessary to purchase the
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most expensive or efficient technologies, as cheaper electric technologies are available and
can reach decarbonisation targets with a decarbonised electricity grid.
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Figure 31: CO,e emissions for all scenarios, normalised to 2015.
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Figure 32: Total system’s cost, normalised to BAU scenarios.
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Results are validated comparing them with previous literature. Regarding district cooling,
Eveloy and Ayou [83] report that cost-effective adoption of district cooling occurs at linear
heat densities of around 4000 [kWh/m]. This is a higher threshold than the one found for
the BAU scenarios, which don’t have carbon constraints and are therefore comparable in
terms of a solely economic perspective. For the BAU scenario, around 40% adoption by 2020
is found in zones with linear cooling densities over 1100 [kWh/m)]. Differences in adoption
thresholds can be explained by three factors: First, the COMET model is an integrated model
that considers synergies with other service demands, and also trades-off cost of
infrastructure with other technologies. Therefore, the reported linear heat density threshold
of 4000 [kWh/m], may not be taking into account the counter alternative: that if demand is
supplied by individual AC units, the electricity network also needs to be reinforced. It also
does not consider the cost of end-use technologies. The second factor influencing this
threshold is that, as stated by Eveloy and Ayou [83], the distribution network represents
around 50-75% of the initial investment which is highly affected by local labour costs. Brazil
has much lower labour costs than the region studied in [83]. The third factor is that Eveloy
and Ayou [83] report a value for full heat network deployment, but this work allows a partial
penetration: in 2020, around 40% of district cooling penetration is obtained, which would
possibly be at a lower linear cooling density thresholds than the one reported by Eveloy and
Ayou [83].

In terms of heating, it is more complex to validate these results with existing literature.
Most literature around heating is based on Europe. Conditions are not comparable due to
the different heat loads between European case studies and a Brazilian case study. Also, in
this model district heating was not included, given the low heat demands. However, a
general trend regarding the electrification of heat can be observed. The results showed that
by 2050, the commercial sector is mostly supplied by heat pumps, and the domestic sector
is mostly supplied by electric boilers, for all scenarios. This is in line with several European
studies which show that for lower heat densities, heat pumps [11] and electric resistance
boilers [84] in the domestic sector are cost-effective alternatives .

Results from the transport sector can be validated with findings from Pye and Daly [25], who
use the ESME energy systems model study transport modal shift in the UK under a carbon
budget. They obtain that by 2050, around 60% of the car fleet is composed by electric
vehicles. Besides different modelling inputs in terms of costs and fuel prices in Sao Paulo
and the UK, the difference of the ESME model results with the COMET’s NP-DEC scenario
(40% participation of electric vehicles by 2050) can be explained by ethanol cars. For the
case of the UK, internal combustion engines are composed mainly by gasoline or diesel cars.
This means that for the UK, lower shares of internal combustion engines and a higher
participation of electric vehicles would be needed to meet the same carbon emission
targets. Ethanol vehicles, which by 2050 represent the rest of cars’ capacity for the Sao
Paulo case study, have lower carbon emissions than diesel or gasoline internal combustion
engines, and therefore can have a higher share in the transport mix to reach
decarbonisation targets.

As set out by the Sao Paulo Statement on Urban Sustainability [85], cities around the world
concentrate resource use and greenhouse gas emissions, but they are also acknowledged as
a part of the solutions to climate change. Recognising that each city is unique, the
Statement identifies different types of efforts to develop integrated solutions, such as
setting low emission targets and integrating climate aspects “into spatial planning while
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investing in compact and connected urban development”. This work presents a useful tool
for analysing the most cost-effective decarbonisation pathways in cities (and in particular in
the City of Sao Paulo), under defined carbon targets, that can aid-policy and decision makers
to plan and implement measures throughout an extended time horizon. Among others, for
example, the spatially-resolved nature of this model can inform in which areas it is cost
effective to install district cooling, or where to install the district cooling supply units,
together with a temporal pathway for its deployment. This can be used for energy policy
planning, and cost-effective implementation of different measures.

5 Conclusion

This work presents the COMET (Cities Optimisation Model for Energy Technologies) model,
a spatially-resolved optimisation model for finding cost effective technology pathways for
decarbonising energy services in urban areas. The novelty of this work is that it presents an
energy systems model that takes into account energy service demands for heating, cooling,
electricity, and transport, and finds cost-effective pathways for supplying these demands
under carbon constraints, at a high spatial resolution, considering trade-offs between
energy supply, network infrastructure, and end-use technologies. Current energy systems
models found in the literature either represent a subset of these energy service demands in
a spatially-resolved manner; or include all these service demands in an aggregated way,
without spatial representation of network infrastructure and end-use technologies. This
work shows how spatial resolution is important in energy systems models in order to gain
insights on the optimal distribution of networks infrastructure and end-use technologies in
areas with varying demand densities. The first part of this work explains how spatially-
resolved energy service demands were obtained for the residential and commercial sectors.
The model was then implemented for the city of Sao Paulo, for a range of 6 scenarios. The
first 3 scenarios (Business As Usual or BAU) minimised the total cost for supplying energy
service demands for the three World Energy Outlook power sector emission factor
scenarios. The other 3 scenarios imposed a carbon constraint to reach carbon emission
targets under the same World Energy Outlooks power sector emission factor scenarios.

For all scenarios a relation between penetration of district cooling networks and linear
cooling density was observed. Results show that the Business As Usual (BAU) scenarios
resulted in the lowest penetration of district cooling networks, as individual air-conditioning
units resulted to be more cost-effective when trading-off network infrastructure, end-use
technologies, and energy supply costs. For the Business As Usual (BAU) scenarios, full
penetration of district cooling networks was obtained for linear cooling densities over 1100
kWh/m by 2050, and over 40% penetration was observed for linear cooling densities greater
than 200 kWh/m. When carbon constraints are imposed, linear cooling densities thresholds
for full penetration of district cooling vary between 50 kWh/m and 580 kWh/m for the
scenarios studied, while 80% and 60% penetration thresholds vary in the ranges of 160-270
kWh/m and 80-160 kWh/m, respectively. For the Sustainable Development Decarbonisation
(SD-DEC) scenario, an overall lower penetration of cooling networks is observed than for the
other decarbonisation scenarios. This is because in this scenario the power sector has the
lowest emission factors, therefore more efficient and expensive technologies are not as
necessary for reaching the same decarbonisation targets. The district cooling supply plants
were found to be located at the linear cooling densest zones as well, suggesting that if a
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progressive deployment of a district cooling network were installed in the city, it would be
cost-effective to start by subprefectures Sé, Pinheiros, and Vila Mariana.

Regarding heating technologies, in the Business As Usual (BAU) scenarios the domestic
sector continues to be supplied by electric boilers, with a small participation of combined
heat and power units towards the end of the modelled time horizon. Air-source heat pumps
appear as the most cost-effective solution for the commercial sector, with a small
participation of gas boilers at from 2040. For the decarbonisation scenarios, the technology
mix varies depending on the power sector emissions in each case. In the Current Policies
with 2/3 decarbonisation (CP-2/3DEC) scenario, the commercial sector switches its heat
supply from electric boilers to air-source heat pumps at the end of the period. However, as
this scenario has a more relaxed carbon constraint, gas boilers and gas combined heating
and power appear between 2030 and 2040, which serve the purpose of decarbonising heat
supply while the transition to a lower carbon electricity grid is achieved. When
decarbonisation of the power grid intensifies towards 2045 air-source heat pumps reappear
as the most cost-effective technology for supplying commercial heat while meeting
decarbonisation targets. The domestic sector continues to be supplied by electric boilers,
with a small participation of combined heating and power and hydrogen boilers towards the
end of the period. In the New Policies Decarbonisation (NP-DEC) scenario the commercial
sector switches its heating technologies from electric boilers to air and ground-source heat
pumps, with a full penetration of air-source heat pumps by 2050. In the domestic sector,
electric boilers continue to be the main heat supply technology. An unexpected behaviour is
observed in this scenario, as the system needs to reach decarbonisation targets with a
power sector that takes longer to decarbonise than in the other scenarios. A transition
period between 2030 and 2045 is observed, where hydrogen boilers reach 40% of the
domestic sector capacity, and ground- source heat pumps cover around 95% of the
commercial sector’s capacity. In the Sustainable Development Decarbonisation (SD-DEC)
scenario, air-source heat pumps replace electric boilers in the commercial sector, while the
domestic sector continues to be supplied by electric boilers.

For the transport sector, in the Business As Usual (BAU) scenarios the main technology
replacing the initial gasoline, diesel, and compressed natural gas cars are ethanol cars.
Diesel and electric buses are replaced by compressed natural gas buses, while diesel
continues to be the dominant technologies for lorries, with a small participation of hydrogen
lorries. In the decarbonisation scenarios, higher penetrations of electric vehicles appeared in
the mix to meet carbon constraints, reaching 16%, 39%, and 26% of cars by 2050, and 36%,
76%, and 37% of buses by 2050, for the Current Policies with 2/3 decarbonisation (CP-
2/3DEC), New Policies Decarbonisation (NP-DEC), and Sustainable Development
Decarbonisation (SD-DEC) scenarios respectively. Lorries continue with the same trend as in
the Business As Usual (BAU) scenarios. As opposed to most research in European contexts, a
high participation of ethanol cars are found complementing electric cars, due to cost-
effectivity for reaching carbon targets in all scenarios.

Finally, the most constrained scenario is the New Policies Decarbonisation (NP-DEC)
scenario, which results in it being the costliest to decarbonise. However, the total system’s
cost is only 6% higher than the business as usual case with these techno-economic
assumptions. This means that from a system-wide perspective achieving decarbonisation
targets is not as costly even in the most constrained scenarios.
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This paper has presented a novel spatially-resolved model that supplies transport, heating,
cooling, and electric appliances energy services in urban areas, and the model was
implemented for the city of Sao Paulo. This work shows the importance of using spatially-
resolved energy systems models for planning technology deployment in urban areas, as
depending on specific demand densities different results can be found cost-effective among
zones. This model also shows the importance of considering trade-offs between end-use
technologies, network infrastructure, and energy supply, for supporting potential policy
decisions to inform cost-effective investments.
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Appendix A.

Nomenclature

Sets
Index Description Set elements
a Fuel type gas, hyd, eth, gaso, dies, CNG
b Demand type dom,comm
h Time slice [Hours] hy,hy,..hqiy
giste District cooling supply ChillerDC
technologies
lind Individual heat supply CHPyom, CHP,. o 1um, Boilergom, Boilet.omm, EBoiler om,
technologies EBoiler,omm, ASHPom, ASHP,omnm, GSHP 301, GSHP.5mm,
HydBoiler,,m,, HydBoilet,ymm, HYACHPyom, HYACHP, o rim
linde Individual cooling ACaom» ACcomm HXT Cyom, HXT Comm
supply technologies
ltrans Transport supply Eth.q,, Gaso.qy, Diesqqr, CNGoor, Elecegr, Hyd cor,
technologies Diespys, CNGpys, Elecpys, Hydpys,
Dieslorry' CN Glorry' Hydlorry
itrans,,s Subset of transport Diespys, CNGpys, Elecpys, Hydpys,
€ irrans  technologies that are
buses
ltranscq, SUbset of transport Eth,.,, Gasocqr, Diescqr) CNGogr, Elecqqr, HYd cor
€ irrgns  technologies that are

Ltransdiesel

€ ltrans

ltranseec

€ ltrans

Ltransgas

€ ltrans

ltranshydl

€ ltrans

ltranslorry

€ ltTCLTlS

j
n
TC

y

cars
Subset of  diesel
consuming transport
technologies

Subset of electricity
consuming  transport
technologies

Subset of gas
consuming  transport
technologies

Subset of hydrogen
consuming  transport
technologies

Subset of transport
technologies that are
lorries

Zones

Network type

Supply  temperature
district cooling

network [K]
Time period [Years]

Dies¢qr, DieSpys, DieSiorry

Elec.qr, Elecyys

CNG.qr) CNGpys, CNGlorry

Hydcar: Hydbusv Hydlorry

Dieslorry' CN Glorry' Hydlorry

1,2,..,32
gasn, elecn, hydn, cooln
TC

2015,2020,2025,2030,2035,2040,2045,2050

Decision variables

Variable Description Units
CCNjjmyy,  Continuous variable. Capacity of network type n that connects zones jkW

and j' installed in year y remaining in year y’
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Variable Description Units
COSTS Continuous variable. NPV of total system’s costs £
co2 Continuous variable. Total CO2 equivalent emissions tonCO2e
CPT Continuous variable. NPV of total system's capital costs £
DCCDy,,.jc yy Continuous variable. Capacity of district cooling supply technology ig;s¢ckW

DCCIbiindchY’
DCHI biinajyy’
DCN;

jimyyr

D CTIitransj)’)”

DLNjnyy,

ELEC;JT
ELECD;°T

ELECTR}°T

EQ
ES

FE
Frjjmy

CONS
Frjny

CONSTRH
Fiy

GEN
F hjny

GENTRH
Fy

IN
thny

INTRH
Fiy

ouT
F hjny

OUTTRH
Fiy

TRH
Fijry

FUELgpn,y

of temperature level TC in zone j installed in year y decommissioned in
yeary’

Continuous variable. Capacity of individual cooling supply technologykW
iindc for demand type b in zone j installed in year y decommissioned in
yeary’

Continuous variable. Capacity of individual heat supply technology i;,qkW

for demand type b in zone j installed in year y decommissioned in year
!

y
Continuous variable. Capacity of network type n that connects zones jkW

and j' installed in year y and decommissioned in year y’

Continuous variable. Capacity of individual transport supply technologykm
ltrans IN zONe j installed in year y decommissioned in year y'

Continuous variable. Network length of network type n installed withinkm
zone j in year y decommissioned in year y’

Continuous variable. Total electricity consumed from the grid by demandkWh
type b in yeary

Continuous variable. Total electricity consumed from the grid by districtkWh
technologies in year y

Continuous variable. Total electricity consumed from the grid bykWh
transport technologies in year y

Continuous variable. NPV of total equipment's capital costs £
Continuous variable. NPV of total system's incomes from sellingf
electricity to the grid

Continuous variable. NPV of total system's fuel and electricity costs £
Continuous variable. Flow in network n from zone j to zone j’ in timeslicekW
hinyeary

Continuous variable. Flow in network n consumed in zone j in time slice hkW
inyeary

Continuous variable. Annual flow of hydrogen for transport in hydrogenkWh
network consumed in zone j in year y

Continuous variable. Flow in network n generated in zone j in time slice hkW
inyeary

Continuous variable. Annual flow of hydrogen for transport in hydrogenkWh
network generated in zone j in yeary

Continuous variable. Flow in network n from outside the boundaries ofkW
the city into zone j in time slice h in year y

Continuous variable. Annual flow of hydrogen for transport in hydrogenkWh
network from outside the boundaries of the city into zone j in yeary
Continuous variable. Flow in network n from zone j to outside thekW
boundaries of the city in time slice hin yeary

Continuous variable. Annual flow of hydrogen for transport in hydrogenkWh
network from zone j to outside the boundaries of the city in yeary
Continuous variable. Annual flow of hydrogen for transport in hydrogenkWh
network from zone j to zone j' in yeary

Continuous variable. Fuel a consumed by demand type b in zone j inkWh
tumeslice h in yeary
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Variable

Description Units

FUELLYY

FUELD gy
FUELDZ)T

FUELTR,j,

FUELTRZJ™

ICNjjmy

MChjj' rcy

MNT

NCCDidistcj TCy

NCCIbiindcjy
NCHIbiindfy

NCTI;

transJ¥

ND Cidistcj TCy

NDCD;y i, jrcy
NLNj,

NTW
OCCDhidistcj TCy

OCClphispgejy

OCHIphisngjy
OCTIhitrunsjy
SLV

TCCDidistcj TCy

TCCIbiindcjy
TCHI biinajy

TCNjjimny

Continuous variable. Total fuel a consumed by demand type b inyeary kWh

Continuous variable. Fuel a consumed by district technologies in zone j inkWh
time slice hiinyeary

Continuous variable. Total fuel a consumed by district technologies inkwWh
yeary

Continuous variable. Fuel a consumed by transport technologies in zone jkWh
in time slice h in yeary

Continuous variable. Total fuel a consumed by transport technologies inkWh
yeary

Continuous variable. Capacity of network type n that connects zones jkW
and j' installed in yeary

Continuous variable. Water mass flow cooling network from zone j tokg/s
zone j' in timeslice h and year y at temperature level TC

Continuous variable. NPV of total annual system's maintenance costs £
Continuous variable. New installed capacity of district cooling supplykW
technology ig;st. Of temperature level TC in zone j in year y

Continuous variable. New installed capacity of individual cooling supplykW
technology i;,4. for demand type b in zone j in year y

Continuous variable. New installed capacity of individual heat supplykW
technology i;,4 for demand type b in zone j in year y

Continuous variable. New installed capacity of individual transport supplykm
technology ityqns in zone j in year y

Integer variable. Number of district cooling supply units of technology-
iqistc Of temperature level TC purchased in zone j in year y

Integer variable. Number of district cooling supply units of technology-
iqistc Of temperature level TC decommissioned in zone j in year y
Continuous variable. New network length of network type n installedkm
within zone j in year y

Continuous variable. NPV of total networks' capital costs £
Continuous variable. Capacity of district cooling supply technology i;;s:ckW
of temperature level TC in zone j which is operating in timeslice h in
yeary

Continuous variable. Capacity of individual cooling supply technologykW
iinac for demand type b in zone j which is operating in timeslice h in year

y

Continuous variable. Capacity of individual heat supply technology i;,,qkW
for demand type b in zone j which is operating in timeslice h in year y
Continuous variable. Capacity of individual transport supply technologykm
ltrans in zone j which is operating in timeslice h in year y

Continuous variable. NPV of total system's salvage value at the end off
the modelling period

Continuous variable. Total capacity of district cooling supply technologykW
igistc Of temperature level TC in zone j remaining in year y (it doesn’t
matter when it was installed)

Continuous variable. Total capacity of individual cooling supplykW
technology i;,, 4. for demand type b in zone j remaining in year y

Continuous variable. Total capacity of individual heat supply technologykW
ijnq for demand type b in zone j remaining in year y

Continuous variable. Total capacity of network type n that connectskW
zonesjandj inyeary
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Variable Description Units

1 TCTl,,,,.jy Continuous variable. Total capacity of individual transport supplykm
:23 technology itrqns in zone j remaining in year y
4 TLNjy,, Continuous variable. Total network length of network type n within zonekm
5 jinyeary
6 VCCD;,,,.jrcyy Continuous variable. Vintage capacity of district cooling supplykW
7 technology i;is:c Of temperature level TC in zone j installed in year y
8 remaining in year y’
18 VCCly,,,.jyyr Continuous variable. Vintage capacity of individual cooling supplykW
11 technology i;,4c for demand type b in zone j installed in year y
12 remaining in year y’
13 VCHIyy,, ,jyyr  Continuous variable. Vintage capacity of individual heat supplykW
14 technology i;,4 for demand type b in zone j installed in year y remaining
12 inyear y’
17 VCTI;,, ...jyyr Continuous variable. Vintage capacity of individual transport supplykm
18 technology i;rqns in zone j installed in year y remaining in year y’
19 VLNjnyy Continuous variable. Vintage network length of network type n installedkm
20 within zone j in year y remaining in year y’
2; Yoz, Continuous variable. Yearly CO2 equivalent emissions tonCO2e
23 Scalars
24
25
26 Scalar Description Value
27 c Specific heat capacity of water 4.1813 kl/kg K
28 M, M1 Big numbers
29 r Discount rate 7%
22 Yfinal Final modelling year 2051
32
33 Parameters
34
35 Parameter Description Units
36 nEl . Electric efficiency of individual CHP -
;Z; nz;’l?gfn Thermal efficiency of cooling technology i4;s:c Of temperature level -
TC
28 nl.Ti:i Thermal efficiency of heat technology i;,4 -
41 773::;5 Thermal efficiency of cooling technology i;,4¢ -
2323 nz;’rf:s Thermal efficiency of transport technology i;rqns km/kWh
44 Capi[;fstcTC Maximum thermal capacity of cooling technology i at kW
45 temperature level TC
46 Cb; 1if zone j is a city boundary, 0 if not. -
j; Costgi’indjy After diversity capital cost for demand type b of individual heat supply £/kW
49 technology i;,,4 in zone j and year y
50 Costgi’iidcjy After diversity capital cost for demand type b of individual cooling £/kW
51 supply technology i;;,4. in zone j and year y
52 Costgi?sctcj rc. Capital cost for district cooling supply technology iys:c in zone j for £/kW
o3 " temperature level TC in year y
gg CostgiTt:ansjy After diversity capital cost of individual transport supply technology £/km
56 Itrans iN ZOne j and year y
57 Costi’fi’itTy Decommission cost of district heat supply technology igi; of £/kW
58 temperature level T in year y
28 CostPPC ., Decommission cost of district cooling supply technology igis;c of £/kW
61
63
64
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Parameter  Description Units
temperature level TC in year y
CostP! , Decommission cost of individual heat supply technology ijq inyeary — £/kW
CostP!¢ . Decommission cost of individual cooling supply technology iingc in  £/kW
yeary
Costl-[er;nsy Decommission cost of transport supply technology i;,qns in year y £/km
Costfy Electricity price for demand type b in year y £/kWh
CostyP Electricity price for district technologies in year y £/kWh
Costy ™R Electricity price for transport technologies in year y £/kWh
Costgby Fuel price of fuel a for demand type b in year y £/kWh
Costfy Fuel price of fuel a for district technologies in year y £/kWh
CostgyR Fuel price of fuel a for transport technologies in year y £/kWh
Cost*P¢ ,~ Annual maintenance cost of district cooling supply technology igisc in - £/kW
yeary
Cost{,"{i’ndjy Annual maintenance cost after diversity in zone j for demand type b £/kW
of individual heat supply technology i;,4 in year y
Costyil® i, Annual maintenance cost after diversity in zone j for demand type b £/kW
of individual cooling supply technology i;,4. in year y
COSt{\t/Ir’IZ;szy Annual maintenance cost in zone j of transport supply technology £/km
ltrans INYEArY
Costﬁf,’ Average capital cost of distribution network n in year y £/km
Cost,’}'f Diameter dependent capital cost of network n in year y £/kW km
COSti(ZZZnSy Variable operation cost for transport supply technology i;,qns in year £/km
djji i]inear distance between zone j and zone j’ km
Demghjy After diversity individual cooling demand of customer type b in kW
timeslice h in zone j and year y
Demfhjy After diversity individual electricity demand of customer type b in kW
timeslice h in zone j and year y
Demﬁhjy After diversity individual heat demand of customer type b in timeslice kW
hinzone j and yeary
DeijyC Total annual transport demand for cars in zone j and year y km
Dem]-TyB Total annual transport demand for buses in zone j and year y km
DeijyL Total annual transport demand for lorries in zone j and year y km
Dury, Duration of time slice h hours
Emfy Consumption based emission factor of electricity grid for demand type tonCO2e/kW
binyeary h
Eng Consumption based emission factor of electricity grid for district tonCO2e/kW
technologies in year y h
EmETR Consumption based emission factor of electricity grid for transport tonCO2e/kW
technologies in year y h
Emgby Emission factor of fuel a for demand type b in year y tonCO2e/kW
h
Emgf,’ Emission factor of fuel a for district technologies in year y tonCO2e/kW
h
EmE3R Emission factor of fuel a for transport technologies in year y tonCO2e/kW
h
HP, Heat profile parameter in time slice h, expressed as a fraction of peak -
heat demand.
LossCrc  Average loss (% of heat generated) of cooling distribution network of -
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Parameter  Description Units
supply temperature TC
LtiDd(i:stcTC Lifetime of cooling supply technology i at temperature level TC Years
Lti]ind Lifetime of heat supply technology i;,,4 Years
Lti[i(r:ldc Lifetime of cooling supply technology i;,,4. Years
Lt Lifetime of network n Years
g;:ans Lifetime of transport supply technology i;;qns Years
MRI; Main road length within zone j: Motorway, trunk, primary, secondary. km
Nbjj, 1if zones j and j'are neighbours, 0 if not. -
Ndc, Intended nationally determined contribution: carbon reduction
targets for year y, with base on the first year modelled (2015 in this
case).
Numy, j,, Number of customers of demand type b in zone j in year y -
Rl Road length within zone j km
Sellf; Electricity price for selling electricity to the grid in year y £/kWh
TCE. Return temperature of cooling network of supply temperature level K
TC
Appendix B. Model formulation

Minimise total system’s costs

Minimise net present value of the total system’s costs.

Cost components

Annual maintenance costs:

min COSTS = MNT + FE + CPT + DEC — SLV — ES (B.1)

1 (B.2)
_ CostMl . .~ '
MNT = z TCHIpizngjy * COSthingjy A+7r)”
biinajy
1
MIC I
+ Z TCCIbiindjy . COStbiindcjy ’ (1 + r)y
binacjy
1
MDC -
+ TCCDyyjrey - COStygyq ey - @+nryy
idistc] TCY
1
MT _
b IOy COSET iy sy
ltrans]Y
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Purchase fuel and electricity from networks

FE = Z FUELL)} - Costyy, - a ) 5+ 2 FUELDEOT - CostE? -

aby

Capital cost

Z FUELTRZJT - Costii R -

a+ry )y
. ; + z ELECDIOT . CostEP . ———
a+ryy o Y Yo @+
TOT . ETR ,
+ZELECTRy Costy —(1+r)3’

y

CPT = EQ + NTW

Where capital cost of equipment and networks is respectively:

CEQ =

NTW = Z

NCHIy, iy

biinajy

CIC I
+ z NCCIbiindcjy ) COStbiindey . (1 + T')y

1
COStblmd]y (1 + r)y

1

biinacjy

z NCCDldtst jTCYy COStldlStcj TCy " (1 + T')y

idistc] TCY
1
CT -
+ 2 NCTIitransjy COStltr:"S"y (1 + T')y
itransjy
ICN;
J] ny -d;; /- CosthT - a )y + Z NLNjy,, - Cos
jny
CPT = EQ + NTW
46

a+nry

Z ELEC;)" - Costy,

1

tND

WYo@+r)Y

(B.3)

(B.4)

(B.5)

(B.6)

(B.7)
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Salvage value

_ cI lmd (Yflnal Y) 1 (B.8)
SLV = Z VCHIpisngjyysinat - COSthizajy ° Lt (A + r)Yrina
binajy tind
Ltiz . — (¥ )
cic llndc final —
+ Z VCCIbiindcf)’)’final ’ COStbiindcjy LtIC
biinacjy tinde

1
' (1 + r))’final

cDC
+ Z VCeeD iqgisti TC YYfinal COStidistcj TCy
igistc) TCY

LtldlstcTC (yfinal - 3’) ) 1
Ltfc)icl:stcTC (1 + r)yﬁnal
Lt —(y y)
CT itrans final —
+ Z VCTIitransfﬁVIVfinal COStltr:nsly = LtTr
itransJy trans
' (1 + -r).'Vfinal
CCN; LtY — Wrinal — V)
Jjj nyyfmaz vt ttn — Urinal — Y
jJ ny
(1 + -r-)ZVflnal
VL C ND LtTIY - (yfinal - y) 1
+ inyy fina - €Sty LN (1 + r)Yrina
jny "
Electricity sold to the grid
ES =Y FSEN. . Dur, - Sellf - —— (B.9)
- hjelecny Urp e y (1 + T')y

Constraints
Capacity constraints

Vintage capacity
Vintage capacity is the new capacity minus what has been decommissioned previously:

I*

VCHI iy, gjyy' = NCHIpyy 5y = z DCHIpigjyy’ ¥ biinafyy <Y (B.10)
v
= o - B.11
VCCIbiindeyy,* —_ NCCIbllndey Z DCCIblmch}’Y’ V bllndC}’y S y ( )
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Ix

y
VCCDiyyojreyy' = NCCDiyojrey = z DCCD;yygpejreyy’ ViaistcITC,

y'=0
y=y

yl*
VCTIitransjyy’* = NCTIitransjy - Z DCTIit‘ransz}” v itransj:y = y’
y'=0

Total installed capacity

(B.12)

(B.13)

Total installed capacity is all vintage capacity independently of when it was installed:

!

y
TCHIyiypqjyr = z VCHIyiiqjyy"
y=0
yl
TCClyipgejyr = ) VCClpiy g jyy’
y=0
y’
TCCDjygpejreyr = ) VCCDyy, jreyy’
y=0
yl
TCTIitranst” = VCTIitransjyy,
y=0

Lifetime decommissioning

Equipment must be decommissioned at most when it reaches its lifetime:

I

y+Ltlind
NCHIy gy = DCHI g7y
y'=0
IC
y+Ltiindc
NCCIbiindcjy = Z DCCIbiindcjyy’
y'=0
DC
y+LtidistcTC
NCCDidistchcy = Z DCCDidistchny’
y'=0
Tr
y+Ltitrans
NCTIitransjy = z DCT]itransjyy,
y'=0
Boundary conditions
VCHIpiygjyyr =0
VCCIbiindcj)’Y’ =0
48

Vbiindjy,

Vbiindcjy,

VigistcJTCY'

Vitrans/y '

Vbimajy

Vbiindcjy

Vidistcj TCy

V l transj y

Vbiinaj,y >y’

Vbiinaci,y >y’

(B.14)

(B.15)

(B.16)

(B.17)

(B.18)

(B.19)

(B.20)

(B.21)

(B.22)

(B.23)
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VCCDidistchCYY’ =0

VCTI, =0

transJYY!

DCHIpiygjyyr =0
DCCIbiindch’Y’ =0

DCCDidistchCYY’ =0

DCT; 0

transiyy! —

Installed and operating capacities

!

VigistcJTC,y >y
Yitrans)y >y’
Vbimaj,y 2y’
Vbiinac,y 2y’

VigistcJTC,y =y

Vieranshy =y’

Operating capacities are constrained by the installed capacity:

OCHIbhiindfy = TCHIbiindjy
OCCIbhiindcjy = TCCIbiindcjy

OCCDhiygpojrcy < TCCDiyy, jrcy

Z OCTIhitransjy = TCTIitransjy
h

Following demand load profiles:
HPy - OCHIy peak isngjy < OCHIpniy, , jy
CPp - OCClp peak izngcjy = OCClohizngcjy
Charging patterns for electric vehicles:
TPy - OCTly itransppejy = OCT lpeak itranseee jv

Integer district technologies:
DC —
NDCidistchCy ' CapidistcTC - NCCDidistchCy
DC —
NDCD;yyqycjrey - CaPigygpere = 2 DCCD;yygpcjrey'y

y'<y

NDC NDCD;

idistcJTCY? distcJTCY

Non-negative capacities:
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vb hiindj y
vb hiindcj y

VhidistchCy

V l transj y

Vbhiindjy

Vbhiindcjy

Vhjy

VigisecJTCY

VigisecJTCY

ezt

(B.24)
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(B.28)

(B.29)

(B.30)
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NCHIpyy, gy, VCHIpiy iy, DCHIpijyy's TCHIpg 4y,

OCHlIphiygjyr NCClpigejy, VCCTpiyyejyy's  DCCTpig40jyy's

TCClyiygejyr  OCClphiggejyr  NCCDiyyg jrey
VCCDidistchCYY” DCCDidistchCJ’J’” TCCDidistchCJ”
OCCDhidistchCJ” NCTIitransjy' VCTIitransjyy”
DCTIitransjyy,' TCTIitransjy' OCTIhitransjy >0
Networks
Infrastructure between zones
Connected networks:
yl*
CCONjjinyys = ICNjjrmy = z DCNjjinyy: vij'n vy <y”
y'=0
Total capacity:
TCNjjmy = Z CCNjjrmyry vjj'ny

y'<sy

Decommissioning initial networks and lifetimes:

ICNjjry, y
DCNjjrmy,y = g Vjj',yo <y,n = gasn,elecn
y+Lt,’1V
ICN]]Iny = Z DCij'nyy’ VJ]'ny
y'=0

Non-negative capacities and border conditions:

ICij’ny, CCij’nyy’, DCij’nyy’ = O VJ],nyy,

CCNjjinyy =0 vjj'm, Vy>y
DCNjjrpyyr =0 vjj'm,  Vyzy'

Symmetric networks:

CCNjjrnyy' = CCNjt jyyr vjj'nyy'
DCNjjimyyt = DCNjt jnyy vji'myy’

Infrastructure within zones

Vintage capacity for networks:
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(B.47)
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y
VLNjnyy'+ = NLNjny — z DLNjyyyr vjn, vy < y"
y'=0
Total network length:
TLNjpy = Z VLN, Vjny

y'sy

Decommissioning initial networks and lifetimes:

DLN.: — M Vi < — l
nyoy — ) 1, Yo < yn = gasn,elecn
y+Lt,’\l’
y'=0

Non-negative lengths and border conditions:

NLNjny,  VLNjyy,  DLNj,r 20 vinyy'
VLNjpyyr =0 vin,Vy >y’
DLNjnyyr =0 vjn, vy =y’

Gas network length:

Zb,iind=boilers, gas CHPs TCHIbiindjy
H H
Dem, peakdomjy Numdomjy + Dem omm peakcomm jy

S TLNj gasny vjy

N UMcommjy

Electricity network length:

Zb,iind=ASHP,GSHP,eradiators TCHIbiindjy

- RI:

H H
Demg,, peakdomjy ° Numgomjy + Dem

comm peakcomm jy Numcommjy
S TLNj gtecny VJy

Zb,iindc=ACdom,ACcomm TCCIbiindcjy

c . - c
Demdom peakdomjy Numdomjy 0.07 + Demcomm peakcommjy
< TLNj elecny ij
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N UMcommjy
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(B.61)

Zb lind=ASHP,GSHP,eradiators OCHIbhiindjy
Demdom peakdomjy Numdomly + Dem[l

comm peakcomm jy Numcommjy

Zb linagc=ACdom,ACcomm OCCIbhiindcjy

Demdom peakdomjy Numdomly + Demcomm peakcommjy
OCTIh elecvjy [km]

] Duration (h)

N UMcomm Jjy

UZIZTC; [kWh

E . ; . ,
Demdom peakdomjy Numdom}y + Demcomm peakcommjy Numcommjy

E
XpDem iy, - Numy;,,

- RL
E E . . 7

Dem;om peakdomjy - NuMdomjy + DeMeomm peakcommjy - NMcomm jy
< TLNj elecny thy

Hydrogen network length:

For heat:

Yibiing=hyd boilershyd cips T CHIpi, iy (B.62)

Demdom peakdomjy Numdom]y + Demcomm peakcomm jy
< TLNj hydny Vjy

N UMcomm Jjy

For transport:

TCTI
%"“’” MRL; < TLN; yan y Vjy (8.63)
em;y

Cooling network length:

Zb iindc=HXTCdom,HXTCcomm TCCIbiindey (B.64)

Demdom peakdomjy Numdom]y + Demcomm peakcommjy
< TLN] cooln(TC*)y VJTC y

Rl

N UMcomm Jjy

All network lengths for heat:
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z TLN;j heatn(r) y + TLN; gasn y (B.65)
T

H H
Demgym, peakdomjy Numdomjy + Dem omm peakcomm jy NumCOTnme’)

RI,
< Yib,ijna=hyd boilershyd cips T CHIpi, iy

< Zb,iind=ASHP,GSHP,eradiators TCHIbiindjy

H H
Demgym, peakdomjy Numdomjy + Dem omm peakcomm jy NumCOTnme’)

Energy balances

In each zone, for all networks:
IN ouT CONS | [RGEN _ ; .
thny_ hjny+Zth'jny_thjj'ny_thny +thny =0 Vhjny (B.66)
jl jl
Annual energy balance for hydrogen for transport:

INTRH _ OUTTRH TRH _ TRH _ CONSTRH GENTRH _ : B.67
FTRI — FQUTTR 4 ) I~ ) B~ FONSTR 4 FENTI <0 gy (86)
jl jl

Gas network energy consumption and generation:

OCHlpp;,, , B.68
b, 77iind
lina=
boilers,
CHPs
Fifoasny =0 Vhjy (B.69)

Electricity network energy consumption and generation:

CONS _ E lindJY ( . )
thelecny _ZDembhjy 'Numbjy + Z Thi
b D, Mina
lind=
ASHP,
GSHP,
eradiator
OCCIbhiindey OCTIh elecv jy Vhi
ThIC TRTT o> ]y
b, nimdc Nelecv h
lindc=
ACdom,
ACcomm
EI
GEN _ nCHPind , (B71)
Fyielecny = 2 OCHlyh chpind jy * —Tr— Vhjy
b CHPing

Hydrogen network energy consumption and generation:
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FCONS — _ Z OCHIphiygjy Vhjy

hjhydny — nThI
b, lind
lind=
hyd boiler,

hyd microCHP,
GEN _ .
Finyany =0  Vhjy

FCONSTRH _ Z OCTIh hyav jy
Jy

ThTr

F}(}?}ENTRH =0 Vjy
Cooling network energy consumption and generation:
OCClphiyngcjy
ThIC
b, nlindc
lindc=HX(TC*)s
FEES ngrcryy = . (1= L055Crer) - 0CCDhiy jrcy

ldistc

FCONS —
hj cooln(TC*)y —

Further energy flows, networks, and demand constraints
Meeting heat, cooling, and transport demands:

Z OCHlypi,, ,jy = Dempyy, - Numyj,

lind

z OCCIbhiindcjy > Demghjy . Numbjy

iindc

T .
OCTIhitransjy = Demjy V]y

itrans:h

Cooling network water mass flow:
mchjj'TC*y -(TC* — TCTEC) C= thj' cooln(T*) y
Network capacity enough to meet flow:

Fhjjmy < TCNjjrmy

Capacity for hydrogen demand if there was a permanent flow through them:

TRH )
F}'J"y + Zh thj’ hydny Durationy

8760

S TCNjj hyany

Networks can be installed between neighbour zones:

ICN;;r,,, < Nbj;, - M

Jjjny — Jir
CCNjjinyy' < Nbjj, - M

54

vjy

VRTC*y

VRTC*y

Vbhjy

Vbhjy

Vhjj'TC*y

Vhjj'ny

Vjj'y

Vhjj'ny

Vhjj'nyy'

(B.72)

(B.73)

(B.74)

(B.75)

(B.76)

(B.77)

(B.78)

(B.79)

(B.80)

(B.81)

(B.82)

(B.83)

(B.84)

(B.85)
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Frjjimy =0 vhny,j =J'

TRH _ .
Fjj'y - 0 Vy'] _]
Mmcpjjircy =0 VhTCy,j =]

Energy flows from and to outside the city boundaries:

Fitny < Cbj - M Vhjny

Foin < Chp - M Vhjny

Fy TR < Cb; - M vjy
OUTTRH .

Non-negative variables:

IN ouT CONS GEN INTRH OUTTRH
Fajny:  Frjnys  Frjjmys Frjny s Frjny Ey 7 Fy ,
TRH CONSTRH GENTRH 3 ;o
Fijry Fyy ’ Fiy , MCpjjircy 20 Vh,j,j',n,
TC,y

Fuel and electricity consumption and CO, emissions

Hourly fuel consumption of individual and district level heat and cooling supply

technologies:

FUELqpnjy = z TI"-Durh + z T;Cndc
ling fuel:a lind iindc fuel:a lindc
- Dury, Vabhjy
OCCDy,; ... i
FUELDgy, = i1 pyp,  Vahjy
TC, T,idistc TC

igistc fuel:a

Total annual fuel consumption by demand type, not including transport:
FUELLJ) = 2 FUELgphjy Yaby
hj

Annual transport fuel consumption:

OCTIy;;
FUELTR,j, = —Leransy vajy
R,itrans fuel: a nitrans
FUELTREST = 2 FUELTRq), vay
i
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Electricity consumption from the grid for heating and cooling:

OCHIphiy,,, jy

ELEC;)T = ZDemthy Numyjy, - Dury, + Z —= - Dun,
hj nllnd

llnd—
ASHP,
GSHP,
eradiator
OCClypni.. . i
indcJY
+ Z ThIC Dury, Vby
hj lindc
lindc=
AC_dom,
AC_comm

OCCDhidlstchCy

77ThDC
hjTC laistc TC
idistc

ELECD}°T =

-Dury, Vy

Electricity from the grid for transport:

OCTIhitransjy

ELECTRICT = Z At
hj 77ltrans

Vby
itrans=
elecv

Total system’s equivalent CO, emissions:

€02 = Z FUELL)Y - Emfy,, + z FUELDI)™ - Em&) + Z FUELTRI)™ - Em{,
aby ay

+ z ELEC;)" - Emj, + Z ELECD]°T - Em}P

+ Z ELECTRTT - EmET — z Frfolecny * DUty * EMGomy y
ay hjy

Yearly CO2 emissions

Ycoz, = Z FUELLYT - Emby, + Z ELEC;JT - Emj, + Z FUELTRIJT - EmEY

+ Z ELECTRTOT - EmET — Z Frfelecny * Duth * EMGoms

Carbon constraints, according to Brazil’s iNDCs:
YCO025025 < (1 — Ndcygzs) - YC025015
YCO023930 < (1 — Ndczp30) " YCO025015
YCO25435 < YCO2,03
YCO025040 < YCO2035

YCO2;045 < YCO25049
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YCO2,450 S YCO25045 (B.108)
Appendix C. Techno-economic data
Table A: Network infrastructure costs and parameters
Network Distribution Distribution Losses Lifetime [years] Source
average cost capacity cost
[2015€/km] [2015£/kW km]
Electricity 171570 2.48 Included in price 50 [86, 87]
of electricity
Gas 493330 3.7 Included in price 50 [88, 89]
of gas
Hydrogen 493330 3.7 Included in price 50 [88, 89]
of hydrogen
Cooling 411380 13.6-12.6 8% 50 [40, 90]
57



O Joy U WM

OO OO U U OO OrTOrdd BB BB DSEDDDNWWWWWWWWWWNDNNDNDNDNDNDMNNDMNNNMNNNMNNRERRRRRRERRERE
G WNhHFHROoOWwWOJdJOUbDdWNREFOOWOJIOUDd WP OOOJOOUNPd WNREPOWOWOJoOYYOUd WDNE OWOJoYUdWwNEFE O

Table B: Prices and emission factors of fuels and electricity

Energy supply Emission Price 2015 Price 2030 Price 2050 Source
factor [£2015/kwh] [£2015/kWh] [£2015/kWh]
[kgCO.e/kWh]

Gas' 0.20196 0.010869 0.025433 0.022800 MUSE Brazil
(36]

CNG 0.20196 0.104835 0.147082 0.131851 MUSE Brazil
(36]

Diesel 0.26676 0.050507 0.062810 0.060250 MUSE Brazil
(36]

Ethanol 0.233532 0.032830 0.040827 0.039162 MUSE Brazil
(36]

Gasoline 0.252 0.050507 0.062810 0.039162 MUSE Brazil
(36]

Hydrogen’ 0.0495 0.07812 0.07812 0.07812 [89, 91]

Electricity CP: Commercial: Commercial: Commercial: [36, 81, 92]

2015 0.156627 0.055685 0.069606 0.069606

2030 0.080336 Residential: Residential: Residential:

2050 0.081285 0.085007 0.106259 0.106259

Electricity NP:

2015 0.15663

2030 0.06076

2050 0.06333

Electricity SD:

2015 0.1566

2030 0.0191

2050 0.0158

* The cost of distribution of natural gas and hydrogen is discounted, as the model intrinsically pays for
distribution when choosing whether or not to build pipelines. Other fuels are assumed to be transported by

tankers.

> This is the cost of hydrogen for heat. Hydrogen for transport is assumed to be 10% more expensive to
account for the cost of eventual further purification.
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