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Abstract—Mapping and Masking targets are both widely used
in recent Deep Neural Network (DNN) based supervised speech
enhancement. Masking targets are proved to have a positive
impact on the intelligibility of the output speech, while mapping
targets are found, in other studies, to generate speech with better
quality. However, most of the studies are based on comparing
the two approaches using the Multilayer Perceptron (MLP)
architecture only. With the emergence of new architectures
that outperform the MLP, a more generalized comparison is
needed between mapping and masking approaches. In this paper,
a complete comparison will be conducted between mapping
and masking targets using four different DNN based speech
enhancement architectures, to work out how the performance of
the networks changes with the chosen training target. The results
show that there is no perfect training target with respect to all
the different speech quality evaluation metrics, and that there is
a tradeoff between the denoising process and the intelligibility of
the output speech. Furthermore, the generalization ability of the
networks was evaluated, and it is concluded that the design of the
architecture restricts the choice of the training target, because
masking targets result in significant performance degradation for
deep convolutional autoencoder architecture.

Index Terms—Deep Learning, Speech Enhancement, Training
Targets, Time-Frequency Mapping, Time-Frequency Masking

I. INTRODUCTION

Speech enhancement is one of signal processing’s most
challenging tasks that has shown great improvement through
deep learning [1]. It is the process of separating clean speech
from background noise in order to improve speech perception.
The idea of supervised deep learning based speech enhance-
ment is to develop an algorithm that can learn the mapping
function that maps noisy speech to clean speech. This is
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achieved by feeding the algorithm with a huge dataset of pairs
of noisy and clean speech during the training process, and then
the trained network is expected to output an enhanced clean
speech signal with better quality and intelligibility [2].

The time domain audio signal is usually transferred to
the frequency domain before being fed to the DNN. This
transformation is useful in obtaining more meaningful fea-
tures about the speech signal, such as the harmonics and its
relative amplitudes, which make the learning process easier
and more generalized [3]. This transformation results in a
Time-Frequency (T-F) representation of the signal in the form
of a spectrogram or cochleagram [4]. Many features can be
extracted from these two forms to act as input to the DNN,
while the output or the target in the case of the speech de-
noising process can be one of two forms: a spectrogram or
cochleagram of the clean speech signal; or a spectrographic
mask, which will be discussed later. Hence the training targets
are divided into two types: mapping and masking targets [5].
These two training target types arise from the fact that the
supervised speech enhancement problem can be seen from two
perspectives: it can be defined as a regression problem if our
target is directly mapping to a clean speech T-F representation,
or a classification problem if our target is to produce a matrix,
known as a mask, that classifies every portion of the signal
either as speech or noise, and then by weighting, or filtering
the noisy speech with this mask, the enhanced clean speech
signal can be generated [2].

Although masking targets were proved to produce more
intelligible speech for MLP architectures [5]–[7], other studies
[8], [9] claimed that mapping targets outperform masking
targets, especially at low Signal to Noise Ratio (SNR). For that
reason, both mapping and masking approaches have both been
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used in recent DNN based speech enhancement research. How-
ever, no comprehensive comparison was made between the two
approaches using different speech enhancement architectures
to show how the performance is affected by the used training
target. The aim of this paper is to give an overview of the two
approaches for speech enhancement, and then make a complete
comparison between them using four different, recent and best
performing DNN based speech enhancement architectures.

The rest of this paper is organized as follows. Section II and
III cover mapping and masking approaches, and the different
training target types that are based on each approach. The
experimental work is presented in Section IV. In Section V,
the results are illustrated and discussed. Finally the conclusion
is given in Section VI.

II. TIME-FREQUENCY MAPPING (T-F MAPPING)

Mapping based targets are based on either the spectrogram
of the speech signal, which is created by performing Short
Time Fourier Transform (STFT) to the time domain audio
signal [10], or the cochleagram of the speech signal, which
is created by time windowing responses of a filterbank rep-
resenting the frequency analysis of the cochlea [11]. A study
[9] that compares masking and mapping targets reported that
the mapping approach is less sensitive to SNR variations, so
it will be useful for applications where a wide range of SNRs
are expected. In the following subsections, the two mapping
based targets will be discussed.

A. Spectrogram based T-F Mapping Targets

When using this approach, the target is to map to the
clean speech spectrogram, which is obtained using STFT. The
STFT operation is applied to the noisy speech, and then the
magnitude of the STFT is the feature used in the training
process. In order to reconstruct the speech signal back to
the time domain, the inverse operation (ISTFT) is performed
[12]. In most research that is based on this approach, the
phase of the noisy speech is kept, so as to be used in the
reconstruction process of the audio based on the assumption
that the phase is not sensitive to the noise [13], so the phase of
the noisy speech is approximately the same as that of the clean
speech. However, some studies managed to develop techniques
to retrieve the clean phase, as they conversely believe that it
will have a positive impact on the general quality of the output
speech [14]. Some of these techniques are based on separate
algorithms for retrieving the clean phase from the noisy speech
[15], while others are based on using the complex spectrogram
in the training process [16], [17].

There are other features that can be extracted from the
spectrogram, such as the power spectrum, which shows the
distribution of the power of the frequency components of the
speech; Mel spectrum, which represents the spectrum in the
Mel scale; and log power spectrum, in which the log operation
is performed to the power spectrum in order to decrease
the dynamic range, and ease the training process [18]. Mel-
Frequency Cepstral Coefficients (MFCC) is another feature
extracted by applying a Discrete Cosine Transform (DCT)

to the log-compressed Mel scale power spectrum. Perceptual
Linear Prediction (PLP) is also a feature that can be created
from the spectrogram by extracting spectral characteristics that
match that of the human auditory system, and discards any
information irrelevant to the speech signal [19].

Many DNN architectures for speech enhancement were
found in the literature to be based on spectrogram based T-F
mapping targets [20]–[24].

B. Cochleagram based T-F Mapping Targets

The target here is mapping to the clean speech cochlea-
gram, instead of the spectrogram. Defining the signal on
the cochleagram is achieved by passing the signal through
a number of Gammatone filters in order to extract specific
characteristics for the signal at different frequencies, leading
to a time frequency representation of the signal similar to the
one obtained from the STFT, called Gammatone Frequency
Target Power Spectrum (GF-TPS) [25]. Eq. (1) represents the
impulse response of the gammatone filter in the time domain:

g(t) = atn−1e−2πbt cos(2πfct+ φ), (1)

where the constant a is the amplitude that controls the gain, t is
the time, n is the order of the filter, fc is the central frequency
of the filter, and φ is the phase. Eq. (2) defines b, which is
the decay factor determining the filter bandwidth:

b = 1.019 ∗ 24.7(4.73
fc

1000
+ 1). (2)

The gammatone filterbank is created by changing the center
frequency fc of the filter in the above equations. There are
many features that can be extracted based on the Gamma-
tone Frequency (GF) feature, such as Gammatone Frequency
Cepstral Coefficients (GFCC) [26], which is calculated by
applying the DCT to the GF feature. Gammatone Frequency
Modulation Coefficients (GFMC) [27] is another feature based
on GFCC. Multiresolution Cochleagram (MRCG) [28] and
Pitch-Based Feature (PITCH) [2] are other features that can
be created based on the cochleagram. Some features are also
found to integrate both cochleagram and spectrogram, such as
Gabor Filterbank Feature (GFB) [29] and Power-Normalized
Cepstral Coefficients (PNCC) [30].

There are many speech enhancement networks that are
based on the use of cochleagrams in representing the speech
signal [5], [31]–[33]. Although the use of a cochleagram
might not be as accurate as STFT in reconstructing the time
domain speech signal due to the absence of a direct inverse
process, research in the literature proves that it will result
in better performance because of its better representation of
the speech characteristics [4], [5]. The reconstruction of the
time domain speech signal when using a cochleagram is done
indirectly using an idea dating from 1983 [34]. Researchers
first used cochleagrams in the field of Computational Auditory
Scene Analysis (CASA) in order to separate sound sources by
segmenting the cochleagram into regions belonging to each
sound source. These regions are then grouped into streams to
form a binary matrix of 1 or 0 weights for different sound



sources, and then this matrix of weights is applied to the
mixture to separate the target sound, which corresponds to the
1s weights in the matrix [35]. Based on this idea, the matrix of
weights can be extracted from the noisy speech cochleagram
and the estimated clean one, and then the speech signal can
be re-synthesized by weighting any T-F representation of
the mixture signal with this matrix. This matrix of weights
is actually the spectrographic or T-F mask, which will be
discussed in the following section, so when using cochleagram
based mapping targets, speech re-synthesis is done indirectly
through a spectrographic mask.

III. TIME-FREQUENCY MASKING (T-F MASKING)

As discussed in the previous section, the idea of T-F
masking is not new and it has been applied in the CASA
field. Recent research in DNN based speech enhancement used
this approach to deal with the speech de-noising process as
a supervised deep learning classification problem [36]–[38].
There are two basic types of T-F masks: Binary Masking and
Soft Masking [39]. In Binary Masking, the frequency bins
that are likely to belong to the target signal are set to 1, while
other bins are set to 0, assuming sparseness and disjointness
of the two signals in the mixture. Sparseness means that most
of the T-F bins have low energy, while disjointness means that
the T-F bins of the two signals in the audio mixture do not
overlap [40]. For soft masking, each bin is set to a probability
value between 0 and 1, based on how much it is likely to
belong to the target signal. Soft masking is used for mixtures
in which the earlier discussed assumptions for binary masks
are not fulfilled [41]. In the following subsections, an overview
of different masking targets will be presented.

A. Ideal Binary Mask (IBM)

This was one of the first binary masks used in supervised
speech separation. In this mask, portions of the spectrogram
that have a high noise intensity are set to 0, while others with
higher speech amplitude are set to 1 [42]. Eq. (3) defines the
IBM:

IBM(t, f) =

{
1, if SNR(t, f) > LC

0, otherwise
, (3)

where t and f denote time and frequency, respectively. LC is
the local criterion or threshold that the classification to 1 or 0
is based on. This value should be chosen based on practical
trials; but in the literature, it is kept to 5 dB lower than the SNR
of the mixture so as to preserve enough speech information
[5].

Another version of IBM can be defined, which is indepen-
dent of the noise in the mixture, as in this type of mask the
SNR(t, f), in Eq. (3), is redefined using the target speech energy
in each T-F unit and the average spectral energy of a reference
Speech-Shaped Noise (SSN) instead of the local noise energy.
This mask is known as Target Binary Mask (TBM) [43], and it
has been also used in many speech enhancement approaches.

B. Ideal Ratio Mask (IRM)

Ideal Ratio Mask is a soft masking target that has proved
to be very efficient in the speech enhancement process, as
it results in higher speech intelligibility [44]. A reason that
this type outperforms IBM in the speech enhancement process
is the complexity of the noise speech mixture, in which the
assumptions for binary masking are not always fulfilled. The
IRM is presented below in Eq. (4):

IRM(t, f) = (
S(t, f)2

S(t, f)2 +N(t, f)2
)β , (4)

where S(t, f)2 and N(t, f)2 denote the speech and noise energy,
respectively, in a particular T-F unit. β is a tunable parameter
to scale the mask.

C. Complex Ideal Ratio Mask (cIRM)

With the introduction of research that has shown the impor-
tance of retrieving the clean phase instead of using the noisy
one, the idea of cIRM was proposed in order to be used as a
target for supervised speech enhancement [38]. The speech
enhancement network in this case is supposed to enhance
both the magnitude and the phase during the training process,
which results in a better clean speech reconstruction, although
it might be less effective in removing noise than the normal
IRM [45]. The STFT in this masking target type is expressed
in the Cartesian coordinates so as to give a meaningful phase
representation that can be used in the training process. Eq.
(5) defines the cIRM so that when it is applied to the noisy
complex spectrum, it produces a clean complex spectrum:

cIRM =
YrSr + YiSi
Y 2
r + Y 2

i

+ i
YrSi − YiSr
Y 2
r + Y 2

i

, (5)

where Yr and Yi are the real and imaginary parts of the
noisy speech, respectively, and Sr and Si are the real and
imaginary parts of the clean speech, respectively. In practice,
cIRM is expressed in a compressed format in order to be
bounded to ensure training stability, and the work in [38] and
[45] defined these compression techniques. Afterwards, the
estimated compressed mask is decompressed and multiplied
by the noisy spectrum to produce the clean complex spectrum.

D. Spectral Magnitude Mask (SMM)

This mask, which is also called FFT-Mask, takes advantage
of mapping and masking targets together by applying a map-
ping target in the form of a masking approach. In this type
of masking target, the STFT magnitude of the clean speech
is divided by the STFT of the noisy speech so as to generate
a mask, when multiplied with the noisy speech signal, the
result will be clean speech only [5]. Like cIRM, this mask is
not bounded by 0 and 1 so a truncation to the high values
should be applied for the stability of the training process [2],
[5]. The definition of SMM is expressed in Eq. (6):

SMM(t, f) =
|S(t, f)|
|N(t, f)|

, (6)



Fig. 1: The four implemented Deep Neural Network architectures

where |S(t, f)| and |N(t, f)| are the magnitude spectrum of the
clean and noisy speech, respectively. There is another version
of this type of mask named Phase-Sensitive Mask (PSM) [46],
in which the SMM mask is multiplied by the cosine of the
phase difference between noisy and clean speech, and this was
reported to have a positive impact on the overall performance.

IV. EXPERIMENTAL WORK

In this section, details of the technical work done will
be presented, by illustrating the followed procedure to re-
implement and compare different DNN speech enhancement
architectures using mapping and masking targets. This illus-
tration is given in the following subsections.

A. Datasets

Two clean speech datasets were used in this work to train
and test the DNNs. The first one is the Voice Bank corpus [47],
which consists of 400 English sentences for each of 28 English
speakers, 14 male and 14 female, and another 56 different
accent speakers, 28 male and 28 female, from Scotland and
the United States. Five hours of clean speech were randomly
selected from this dataset for training purposes, and another
30 minutes clean speech for testing purposes. The other clean
speech dataset is the LibriSpeech corpus [48], which consists
of 1,000 hours of English speech with various accents, derived
from audio books. The LibriSpeech corpus was not used in
the training, but 30 minutes of clean speech were randomly
selected from this dataset to test the networks’ generalization
ability. On the other hand, a variety of noise environments
were used to generate the noisy audio. For training, a total of
105 noise environments were used, 90 were collected from the
100 Noise Environment dataset [49] and 15 from the NOISEX-
92 corpus [50]. While for testing, 20 noise environments were
used, half seen and the other half unseen during the training,
taken from the 100 Noise Environment dataset. The seen noise
environments are used to test the network’s ability to remove
the noise, while the unseen noise environments are used to

evaluate the generalization ability of the network. The noise
environments used in the testing process are a mix of human
generated noise, such as crying sounds, yawning sounds, and
human crowd sounds, and other non human generated noise,
such as AWGN, phone dialing, shower noise, tooth brushing,
and wood creaks.

B. Audio Preprocessing

Before feeding the audio signals to the DNN, an 8 kHz
down-sampling operation was applied to all audio, and the
noise and speech intensity were adjusted to be the same, for
the training to be done at 0 dB SNR. A transformation to
the frequency domain was then performed by calculating the
STFT of the audio signals, using a Hamming window with
256 frame size and 50% overlap, and FFT size of 256. The
results of this signal preprocessing are spectrogram based T-
F representations to be used as input features to the DNN.
It should be mentioned here that the choice of spectrogram
features was made so as to make a fair comparison between
mapping and masking, due to the fact that cochleagram
mapping involves the use of a masking target for speech re-
synthesis.

C. Speech Enhancement Architectures

This comparison is based on the evaluation of four different
speech enhancement architectures, shown in Fig. 1. The basic
MLP architecture is used as the most commonly used archi-
tecture in speech enhancement research [21]. The architecture
is based on three hidden layers with Rectified Linear Unit
(ReLU) activation and an output layer with linear activation
for prediction. All the hidden layers are followed by a Batch
normalization layer for training stability, and a dropout layer
of 20% rate to avoid overfitting to the training data. A Con-
volutional Neural Network (CNN) architecture is also used,
as it is proved to be very powerful in speech enhancement
[37]. The architecture was modified in our work to have three
1D convolutional layers with Parametric Rectified Linear Unit



(PReLU) activation, and two other fully connected layers at the
end with ReLU and linear activation for predicting the output.
Another two autoencoder based architectures were used in this
work. The first is a Deep Denoising Autoencoder (DDAE) ar-
chitecture [22] with an encoder and decoder network, each has
2 fully connected layers with ReLU activation functions and
batch normalization, and a bottleneck middle fully connected
layer with ReLU activation and 180 hidden units. 2,048 and
500 hidden units were used in the first and second hidden
layers of the encoder, respectively, and vice versa for the
hidden layers of the decoder. A dropout technique of 10%
rate was applied to the first and last layers of the encoder
and decoder networks, respectively. The final fully connected
layer with linear activation was used to predict the output. The
second autoencoder architecture is a Convolutional Denoising
Autoencoder (CDAE) [51] with nine 1D convolutional layers
with PReLU activations. Strided convolution was used in the
encoder network, while upsampling was used in the decoder.
Skip connections were included in this network to prevent the
loss of important information, which may happen due to the
deep nature of the architecture.

D. Training Targets

For the mapping based approach, the magnitude spectro-
gram was used as the training target. Although a cochleagram
mapping was proved to be better, the use of spectrogram
based mapping will result in a fair comparison, because the
speech reconstruction operation for cochleagram is done using
masking targets. While for the masking based approach, IRM
and SMM were both used, because they were proved to be
the two best performing masking targets. β is set to 0.5 for
the IRM, as the default used value in most practice, in Eq.
(4). Due to the fact that the SMM is not bounded, the SMM
values were truncated to 10 to make the training process more
stable, as suggested by [5].

E. Evaluation Metrics

Four different evaluation metrics were used in this com-
parison: Perceptual Evaluation of Speech Quality (PESQ)
[52], Short Time Objective Intelligibility (STOI) [53], Log
Spectral Distortion (LSD), and Segmental Signal to Noise
Ratio increase (∆SSNR). All these metrics are based on
comparing the clean speech audio with the processed one
coming from the network. PESQ is an objective method of
measuring speech quality, its score ranges from -0.5 to 4.5
and the higher the score, the better the speech quality. STOI
is another measure that evaluates the intelligibility of the
enhanced speech after removing the noise, which means how
many words could be interpreted from the processed speech.
It ranges from 0 to 1, and the higher the value, the better the
speech intelligibility. LSD is a measure of the distortion in the
processed speech so it should be kept as minimum as possible;
while ∆SSNR increase shows the ability of the network in
removing the noise. Spectrograms for the noisy, clean, and
processed speech were also used to visually compare between
the two approaches.

Fig. 2: Spectrograms of the clean speech, noisy speech with
tooth brushing noise at 0dB, and output processed speech
by MLP (a), CNN (b), DDAE (c), and CDAE (d) using
spectrogram mapping, IRM, and SMM.

V. RESULTS AND DISCUSSION

The results of the experiments are shown in Table I to IV,
which represent the networks’ performance with respect to
the four evaluation metrics: PESQ, STOI, LSD, and ∆SSNR,
respectively. Regarding the speech quality (PESQ score), at
very high SNR, 20 and 15 dB, the masking based approaches
are generating speech with better quality for all architectures.
However, mapping based approaches managed to output better
quality speech at low SNR, and this is significant in the DDAE
architecture. Moreover, the standard deviation (SD) for the
mapping approach in all architectures is lower, which means
that this approach is more sustainable. Masking based targets
outperform mapping based targets with respect to speech
intelligibility (STOI score) for all architectures. Furthermore,
the SMM, specifically, generates enhanced speech with the
least distortion. The increase in SSNR is relatively high for
both approaches. By comparing the architectures’ output with
the input noisy speech, the fully connected networks (MLP
and DDAE) generated worse speech quality at high SNRs (20
and 15 dB) in the case of a mapping target. At the same time,
speech intelligibility shows no improvement in the case of
both mapping and masking approaches at high SNRs for all
architectures, except the CDAE.

The results also prove that the speech quality evaluation
metrics are very sensitive to any change, because there is no



TABLE I: Speech Quality Results (PESQ)

SNR 20 dB 15 dB 10 dB 5 dB 0 dB -5 dB AVG SD
Noisy 2.92 2.62 2.32 2.04 1.81 1.60 2.219 0.498

MLP
MAP 2.41 2.34 2.25 2.16 2.02 1.70 2.147 0.258
SMM 3.04 2.79 2.57 2.35 2.09 1.75 2.433 0.469
IRM 2.97 2.75 2.54 2.33 2.05 1.70 2.388 0.465

CNN
MAP 3.09 2.90 2.68 2.46 2.21 1.87 2.537 0.449
SMM 3.12 2.92 2.71 2.47 2.19 1.87 2.546 0.469
IRM 3.15 2.94 2.72 2.48 2.21 1.88 2.564 0.470

DDAE
MAP 2.82 2.72 2.58 2.41 2.19 1.83 2.424 0.368
SMM 3.03 2.78 2.55 2.32 2.05 1.73 2.411 0.477
IRM 3.06 2.80 2.56 2.34 2.08 1.75 2.430 0.478

CDAE
MAP 2.93 2.81 2.68 2.52 2.32 2.01 2.543 0.339
SMM 3.19 3.01 2.83 2.62 2.38 2.04 2.680 0.422
IRM 3.19 3.00 2.80 2.61 2.38 2.03 2.667 0.424

TABLE II: Speech Intelligibility Results (STOI)
SNR 20 dB 15 dB 10 dB 5 dB 0 dB -5 dB AVG SD
Noisy 0.91 0.88 0.83 0.78 0.71 0.64 0.790 0.101

MLP
MAP 0.82 0.81 0.79 0.77 0.73 0.65 0.760 0.063
SMM 0.89 0.87 0.83 0.80 0.75 0.68 0.804 0.078
IRM 0.89 0.86 0.83 0.80 0.75 0.68 0.801 0.078

CNN
MAP 0.88 0.86 0.83 0.79 0.74 0.67 0.795 0.078
SMM 0.89 0.86 0.83 0.80 0.75 0.67 0.800 0.079
IRM 0.89 0.87 0.84 0.80 0.76 0.68 0.808 0.077

DDAE
MAP 0.85 0.83 0.81 0.79 0.75 0.68 0.785 0.062
SMM 0.90 0.87 0.83 0.80 0.75 0.68 0.804 0.080
IRM 0.90 0.88 0.85 0.81 0.76 0.69 0.814 0.078

CDAE
MAP 0.89 0.87 0.85 0.82 0.78 0.72 0.820 0.064
SMM 0.91 0.89 0.86 0.83 0.79 0.72 0.832 0.071
IRM 0.91 0.89 0.87 0.83 0.79 0.72 0.834 0.071

TABLE III: Log Spectral Distortion Results (LSD)
SNR 20 dB 15 dB 10 dB 5 dB 0 dB -5 dB AVG SD
Noisy 1.36 1.62 1.92 2.21 2.46 2.62 2.032 0.489

MLP
MAP 1.05 1.12 1.18 1.22 1.32 1.68 1.261 0.225
SMM 0.96 1.10 1.20 1.30 1.49 1.82 1.312 0.306
IRM 1.05 1.18 1.26 1.33 1.51 1.85 1.362 0.285

CNN
MAP 1.09 1.18 1.30 1.44 1.64 1.98 1.438 0.330
SMM 0.97 1.10 1.25 1.42 1.64 1.95 1.389 0.363
IRM 0.97 1.11 1.27 1.44 1.67 2.00 1.411 0.378

DDAE
MAP 1.23 1.28 1.32 1.40 1.54 1.85 1.437 0.230
SMM 1.01 1.15 1.26 1.35 1.53 1.82 1.354 0.288
IRM 1.04 1.21 1.34 1.46 1.64 1.93 1.437 0.316

CDAE
MAP 1.37 1.41 1.44 1.51 1.62 1.82 1.529 0.168
SMM 0.86 0.93 1.02 1.13 1.30 1.54 1.129 0.252
IRM 0.87 0.94 1.03 1.14 1.29 1.53 1.133 0.242

TABLE IV: Segmental SNR Increase Results (∆SSNR)
SNR 20 dB 15 dB 10 dB 5 dB 0 dB -5 dB AVG SD

MLP
MAP 6.44 7.12 7.56 7.77 7.65 7.03 7.262 0.502
SMM 6.91 7.48 7.80 7.81 7.42 6.68 7.350 0.465
IRM 6.12 6.79 7.22 7.36 7.15 6.72 6.894 0.452

CNN
MAP 6.98 7.60 7.92 7.94 7.46 6.43 7.388 0.586
SMM 7.08 7.70 8.03 7.96 7.37 6.49 7.437 0.588
IRM 6.20 6.91 7.38 7.52 7.17 6.53 6.952 0.509

DDAE
MAP 6.73 7.44 7.85 7.86 7.63 7.02 7.422 0.459
SMM 6.96 7.53 7.85 7.85 7.41 6.80 7.400 0.442
IRM 6.08 6.76 7.17 7.29 7.06 6.58 6.823 0.448

CDAE
MAP 7.07 7.77 8.23 8.33 7.98 7.51 7.814 0.473
SMM 7.10 7.77 8.19 8.29 7.93 7.37 7.773 0.463
IRM 6.22 6.98 7.50 7.73 7.58 7.31 7.222 0.554

TABLE V: PESQ Results Considering Generalization Ability

SNR 20 dB 15 dB 10 dB 5 dB 0 dB -5 dB AVG SD
Noisy 2.69 2.36 2.03 1.75 1.51 1.27 1.935 0.532

MLP
MAP 2.16 2.09 2.02 1.93 1.75 1.37 1.887 0.293
SMM 2.79 2.54 2.33 2.11 1.80 1.42 2.166 0.501
IRM 2.74 2.52 2.30 2.07 1.73 1.36 2.119 0.513

CNN
MAP 2.36 2.34 2.28 2.16 1.89 1.43 2.074 0.361
SMM 3.01 2.80 2.57 2.30 1.95 1.55 2.364 0.545
IRM 3.03 2.80 2.56 2.28 1.94 1.56 2.361 0.548

DDAE
MAP 2.68 2.57 2.42 2.22 1.91 1.48 2.215 0.451
SMM 2.85 2.60 2.34 2.08 1.76 1.40 2.172 0.539
IRM 2.89 2.63 2.38 2.12 1.79 1.41 2.201 0.545

CDAE
MAP 2.81 2.68 2.54 2.34 2.06 1.68 2.352 0.424
SMM 1.64 1.62 1.60 1.54 1.45 1.30 1.526 0.130
IRM 1.65 1.62 1.59 1.53 1.45 1.29 1.523 0.133

TABLE VI: STOI Results Considering Generalization Ability
SNR 20 dB 15 dB 10 dB 5 dB 0 dB -5 dB AVG SD
Noisy 0.95 0.92 0.87 0.81 0.73 0.65 0.823 0.117

MLP
MAP 0.84 0.82 0.81 0.79 0.74 0.63 0.772 0.076
SMM 0.92 0.89 0.86 0.83 0.77 0.68 0.825 0.088
IRM 0.91 0.89 0.86 0.82 0.76 0.67 0.817 0.091

CNN
MAP 0.77 0.77 0.76 0.73 0.69 0.60 0.719 0.067
SMM 0.93 0.91 0.88 0.84 0.78 0.69 0.836 0.090
IRM 0.93 0.92 0.89 0.85 0.79 0.70 0.844 0.090

DDAE
MAP 0.89 0.88 0.86 0.83 0.78 0.68 0.821 0.080
SMM 0.93 0.91 0.87 0.82 0.76 0.68 0.829 0.094
IRM 0.94 0.92 0.88 0.84 0.78 0.69 0.842 0.093

CDAE
MAP 0.94 0.92 0.90 0.86 0.81 0.73 0.859 0.080
SMM 0.70 0.70 0.69 0.67 0.65 0.60 0.667 0.040
IRM 0.70 0.70 0.69 0.67 0.65 0.59 0.667 0.041

specific target that works better with respect to all metrics.
This is clear in the visual comparison shown in Fig. 2, which
represents the spectrogram of a noisy speech signal and its
processed speech from the four implemented architectures.
Each row represents a different architecture, using the two
approaches. It can be noticed that the mapping based approach
for the two fully connected architectures, MLP and DDAE
shown in sub figures a and c, is doing very well in removing
the background noise; however, the approach is not efficient
in reconstructing the entire speech signal, especially the high
frequency components. On the other hand, masking based
approaches are better at representing the clean speech signal
at the expense of the ability to remove the noise. This is why
masking based targets produce more intelligible speech. Con-
sequently, the choice between a masking and mapping target,
in this case, is a speech denoising and speech intelligibility
tradeoff.

It is also clear in Fig. 2 that the convolutional based
architectures, CNN and CDAE shown in sub figures b and
d, are less affected by the used training targets, because
for these architectures masking and mapping approaches are
approximately giving the same performance. This introduces
another factor, which is that the architecture design may
compensate the negative effects of the chosen target. Fig.
2 also shows a comparison between different architectures
performance, where the CDAE architecture, sub figure (d),



is the best performing one. Finally, when looking into the
intensity of the clean and processed speech, it is clear that
the processing causes attenuation to the intensity of output
speech in all cases, which is a loss in the strength of the signal.
This is mainly due to the transformation process between the
frequency and time domain.

Considering the effect of the training target on the network
generalization ability, Table V and VI show the results of the
PESQ and STOI scores when testing the networks using a dif-
ferent speech dataset from the one used in the training process,
mixed with the same seen and unseen noise environments used
in the previous evaluation. It is clear that there is a degradation
in the performance for all architectures; however, it can be
noticed that masking training targets are not suitable for any
architecture design. For example, the autoencoder based archi-
tectures (DDAE and CDAE) output speech with better quality
in the case of a mapping target, although masking targets
showed better performance previously when the networks’
generalization ability was not considered. Additionally, there
is a significant negative effect on the performance of the
CDAE architecture when using masking targets (SMM and
IRM), and the output speech is unintelligible at low SNR.
As a conclusion, the choice of the training target is bounded
by the type of the used architecture, because autoencoder
based architectures are proved to better generalize when using
mapping targets.

VI. CONCLUSION

In this paper, a comprehensive comparison was presented
between masking and mapping targets for speech enhancement
using four different, state of the art, DNN architectures. The
comparison covers how the networks’ performance change
with respect to the chosen target. The results show that there
is no training target that is considered to be the best with
respect to the four used evaluation metrics. The performance
of masking targets was shown to be much better at high SNR
for all architectures, leading to a higher variance for all the
evaluation metrics than that of the mapping targets, which
makes mapping targets less affected by SNR changes. It is
also shown that for the fully connected architectures, MLP
and DDAE, there is always a tradeoff between the ability of
the network to remove the noise, where the mapping targets
outperform, and the reconstruction of a more intelligible clean
speech signal, where the masking targets surpass. It can be
concluded that the choice of the training target when using
these architectures will be based on the application in which
the speech enhancement process is applied, which will define
the metric with the highest priority to improve. Applications
such as mobile communications will be more interested in
removing noise due to the noisy nature of the wireless commu-
nication medium. Conversely, speech intelligibility is a more
important factor for applications such as hearing aids and
Automatic Speech Recognition systems. On the other hand,
convolution based architectures, such as CNN and CDAE, are

proved to be less affected by the training target when tested
using unseen noise environments and unseen speech from the
same training dataset. However, when considering the general-
ization ability of the networks by testing the performance using
a different dataset from the one used in the training process,
the results show that masking targets are not recommended
for autoencoder architectures, because there is a significant
performance degradation in the case of using masking targets,
especially for the CDAE architecture.
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