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Synopsis

The focus of this thesis is on the overall (stator and rotor) design optimisation of the current vector-
controlled reluctance synchronous machine and the evaluation of the steady-staie performance of this
machine in motoring operation. The rotor considered is the cageless normal laminated flux barrier-
type of rotor.

The absolute optimum-designed electrical machine can at best be obtained by using the finite element
method in the design optimisation process. This thesis proposes a multidimensional finite element-
based design optimisation method for the optimum design of the reluctance synchronous machine.
The thesis stresses the explanation and understanding of the optimum-designed reluctance machine.
A simplc approximate magnetic circuit calculation method is used to show and explain design
tendencies and to do preliminary stator design optimisations. Goodness factors for the reluctance
synchronous machine are also derived. The optimised results of a number of reluctance synchronous
machincs that are designed according different criteria in the 3 - 10 kW power range are given and
explained. A great deal of attention is also given to the performance capability of the reluctance
synchronous machine in the medium power range (sub 500 kW),

The thesis shows that the proposed optimisation method can be applied with success to optimise the
design of the reluctance synchronous machine. The optimum steady-state performance of the
reluctance synchronous machine found in this study shows that this machine can no longer be
considered as a bad machine. Although the power factor of this machine is still on the low side, the
advantages of high power density and high cfficiency, even in the upper-medium power range, are
attractive characteristics for any variable speed drive.
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Sinopsis

Die fokus van hierdie tesis is op die totale (stator en rotor) ontwerp-optimering van die stroom vekior
beheerde reluktansie sinchroonmasjien en dic evalucring van die bestendige toestand vermoé van
hierdie masjien in motorwerking. Die tipe rotor onder beskouing is die koulose, normaal
gelamelleerde vioedbarriére tipe rotor.

Die absoluut optimum ontwerpte elekiriese masjicn kan op sy beste verkry word deur die eindige
element metode in die ontwerp-optimeringsproses te gebruik. Hierdie tesis stel 'n multidimensionele
eindige element gebaseerde optimeringsmetode voor vir die optimum ontwerp van dic reluktansie
sinchroonmasjien. Die tesis I& nadruk op die verduideliking en verstaan van die optimum ontwerpte
reluktansiemasjien. "n Eenvoudige benaderde magnetiese stroombaan berekeningsmetode is gebruik
om ontwerp tendense te verduidelik en om voorlopige stator-ontwerpe te doen. Goedheidsiaktore
is ook vir die reluktansic sinchroonmasjien afgelei. Die geoptimeerde resultate van ‘n aantal
reluktansic sinchroonmasjienc wat volgens verskillende kriteria in die 3 - 10 kW drywingsgebied
ontwerp is, word gegee cn verduidelik. FHeelwat aandag word ook gegee aan die vermoé van die
reluktansiemasjien in die medium drywingsgebied (sub 500 kW).

Die tesis toon dat dic voorgestelde optimeringsmetode met sukses toegepas kan word om die ontwerp
van die reluktansie sinchroonmasjicn te optimecz. Dic optimum bestendige toestand verme# van die
reluktansie sinchroonmasjicn wat in hierdie studie gevind is, toon dat die masjien nie langer meer
as 'n swak masjien beskou kan word nie. Alhoewel dic arbeidsfaktor van die masjien nog steeds aan
die lae kant is, is die voordele van hoé drywingsdigtheid en hoé benurntingsgraad, selfs in die boonste
medium drywingsgebied. aantreklike karakteristieke vir enige veranderlike spoed aandryfsteisel.
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You may think that designing electric generators (motors) is no longer an
interesting subject, that it is a dead subjeci because they are all designed. Almost
perfect generators or motors can be taken from a shelf. Even if this is true, we
can admire the worderful accomplishment of a problem solved to near perfection.
But there remain as many unfinished problems. Even generators and transformers
are returning as problems. The study of the design of electrical machinery is a

life work in itself.

Feynman Lectures on Physics
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Glossary of Symbols

magnetic vector potential. Wh/m

active copper arca of a stator slot. m?

flux density, Wh/m?

maximum airgap flux density. Wh/m?*

maximum tooth flux density, Wh/m?

maximum voke flux density, Wh/m?

flux barrier pitch, m

flux barrier width, m

instantancous values of the fundamental induced EMF in phases a, b und ¢, V
steady-state values of the d- and g-axis induced EMF components, V
stator inner diameter, m

stator outer diameter, m

magnetomotive force (MMF). At

function value

function's gradient vector

overall goodness factor

efficiency goodness factor

power density goodness factor

power factor goodness factor

output power / kVA goodness factor

airgap length of d-axis magnetic circuit, m

airgap length of g-axis magnetic circuit, m

magnetic field streagth, At/m

quasi-Newton approximation of the inverse Hessian matrix
space phasor of stator currents, A Z rad.

magnitude of the current space phasor, A

steady-state values of d- and -axis stator current components, A
inner barrier width, m

current density, A/m?

Park’s transformation

stacking factor

winding factor for the fundamental

saturation factor for the d-axis magnetic circuit

saturation factor for the g-axis magnetic circuit

Carter’s factor

d- and g-axis synchronous inductances, H

d- and g-axis inductances due to the space-fundamental airgap flux, H
endwinding leakage inductance, H

per phase stator leakage inductance, H

per phasc stator leakage inductance excluding L., H

Xi
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xii
axial length of the statorrotor stack, m
average length of 2 coil end, m
mass. kg
iron mass of the teeth, kg
iron mass of the stator voke, kg
number of phases
number of flux barriers per pole (inciuding the cutouts)
number of stator slots
ouici barrier width. m
riumber of parallel circuits of the stator winding
multidimensional vector point
power, W
power factor
number of polc pairs
number of slots per pole per phase
resistance of all the conductors of a stator slot in paraliel,
per phase core loss resistance, 2
per phase stator resistance. {1
slip
torque, Nm
tooth pitch, m
tooth width, m
instantancous values of fundamental supply phasc voltages a, b and ¢, V
space phasor of stator voltages, V £ rad.
steady-state values of d- and g-axis stator voltage components, V
number of tumns in series per phase
yoke height, m
multidimensional vector containing machine variables
vector direction
number of conductors per slot, alternatively the z-direction (axial direction)

efficiency

permeance ratio

magnetic reluctance, At/Wh

instantaneous values of total flux linkages of phases 4, & and ¢, Wb
instantaneous values of fundamental flux linkages of phases a, £ and ¢, Wb
instantancous values of 3rd harmonic flux linkages of phases a, » and c. Wb
space phasor of the fundamental airgap flux linkage. Wb £ rad.

d- and g-axis airgap fundamenial stator flux linkage components. Wb

space phasor of stator flux linkages, Wb Z rad.

d- and g-axis fundamental stator flux linkage components, Wh

space phasor of the stator leakage flux linkage, Wb Z rad.

absolute permeability, H/m
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xiii

P resistivity of conductor at temperature t, im

o L‘,/Lq

T pole pitch, m

¢ angle between current space phasor and rotor d-axis, rad
L43] flux, Wb

©, clectrical speed of rotor reference frame, rad/s
E fractional tolerant @

Abbreviations

AMC Approximate Magnetic Circuit

FE Finite Element

HMF Hybrid Magnetic Circuit / Finite Efemeint
RSM Reluctance Synchronous Machine

" nor normalised
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1 Introduction

Reluctance machines can be classified as cither single-salient or double-salient reluctance machines.
The double-salient reluctance marhine has saliency on both the stator and the rotor. Examples of this
category are the stepping reluctance machines and the so-called switched reluctance machines. The
other category of rejuctance machines have non-salient-pole stators but salient-pole roters or rotors
(non-salient or salient) with magnetic asymmetry. These machines are sometimes referred to as
simply single-salient reluctance machines. The focus of this thesis is on the latter type of reluctance
machine. The machinc under consideration has a standard, non-salient stator with a threc-phase
winding and an unexcited rotor with magnetic asymmetry. The machine is a type of synchronous
machine that was previously referred to as a "reaction synchronous machine”, an “"unexcited
synchronous machine” and later a "polyphase reluctance machine”. The author prefers to use the
name "refuctance synchronous machine” (RSM) (not synchronous reluctance) because it describes the
machine as a type of synchronous machine like the permanent magnet synchronous machine and the
wound-rotor (wound-ficld) synchronous machine. Mote that al! reluctance machines are synchronous
machines and this includes the double-salient reluctance machines.

One may ask the question why is research still necessary on the single-salient type of reluctance
machine. Has it not been well-known for a long, time already that this machine is inherently a bad
machine with a poor power density and a low power factor? Kostko said in 1923, "... it can hardly
be expected that reaction motors will ever be extensively used”. While this is true for reluctance
machines that are designed and used for single-speed, open-loop operations, it can simply not been
said for reluctance machines that are designed for closed-loop, current vector control. As the first
vector-controlled reluctance synchronous machine drives were reported only at the end of the 1980s,
surely the research on closed-loop reluctance synchronous machines is still very much in an initial
phase.

Furthermore, the advantages of single-salient reliuctance machine drives are sometimes not fully
recognised. These advantages can be summarised as follows:

. Vector contro of the single-salient reluctance machine is very simple as there are no
rotor parameters to be identified. The machine has also a distinct advantage over the
induction machine in that it runs at exactly synchronous speeds.

. The single-salient reluctance machine is free from the torque ripple problem of
double-salient reluctance machines. The rotating field allows for extremely smooth
torque and good operation at low speeds.

. There are basically no losses on the rotor, if the rotor is designed correctly. Note that
the double-salient reluctance machine suffers from rotor iron losses. The rotor stack,
shaft and bearings, therefore, run cooler than machines with rotor windings.
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. The cooling of the machine is in principle much less of a problem than is the case
with wound-roter or cage-rotor machines as atl the fosses are on the stator,

. With no brushes and rotor windings, the reluctance machine requires less maintenance

and is in principic more reliable than wound-rotor or cage-rotor machines.

In the past these advantages were completely overshadowed by the poor power density of the
reluctance machine due to the fact that the machine was used in an open-loop mode, operating from
fixed mains frequency and voltages supplies. With the use of power electronics and current vector
controi, however, it is clear today that the performance and specifically the power density of the
machine can be improved. This justifics further rescarch on the single-salient reluctance machine.

In the following scction an overview of the history of the reluctance machine is given and the
important publications on single-salient reluctance machines are highlighted. In section 1.2 the
problem statement for the research necessary on the reluctance synchronous machine is considered and
in section 1.3 the approach 1o solving the problem is given. The thesis layout is given in section 1.4,

1.1 The history of the reluctance machine

Reluctance and permanent magnet machines were among the first clectrical machines built. The
observation that an clectromagnetic coil attracts a picce of iron led to the idea of using this force to
obtain mechanical motion. The first reluctance machines (from 1840) were basically double-salient
machines with electromagnets that were switched according to the position of moving iron in very
much the same way as with the switched reluctance machine today. These "electromagnetic engines”
as they were called were heavy, bulky machines with amazingly low efficiencies. The result was that
they were used very littie in practice. The development of these machines came to an abrupt halt in
the early 1870s when the first electric generator/motor with wound field coils was developed.

From that time and due to the development of the induction and synchronous machines in the 1880s,
research on double-salient stepping reluctance machines and single-salient “reaction” machines
(unexcited salient-pole synchronous machine} remained in the background. The research on
alternating current machines was focused aimost completely on the induction machine and the wound
rotor synchronous machine, as is very much the case today. The single-salient reluctance synchronous
machines, operating from fixed mains frequency arid voltage supplies. were used only in low power
applications, as the performance of these machines was poor compared to other a.c. machines.

The paper by Kostko {1923) on a new rotor structure for single-salient reluctance machines is
remarkable for that time. Kostko's rotor structure is shown in Fig. 1.1(a}. It can be seen that Kostko
moved away from the salient-pole wype of rolor to the more round rotor with inner flux barriers and
cutouts. [t must be mentioned that the idea of using flux barriers or slits in the poles of machines to
reduce quadrature-axis flux was proposed long before in 1904 by Thompson (1911). Thompson's
proposal showed a d.c. machine with slitted field poles to reduce the armature reaction effect. Kostko
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mentioned that the maximum torque of his "polyphase reaction” machine with the new rotor structure
was about 80% of an equivalent induction machine.

Between the 1920s and 1950s the publicatio:’s on polyphase reluctance machines, as they were called
generally, were very much on the theory and analysis of these machines. The important publications
on reluctance machines for that time are those by Bruderlin (1924). Trickey (1933, 1946), Talaat
{1951). Lin (1951) and Douglas (1956).

The research on the single-salient reluctance machines between 1960 and the carly 19705 was mainly
on the design of the rotor and on the stability problem of the macliine. No attempt was made to
conduct research on the stator design of the machine and standard induction machine stators were used
throughout, The important research work done during this time can be summarised as follows:

»  The work of Lawrenson (1963, 1967) on segmental-rotor reluctance motors.

. The work of Kurscheidt (1961) and Brinkman (1965) on flux barrier rotors with saturation
bridges (the rotor investigated by Brinkman is shown in Fig. 1.1{b)).

e« The work of Cruickshank (1966, 1971} on ax:aily laminated rotors (the rotor structure is
showa in Fig. 1.1(g)).

. The work of Lipo (1967) and Krause (1968) on the stubility of the reluctance machine.

*  The analysis of Honsinger (1971) on a two flux barrier per pole rotor (structure shown in Fig.
1.1{d)).

in thesc research works there was the attempt on the one hand to improve the power density,
efficiency and power factor of the machine by increasing the reactance ratio of the machine; on the
other hand a too high reactance ratio leads to instability, i.e. rotor oscillation about synchronous speed,
when operating from fixed mains frequency and voltage supplies. These are conflicting requirements
that limit the performance capability of the machine, Little was gained in using new types of rotors
for the single-speed. open-loop reluctance machine drive.

From the mid 1970s the research on reluctance machines took a new direction due to the advent and
intensive use of power electronics. It was possible to vary the frequency and thereby the speed of the
open-loop, single-salient reluctance synchronous machine by means of an inverter (Krause, 1969 and
Ong, 1977). More important, for the first time the machine is used in a closed-loop manner, i e the
rotor position and the phase current are fed btack and the current spatially placed in the machine
according to the position of the rotor (Faucher, 1979). A cage-rotor in this case is no longer necessary
due to the direct current control of the machine by means of an inverter and control system. The
maci ‘ne can also be designed to obtain the largest difference and ratio of the two-axis inductances -
there is in this case no danger of instability when a 100 high reactance ratio is used.
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(b) - Brink;nan (1965)

(c) Cruickshank {1971) (d) Honsinger (1971), Kamper (1994)

Fig. 1.1. Single-salient refuctance machine rotors

Surprisingly, the research on the design and control of the single-salient, closed-loop reluctance
machine drive during the 1970s and the beginning of the 1980s moved entirely to the background.
This was even more the case for the open-loop reluctance machine drive. In contrast with this, the
double-salient switched reluctance machine received considerable rescarch attention, first in the UK
and later worldwide. This machine was the first type of reluctance machine that demonstrated good
power density characteristics. Note that this was made possible due to closed-loop switching.

From the mid-1980s till 1950 the single-salient reluctance synchronous machine under closcd-loop
contro] received more attention. Research work that can be referred to includes:

* The work of Weh (1985) on a special muiti-phase reluctance machine with an axially
laminated rotor.

. The work of El-Antably (1985(a), 1985(b)) on the design and control of a 3-phase, axially
laminated rotor reluctance machine with the laminations mounted on a fiber glass intermediate
rotor piece.

*  The important work of Fratta (1987) on a high-performance refuctance machine drive with an
axially laminated rotor.
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Fratta (1987} for the first time applied a full vector control scheme to control the reluctance
syvachronous machine. He and Weh showed for the first time that the single-salient reluctance
machine under closed-loop control has high power density characteristics.

From 1990 until now considerabic research attention has been given to both the single- and double-
salient reluctance machine drive systems.  Research on the single-salient reluctance synchronous
machine focused almost completely on the use of axially laminated rotors. Vagati (1992) moves away
from using this type of rotor, duc to iron loss problems. to the use of punched flux barrier-type of
rotors. During this time, little work has been done on the design of the reluctance synchronous
machine and the focus was and still is morc on the control-side of the machine. With regard to the
control of the machine one can refer to the rescarch work of Boldea (1991) on torque vector control,
Xu (1991) which includes the effect of saturation and iron losses, Matsuo (1993) on field-oriented
control, Fratta (1994) on flux weakening control and Kamper (1995) on an optimum steady-state
control method. Much attention is currently being given to position sensorless control of the single-
and double-salient reluctance machines.

On the design-side, research work has been done by Vagati (1992) on the flux barrier rotor reluctance
synchronous machine. Other published works that can be referred to on the design aspects of
reluctance synchronous machines are: Miller (1991) and Matsuo (1994) on axially laminated rotors
and Kamper (1994) on a flux barrier-type of rotor. A comparison between the reluctance synchronous
machine and the induction machine has been donce by Fratta (1992) and Franceschini {1994). in these
publications it is shown that the reluctance synchronous machine has a higher torque per voiume
capability than the induction machine counterpart in the 10-100 Nm torque range. A review of the
reluctance synchronous machine drive as an alternative a.c. drive is given by Vagati (1994).

To summarise, the history of the reluctance machine can be divided into basically three periods. The
first period lasts from, say, 1840 till 1870 during which time the double-salient electromagnet type
of reluctance machines were used. These machines were considered in general as very bad machines.
The second period lasts from, say, the 1880s till 1970 where the single-speed. open-loop reluctance
synchronous machine was used for low-power applications in cases where a constant speed was either
desirable or necessary. The machine was characterised as not a good machine with a low power
factor and a poor power density. The double-salient stepping machine was used only in very low-
power applications. During the third period from 1970 until now the converter-fed. double-salient
switched reluctance machine drive received considerable attention and revealed itself to have good
power density capabilities. The single-salient, closed-loop reluctance synchronous machine drive
initially received no atiention during this period and it was mentioned only recently that this drive
could be a viable alternative for a.c. drives.

1.2 Problem statement

As the focus of this thesis is on the single-salient, current-controlled reluctance synchronous machine
(RSM), it is important to mention some aspects about the design and analysis of the RSM that are
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prominent from the literature.  These are the following:

(i) It is clear that the axially laminated rotor is not the way to go in any further research due to
the difficult (unconventional) rotor structure and the problem with iron losses if a large
number of insulation layers are used. Itis also difficult to skew these rotors if necessary. The
iron loss problem was one of the main reasons why Weh (1990) and Vagati (1992) moved
away from axially laminated rotors to normal transverse-laminated rotors with a limited
number of flux barriers.

(i) It is amazing that the stator-design of the RSM (a3 machine .sed from the beginning of this
century) received for all practical purposes no attention in the research. The only exception
to this is, to some extent, the work of Vagati (1992). who considered an overall (stator and
rotor) design of the machine. To quote from Vagati (1992), "... the rotor cannot be optimised
by itself, but stator and rotor faminations have to be optimised as a whole.” The importance
of this statement cannot be over-ecmphasised as the optimum performance of the reluctance
machine is greatly dependent on the stator design. It is absolutely invalid and unfair to
compare the performance of the RSM with other machines using an induction machine stator.

(iti)  Most of the design analysis of the RSM is done by means of the lumped circuit method. The
finite element method is merely used to investigate the cffect of the variation of a single
dimension on ¢.g. the inductances of the machine (Matsuo, 1994; Kamper, 1994) and not to
do an overall optimum design. There thus seems to be a deficiency in this regard.

By keeping these aspects in mind, the question 1o be answered today, despite the research that has
been done, is what the performance capability or goodness is of the optimum designed RSM. Note
that the optimum design of the machine implies also the optimum spatial placement of the current in
the machine with respect 1o the rotor. The latter concerns the optimum control of the machine.
Another question to be answered is what the performance capability of the RSM is in the higher
power levels, say in the sub 500 kW power level.

To fully investigate these questions, recalling the remarks made in paragraphs (i), (ii) and (iii) above,
it is necessary to do an overall (stator and rotor) design optimisation and to use an analytical model
of the machine in the optimisation process which is representative of the real machine. The latter is
particularly important for the RSM where the calculation of the g-axis inductance e.g. has to be very
accurate and where the effect of cross magnetisation has to be taken into account (Kamper, 1994).
The effect of cross magnetisation may be ignored for reluctance machines with axially laminated
rotors (Matsuo, 1993), but not for reluctance machines with normal transverse-laminated rotor with
punched flux barriers and iron saturation bridges. If cross magnetisation is ignored in any design
optimisation then the optimisa‘ion will not be true. The lumped circuit method will not give absolute
optimisation results. The absolute optimum-designed machire can at best be obtained by using the
finite element method in the optimisation process.

To do a design optimisation of the RSM an objective function, like e.g. the torque of the machine,
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must be maximised subject 10 constraints, if any.  An optimisation algorithm is therefore necessary
to optimise in muhidimensions the design of the machine. [t must be emphasised that all the machine
variables must be optimised to put the objective function value at a minimum (maximum). 1t is
simply not good enough to focus only on single variables in the design of the machine and to reach
certain conclusions from that. Al the variables must be looked at in the design optimisation.
Typically, the number of variables for an clectrical machine to be optimised is 10. Furthermore,
different objective functions must be minimised (maximised). or in other words the machine must be
optimised according to differcnt design criteria to obtain the best answer about the performance
capability of the machine.

From the preceding two paragraphs there is the requirement that the finite element analysis method
be used in some way together with the multidimensional optimisation algorithm to optimise the design
of the machine. As far as the author is aware this has not been done before for the current-controlied,
single-salient reluctance machine (in fact not for any clectrical machine) and it is the focus of this
thesis. Note that Ramamoorty (1979) optimised the overall design of a reluctance machine, but this
was for a scgmented-rotor machine, for open-loop fixed frequency operation and he used the
inaccurate lumped circuit approach. In addition. there is a need today to explain on a simple basis,
low on maths and high on understanding. the operation, the characteristics and the goodness of the
RSM. It is the aim of the thesis 10 provide this explanation.

1.3 Approach to problem

As a first step in the design optimisation of the RSM only the steady-state is considered in this thesis.
To solve the problem mentioned in section 1.2, the approach followed in the thesis is to try to use the
finite element method directly in the optimisation procedure. This approach may be explained by the
flow diagram of Fig. 1.2. Here, the optimisation algorithm finds the multidimensionai vector {X], i.c.
the values of the machine variables (the machine variables include amongst other things the physical
dimensions of the machine) that minimise (maximise) the function value Y or performance parameter
of the machine. In this process with each iteration r the algorithm determines directions of search in
a multidimens:onal space along which Y is minimised {(maximised). Each time the optimisation
algorithm needs an output function value Y, like torque or efficiency, for a given multidimensional
input vector [X]. it calis the finite clement program. The finite element program generates a new
mesh according 10 the changed input variables. The program then docs the pre-processing and the
nonlinear solution to find the magnetic vector potentials. The flux linkages and flux densities are
calculated, followed by the calculation of the ouiput performance parameters (Y) of the machine. The
finite element program may be called a number of times by the algorithm during an iteration. At the
end of each iteration a test is carned out to determine if an absolute minimum (maximum) is reached.
If not, a next iteration is executed.

1t is obv:uusly that the process represented in Fig. 1.2 will be time consuming. This necessitates the
followiry:
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Begin

| Setinitiai values |

{X] = muitidimesnsional vector
r— containing machine variables

Fig. 1.2. Optimisation procedure using the finite clement solution directly.

*  The finite clement solution must be fast and accurate, i.e. generating the mesh, doing the pre-
processing and solving for the vector potentials must be a fast and accurate process.

*  As few finite clement solutions as possible must be used to calculate all the equival=nt circuit
parameters and performance data of the machine. For example, it wiil be beneficial if the
performance parameters of the machine can be calculated by using the results of one basic set
of finite element solutions.

. The optimisation algorithm must be fast.

These aspects receive considerabie attention in the thesis. It will be difficult to realise the process of
Fig. 1.2 with a finite element software package of the commercial variety as the source codes are not
available. Therefore, the source code of a finite element software program developed at the
University of Cambridge (Volschenk, 1993) is used for this study. The software is adapted so that
it could be used for the analysis of the current-controlled reluctance machine. With the source code
available it was possible to link the finite element and the optimisation algorithm programs with each
other. The finite element program is briefly described in Appendix B and will be referred to in the
thesis.

It is equally important to explain the outcome of the design optimisation. To do this a very simple
calculation method is necessary to show certain tendencies of the design optimisation. This aspect
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receives much attention in the thesis as an approximate magnetic circuit calculation method is

proposed. The outcome of the design optimisation is also explained by deriving goodness factors for

the RSM.

1.4 Thesis layout

The layout of the remainder of this thesis is as follows:

Chapter 2:

Chapter 3:

Chapter 4:

Chapter 5:

Chapter 6:

Chapter 7:

The methed for calculating the performance data of the machine is described. This
includes not only the finite element method but aiso the proposed approximate
magnetic circuit method.

The focus of this chapter is on the multidimensional optimisation algorithms that are
used to optimise the design of the RSM. The results of two optimisation case studies
arc given and discussed in detail.

The performance calculation methods of Chapter 2 and the optimisation algorithms of
Chapter 3 are used 1o optimise in multidimensions the design of the RSM. The aim
of this chapter is to evaluate from calculations but ziso from measurements the
performance capability of the RSM in the 3-10 kW power level.

This chapter explains the characteristics of the RSM by deriving goodness factors for
the machine. Goodness factors are also derived for the induction machine to compare
the RSM with the induction machine.

The performance capability of the machine in the medium power range is considered.
The different goedness factors of Chapter 5 are calculated for optimum-designed
RSMs in the 10 - 350 kW power range and are compared with those of standard
induction machines. Altogether six machines are optimised using the methods of
Chapters 2 and 3.

In this chapter a summary with conclusions is given and recommendations are made
for further research.
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2 Calculation of Performance Parameters

This chapter describes the calculation of the performance parameters. i.¢. the function values such as
tarque, efficiency, power factor, kVA, ctc. of the RSM, by mearn, of the {inite clement program of
Fig. 1.2. In the finite element program the equivalent circuit parameters of the RSM are determined
and the performance parameters are calculated. The calculations are done with the machine in the
steady-state and only fundamental values of voltage, current and flux linkages are considered. The
reason for the iatter is that the design optimisation of the machine is done on the basis of fundamental

values only.

2.1 Electromagnetic torque production

The space phasor modet with the reference fixed to the rotor is used in the analysis of the RSM. Fig.
2.1(a) shows a cross-section of the machine. On the non-salient stator a standard symmetrical three-
phase winding is used. No cage or ficld windings arc used on the salient-pole rotor. The angle o,
is the rotor angle between the magnetic axis of phase a and the g-axis of the rotor. The reference
frame rotates st a speed of o, = da /dt. The fundamental current and flux linkage space phasors of
the machine, shown in Fig. 2.1(b), are stationary with respect to the rotor in the steady-state. In Fig.
2.1(b) the stator flux linkage space phasor A, is the phasor sum of the airgap flux linkage space phasor
A, and the leakage flux linkage space phasor A,. Torque production of the machine is given as the
cross-product between A, and L, i.e.

T = kA xk, @.1)

where & is a constant. The same torque is obtained with the cross-product between A, and I
Equation (2.1} can aiso be expressed as

T = ki1, sin(y) 22
q
Iq‘....
)'q
Agm E
m;
(e - d
Agm Ad

{a) Croas-secticn (b) Space phasor diagram

Fig. 2.1. Cross-section of th¢ RSM and space phasor diagram fixed in the rotor reference frame
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where 1_ and I are the amplitudes of the siator flux linkage and current space phasors respectively.

The angle v is the torque angle, which is zero whea the current space phasor lies cither on the d- or
the g-axis of the rotor. Equations (2.1) and (2.2) can be expressed in terms of dg-axis components
for a p pole-pair machine as derived in all classical texts on dq-axis theory as

T = 2 p(Ad, - AT . (2.3)

4

%4 and &, arc the d- and g-axis fundamental stator flux linkage components and Iy and 1 the d- and
g-axis fundamental stator current components, By defining the d- and g-axis inductances L., and L,
as

L= a1, and L =21, (PR))
eqn (2.3) can be expressed in the form
T = 1p(t, - LOLI, (2.5)

or

T = 2p(L, -L) Isin(24). (2.6)

¢ is called the current space phasor angle which is the angle between the current space phasor and the
d-axis of the rotor. The torque of the RSM is thus a function of the inductance difference Ly-L,.
With Lq relatively small, the forque is sensitive to the value of L.

Equation (2.6} can also be written as

T = 3p(Ly ~La) i sin(2¢) 2.7

where L, and L., are the d- and q-axis inductances of the machine duc to the d- and g-axis airgap
fundamental stator fiux linkage components. These inductances are given by

Lh }'hl Id

{‘qm l_ll

L, - L, 2.8)

3 Lq—L'

where L, is the per phase leakage inductance of the stator winding.

2.2 Equivalent circuits

To calculate the performance parameters of the RSM it is necessary to consider the equivalent circuits
of the machine in the abc and dg reference frames. The fundamental per phase equivalent circuit of
the RSM may be represented by the circuit of Fig. 2.2{a), wliere R, is the effective stator resistance,
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(a) Eguivalent circuit (b) Approximate equivalent circuit

Fig. 2.2.  Per phase equivalent circuits of the RSM

L, is the stator leakage inductance and R is the stator core loss resisiance. v, is the fundamental
instantancous phase voltage, i, is the fundamental instantancous stator current and ¢ is the induced
stator voltege doe to the fundamental airgap flux linkage 2.

With 2-D finite clement analysis it is necessary to separat the endwinding leakage inductance L, from
the total stator leakage inductance. L, thus, has w be calculated separately. As an approximation
the core koss resistance is shifted i the equivalent circuit te the position shown in Fig. 2.2(b). The
reason for this is that the total stator flux linkage, excluding the endwinding flux linkage, can then
be calculated by means of the 2-D finite element anaiysis. The inductance L,, of Fig. 2.2(%)
ropresents the leakage induciance of the stator winding excluding the endwiding leakage inductance,
ie. L, =L+ L.

The equivalent circuit of Fig. 2.2(b) in thc abe reference frame can be transformed to equivalent
circuits in the o reference frame fixed in the rotor by using Park’s transformation. The
transformation of core loss resistances (o the dy reference frame is described by, amongst others, Xu
(1991). The dg cquivalent circuits are shown in Fig. 2.3. The flux linkages A4 asd & are the d- and
g-axis stator flux linkage components, which include the stator leakage flux linksge but not the
cndwinding flux linkage. The parmmeter o, is the clectrical speed of the rotor reference frame. In
the phasor disgram the space phasers ¥, and 1, represent the stator supply volage and the terminal
current of the machine respectively. Note that L, = 15, + jl;, includes the dy core loss current
components (see the dg equivalent circuits of Fig. 2.3). The angle 0 is the power factor angle. The
stator flux linkage phasor A, originates from the current phasor I, and torque is produced when there
is u phase shift between these phasors (see egn 2.2 and Fig. 2.1(b)}  The angles ¢ and 4, are current
space phasor angles.

2.3 Calculation of equivalent circuit parameters
This section describes how the dy equivalent circuit parameters of Fig. 2.3 are calculated by using,

amnongst others, the finite ¢lement analysis method. The circuit elements R, and L., are calcuiated
separately by comman analytical formulas.
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Ay o2

Fig. 2.3. Stecady-state d- and g-axis eavivaicent circuits and space phasor diagram of the RSM

2.3.1 Stator winding resistance and endwinding leakage inductance

The stator winding resistance R, is calculated from the active copper area at a temperature of, by
convention, 75°C. The copper arca is determined from the given slot dimensions. The skin effect
is ignored in the calculation of R,. To abtain the correct active copper area of a stator conductor,
provision is made in the formula for R, for the filling of the stator slot using a fill factor. The areas
of the slot insulation and conducior insulation 2« also taken into account. The formula is given in

Appendix A, eqn (A.1).

The endwinding leakage inductance, L, is calculated according to a formula given by Kamper (1987).
This formula is based on a formula derived by Honsinger (1959) for the calculation of the stator
endwinding leakage reactance of squirrel-cage induction machines. The formula can be used for
single- or double-layer windings and takes into account the shape of the endwinding coils as well as
the mutual flux linkage between the endwinding phase groups. The formula can be used very well
for small and medium power machines and is given by eqn (A.5).

2.3.2 Calculation of flux linkages and inductances using the finite element method

To calculate the flux linkages using the finite element method (refer 1o Appendix B for details about
the finite element program) it is necessary 1o specify the phase current I, = isz_’tb of the muchine. Due
to the fact that the RSM is under current control, the current space phasor can be set at an angle ¢
with respect to the rotor (Fig. 2.3). The angle ¢ is thus an input variable. The amplitude of the
current space phasor, iﬁ, is determined from either a given rms current density, J, according to the
rclation

I,-v21A,n/z (2.9)

where n_ is the number of parallel circuits, A, is the active copper area per stator slot and z is the



Stellenbosch University https://scholar.sun.ac.za

I Cualculanaitof Performance Parameters 14

number of conductors per slot, or from given copper josses. P, according o the relation

(2.10)

with K

[3 L. {sce glossary of symbols and eqns (A.1) and (A.3)) .
qp P

Note that the actual current density and copper losses will be slightly higher due to the slightly higher
terminal current I, of the machine (Fig. 2.3).

With the current space phasor known in terms of amplitude and angle, the dy current components Iy,
can be calculated as well as the instantancous three-phase currents i . using the inverse Park
wransformation. Hence, the three-phase winding currents are set in the finite element program
according to the rotor position. The finite element analysis method is then called to calculate the total
stator flux linkages A, that exciude the endwinding flux linkage. Due allowance is made for
saturation by using the correct B/H-curve in the finite clement program.

The effect of skew is accounted for in the 2-D finite element analysis by using a set of unskewed
machines of which the rotors are relatively displaced by an angle that is a fraction of the total skew.
The technique, first introduced by Alhamadi and Demerdash (1991), is used in time-stepping finice
clement analysis by Volschenk (1993) and Williamson (1994). With k unskewed machines the phase
flux linkages are calcuiated by eqn (2.11).  Here 2, (a, ) denotes the total phase flux linkages of the
unskewed machine with the rotor at position a, and is calculated by means of the finite element
analysis method (Appendix B, eqn B.5). In this anaiysis k is taken as 5.

o]

{ i 1.&(%)} @2.11)

Equation (2.11) suggests that k time-expensive finite element field solutions are required, but it is only
the first non-iinear solution at position a; which will be expensive due to the unknown reluctivities.
At positions «,..ct,, the known reluctivities of previous positions can be used. which will already be
close to the new reluctivities, so that the field solution times at these positions will be less (Alhamadi,
1991).

The flux linkages of eqn (2.11) versus position will contain harmonics and it is necessary o find the
fundamental total flux linkages. With a distributed double-layer stator winding it is assumed, as an
approximation, that the effects of the MMF space harmonics are negligible. The remaining harmonic
fluxes are the synchronous harmonic fluxes which stand still with respect to the fundamental rotating
flux wave. With the rotor skewed no prominent high-frequency slot ripple will be present in the flux
linkage wave (Alhamadi 1991, Volschenk 1993, Witliamson 1994). Furthermore, with a distributed
winding the quasi-square flux density wave in the airgap, caused by saturation. will be filtered so that
a near sinusoidal flux linkage wave is obtained. However, a prominent 3rd and less prominent 5th
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and 7th harmonics will still be present in the total flux linkage wave-form. It the 5th, 7th and higher
harmonics are ignored. the total flux linkage can be written in terms of a fundamental and a 3rd

harmonic, or

i).dx] - {l.wji . [}‘.m] . (2.12)
The co-phasal 3rd hammonic flux linkages. including the higher order triplen harmonics. can be
obtained from the actual three-phase flux linkages as

Ay = Ay =4, =

al

G Ny W) I (2.13)
Thus, with the actual total phase flux linkages and the 3rd harmonic flux finkages known from the
finite clement analysis, the fundamental total phase flux linkages can be caiculated by egn (2.12).
Note that with the use of eqn (2.12) and with the rotor fixed at a certain position, errors are made in
the same way cach time the finite clement program is called in the optimisation process. This implies
that the optimised machine will ultimately be almost exactly the absolute optimum machine.

Anather way 10 determine the fundamental total phase flux linkage is to do a Fourier expansion of
the total flux linkage wave. This requires that the rotor and the current space phasor be siepped
through an angle of at least =/2 electrical radians. This. however. will undo the idea of using the
finite element method directly in the optimisation process due to the long computation time.

The use of egqn (2.12) is thus a key aspect in the whole optimisation process because it enables the
fundamental total phasc flux linkages of the RSM to be determined by using just one set of finite
clement solutions. The fundamental totai phasc flux linkages are necessary, amongst other reasons,
for the calculation of the supply voltage and power factor of the machine.

With the fundamental total phase flux linkages and the rotor position known, the dg tlux linkages of
Fig. 2.3 are calculated using Park’s transformation, namely

{ldqo] B [KP_] [llbtl] ' (2.14)

From this the speed voltages Ey = -3 o, and E, = hyw,  of the equivalent circuits of Fig. 2.3 are
determined. The d- and g-axis inductances L and Lq are determined from eqns (2.4) and (2.14), but
it must be realised that these inductances are subject to a small error due to the approximation of egn
(2.12).

To calculate the d- and g-axis inductances L, and L, of eqn (2.8) it is necessary to determine the

qm
airgap flux linkage space phasor in terms of amplitude and angle, A, = im Z38. of the skewed
machine. For the unskewed machine the amplitude and the angle of the fundamental airgap flux
density space phasor B = B £8 are determined by a Fourier expansion of the radial component of the
airgap flux density. In Appendix B, section B.3 it is shown how this is done using the airgap
magnetic vector potentials. The amplitude of the fundamental airgap flux linkage space phasor of the
unskewed machine is calculated from
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by = 2B I WK, (2.15)
where 1, is the pole pitch. / is the core length, W is the number of turns in series per phase and K,

is the winding factor.

The effect of skew is accounted for in the same way as in eqn (2.11) by using a set of unskewed
machines. For the ath machine the amplitude imm as well as the space angle §,, of the fundamental
airgap flux linkage spacc phasor is determined.  With & unskewed machines the resultant airgap flux
linkage space phasor of the skewed machine is abtained by taking the phasor sum (not the arithmetical

sum) of i_.£8, as in eqn (2.16).

k
Ag = A sd = =Y A 08, (2.16)

|

Note that the angles 5, of eqn (2.16) arc the space angles with respect to the original or actual d-axis
of the rotor and not with respect to the d-axes of the set of unskewed machines. The d- and g-axis

cumponents of eqn (2.16) are given by
Ay = i_cos(b) and )‘qm = imsin(b) 2.17
and are used in eqn (2.8) 1o calculate Ly and L.

2.3.3  Core loss resistance

The oniy remaining equivalent circuit parameter to be calculated is the core loss resistance, R.. Core
losses in electrical machines are in generai difficult 10 calculate accurately. The core losses in
electrical machines occur as. amongst other things, rotational losscs (no! pure alternating losses) ,
rotor-pole surface losses, additional iron losses with load due to harmonic fluxcs, tooth pulsation losses
and, in the case of the reluctance machine, rotor-iron-segment pulsation losses if the barrier pitch is
less than the stator slot pitch.

The stray-load losses in reluctance machines consist of only iron losses. There are no bar and endring
losses due to harmonic-induced rotor currents and also no inter-bar losses, as in the induction machine.

Rotational losses occur specifically in the stator tooth tips and stator yokes where the flux density
vectors rotate, rather than to pulsate on the same axis. The calculation of rotational losses is complex.
Also, rotational loss curves of taminated steel are very rarely available from suppliers due to the
difficulties in measuring these losses,

As an approximation, therefore, only alternating iron core losses due to the main (fundamental) flux
are considered in the analysis. This means that the calculated core losses will be somewhat low, The
core losses are calculated from measurements on electrical machines and from loss-frequency curves

e

e

s T I
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of the jaminations used.

Considering only stator core losses due to the main flux and tundamental supply frequency of the
machine, the core losses are calculated from

Pc e fll(Bl:\lM

©BLM,) (2.18)

where B, and B, are respectively the maximum flux densities in the teeth and yoke, M and M, are
respectively the iron masses of the teeth and yoke and f| is the fundamental supply frequency. The
maximum flux densities in the teeth and yoke can be obtained directly from the finite element
solution. The constants ¢, x and y are determined from measurements and from loss-frequency curves
(M-36, 26 gagc. non-oricnted sheet steel) as ¢ = 0.0337, x = [ 32and y = 2.

From the known core losses of egn (2.18) the core loss resistance is calculated as

g - E (2.19)

where E, is the rms value of the phase EMF and is given by

5
-

_ | Ef - E, 2.20)
E, s | =t

2.3.4 Effect of cross magnetisation on 1 ; and L, inductances

The torque and power factor of the RSM are both functions of the inductances L, and L. [t is
therefore important to consider the cffects of saturation and cross magnetisation on these inductances,
Cross magnetisation or cross coupling is the magnetic coupling between the fictitious d- and g-axis
windings of the machine. A number of studies have been done on the cross magnetisation effect in
reluctance machines (Anvari 1985, Binder 1989). These studies have been done on reluctance
machines with rotor cage windings without rotor flux barriers.  Little is published on the cross
magnetisaiion effect in reluctance machines with axially laminated rotors, but it is shown that this
effect with these rotors is small (Mayer 1986, Matsuo 1994).

A study was done by Kamper (1994) 10 investigate the effect of cross magnetisation on the
inductances of the RSM using the double barrier rotor of Fig. 1.1{(d). The inductances in this study
were calculated in the same way as described in section 2.3.2 and were confirmed by measurements.
The results of these calculations are shown in Fig. 2.4.

It is clear that saturation and specifically cross magnetisation have a considerable eifect on the
inductances of the RSM using a flux barrier rotor. Consider c.g. in Fig. 2.4 the case where constant,
rated d-axis current of 9 A is used. The d-axis inductance is affected relatively little (10%) by cross
magnetisation (or varying g-axis current) as shown in Fig. 2.4(a). The q-axis inductance, however,
is greatly reduced by the rated d-axis current particularly at low g-axis currents as shown in Fig.
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Rated d-axis current Id « 3.0 A Rated g-uxis current Iq = 18.0 A
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Fig. 2.4. Finite clement results to illustrate the effect of cross magnetisation (Kamper, 1994),

2.4(b). Cross magnetisation in this case therefore leads, amongst other things, to the improvement
of the inductance ratio o = L‘,{L‘I and thus the power factor of the machine. On the other hand, at
low d-axis currents (field weakening operation) the d-axis inductance and specifically the g-axis
inductance vary significantly with q-axis current. In this case cross magnetisation has a reducing
effect on the inductance difference aL = L - L, and the inductance ratio o, affecting negatively the
toque and power factor of the machine.

The cffect of cross magnetisation may be ignored with the use of e.g. the lumped circuit analysis
method to obusin preliminary, first-order design optimisation results of the RSM. However, in the
search for the absolute optimum-designed RSM the effect of cross magnetisation has to be taken into
account using the finite element analysis method.

2.4 Performance calculation

From the known dy current components, . and from the calculated dy speed voltages, Egyi.
according section 2.3.2 and the calculated core loss resistance according section 2.3.3, the g/ current

-

components, I, of Fig. 2.3 and the current amplitude, 1, are determined as

Iy =1, +EJR,, I, =1 +E/R and I, =15 +1}

From this and from the caiculated endwinding leakage inductance L., according eqn (A.5), the
endwinding leakage flux linkage speed voltages L 1, ¢, and L 1 00, of Fig. 2.3 are determined.

The g supply voltage components, V,, and the voltage amplitude V, are calculated from

\ll.]’

Vo= By ~ L 1w + 1R, V =E +Llye +1,R and V =4JVy+V

where R, is the stator winding resistance calculated according egn (A.1).
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The power factor angle 0 of Fig. 2.3 1s casily calculated from the oy vollage components V; and Vg
and the dy/ current components 1y, and 1, By ignoring the stator resistance and the iron loss
resistance in the mathematical model of the RSM it is shown by Kamper (1994}, amongst others, that
the power factor ¢ the machine can be expressed as

P, = cos(lm‘(g‘ra—u—::l—u-]) . (2.21)

where o= Ld/Lq and v =1 q/l‘1 = tan(¢). Equation (2.21) shows that the power tactor is dependent on
the inductance ratio Ld/Lq. With Lq relatively small the power factor is sensitive 1o the value of L,q.

The supply kVA and the copper losses of the machine are respectively calculated as

s =2V, i and P, - 2I3R;.

s "l =1

[ XNy

The steady-state torque of the RSM is calculated from cither egn (2.6) or (2.7). It must be realised
that the calculated torque, using eqns (2.7), (2.8) and (2.14) is subject te a small error due to the
approximation of eqn (2.12). The torque may also be calculated as a function of the radial and
tangential components of the airgap flux density or from the vector potential nodal values in the airgap
as shown by Abdel-Razek (1981).

Finally, the wind and friction losses as an approximation are taken to be the same as that of a standard
induction machine with equal volume. From this the shaft torque and cificiency are calcuiated.

This concludes the calculation of the performance parameters of the RSM, i.e. the function value Y
of Fig. 1.2. It is important to emphasise that the effects of cross magnetisation, saturation and skew
are taken into account in the above calculation of the performance parameters by using the results of
only one sct of finite elemeznt solutions.

2.5 Effect of current angie control on torque and power factor

Both the torque and power factor of the RSM are functions of the current space phasor angle, ¢. The
torque equation of the RSM (egn 2.7),

T = 2p(L, -L) i} sin(2¢), (2.22)

& |

suggests that maximum torque per ampere will be obtained with a current phasor angle of 45°,
However, the inductance difference al = L - L is not a constant but varies with both the d- and g-
axis currents of the machine due to saturation and cross magnetisation (Fig. 2.4). In effect aL. is some
function of the cutrent space phasor angle ¢ for a given current amplitude 1. This is shown for
example in Fig. 2.5 for the double barrier rotor RSM of Fig. 1.1(d). using the inductance curves of
Fig. 2.4.
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Fig. 2.5. Calculated inductance difference versus current angle with [ as parameter

For a given current amplitude i, eqn (2.22) can be written as

T = K aL(d) sin(2¢d) . (2.23)

The maximum torque is developed where the derivative of eqn (2.23) is zero. By differentiation and
simplification the following cquation is obtained:

ﬁ‘%@ = -2cot2¢) aL($) (2.24)
From Fig. 2.5 it is clear that the inductance derivative of eqn (2.24) is always positive at 45° for a
given current amplitude I, except at perhaps very low currents. Thus, for eqn (2.24) to be valid the
current space phasor angle ¢ must be between 45°< ¢ < 90°. Maximum torque per ampere, therefore,
is not obtained with a current angle of 45° as some authors expressly state. Kamper (1995) shows
that the current angle for maximum torque per ampere of the RSM using the rotor of Fig. 1.1(d) is
between 60° and 65°.

The power factor of the RSM, in contrast with the torque, is dependent un the inductance ratio (eqn
2.21) which also varies with both the d- and g-axis currents due to saturation and cross magnetisation.
The inductance ratio o therefore is also some function of the current space phasor angle ¢ for a given
current amplitude is. This implies, amongst other things, that there will be some current angle where
the power factor becomes a maximum for a given current f,. The calculated and measured results of
Kamper (1995) show for the RSM using the rotor of Fig. 1.1(d) that maximum power factor and
minimum kVA are obtained with current angles between 72° and 75°.

The current angle, therefore, is an important design and control parameter of the RSM. It has to be
used in the design optimisation of the RSM as one of the machine variables 1o be optimised.
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2.6 Caiculation of L, and L, using an approximate magnetic circuit method

Both the d- and g-axis inductances L and L, can be considered as magnetising inductances of the
RSM. The only difference in the equations for these induclances is the difference in the resultant
airgap lengths of the d- and g-axis magnetic circuits. Let the machine operate ¢.g. with only d-axis
current, then a constant magnetising reactance will be "seen" by the supply. The magnetising
inductance in this casc is equal to the d-axis magnetising inductance L, and is given by

) m(WK_)dIu, (2.25)

n P"' £y k.q

Ly

where m is the number of phascs.
W is the number of tums in series per phase,
K, is the winding factor for the fundamental,
d; is the airgap diameter or approximately taken here as the stator inner diameter,
g4 is some resultant airgap length of the d-axis magnetic circuit
and k,g 2 1 is the saturation factor for the d-axis magnetic circuit.

With a smooth airgap reluctance machine with a round flux barrier rotor, g, will be equal to the actual
airgap length between the stator and the rotor.

Similarly, the g-axis magnetising inductance is given by

MWK e (2.26)

- npig ky,

where g, is some resultant airgap length of the q-axis magnetic circuit and k,, 2 1 is the saturation
factor for the g-axis magnetic circuit. Defining the effective d- and g-axis airgap lengths as

8 =8k, ad g =gk, . (2.27)

the inductance difference and inductance ratio are respectively

sL=Ly -L_ =K, |+ - i] (2.28)
B4 gq
and g = L;*‘ - & (2.29)
Lqm 24
where K is K = m (W le)z d; {1y (2.30)

np?
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The d-axis inductance 1 ool eqn (2 25) s a lunction of two important parameters, namely the stator
imner diameter d, and the angap dength g, The tooth width and yoke height of the stator and the
widths of the rotor iron segments will alse have an effect indirectly on the saturation tactor kg and
thus on L,

The g-axis inductance L, of eqn ¢2.26) 18 also a function of the diameter d, and further of the airgap
fength g, g, s determined by, amongst other things, the widths of the flux barriers. The ratio of the
inner diameter d, to the barrier width, therefore, is an important factor in the value for Lqm. Note
further that beth the saturation factors k4 and Kk, of respectively eqns (2.25) and (2.26) are affected

by cross magnetisation.

With ti. torque of the RSM propertional to the inductance difference and the power factor dependent
on the inductance ratio, eqns {2.28) and (2.29) show that a high torque and a high power factor can
be obtained by making g, small and g " farge. This implies. amongst others, that the saturatior: factors
k,y and k., have o be respectively smail and large for the d- and g-axis magnetic circuits, Equation
(2.28) shows further that the torque is proportional 1o K, which is, amongst other things, proportional
to the square of the winding factor, K ;. The latter points out what the effect is of a single-layer
versus a double-layer winding on the torque of the machine. With a single-layer winding the torque
improvement may theoretically be as much as 10%, depending on what double-layer winding is used.
Obviously, with a single-layer winding the space harmonics are less suppressed and a less smooth
torque is developed. The power factor is independent ot the winding factor according to eqn (2.29).

Description of the approximate magnetic circuit method

Analytical approximations or the lumped circuit analysis method may be used to calculate the effective
airgap lengths of eqn (2.27) and the dg inductances of eqns (2.25) and (2.26). Recent studies have
been done in this regard on RSMs with axially laminated rotors (Fu 1991, Vagati 1992, Plau 1992,
Soong 1993, Luo 1994). These calculation methods can be used in the design optimisation of the
machine to obtain fast, preliminary optimum design results and to investigate the tendencies of the
optimum dimensions of the machine. However, the analytical and lumped circuit models can not be
used 1o obtain a near-absolute (“near-trug™) optimum design of the reluctance machine. The latter is
due to the inaccurate calculation of particularly the g-axis effective airgap length, g/, of egn (2.27),
especially for roters with punched flux barriers and saturation bridges. Furthermore, these methods
do not take into account the effect of cross magnetisation and ignore in general the effect of

saturation.

The aim of this section is to propose a very simple, approximate magnetic circuit (AMC) analysis
method which can be used 1o partly optimise the design of the RSM. The aim of using the AMC
method is to get an idea quickiy of some of the optimum dimensions of the RSM and 1o use the
method to explain the optimum design of the machine. The procedure is as follows:

of the machine using the lumped circuit approach.

— Calculate the values for Ly, and Lqm

— Calculate approximately the leakage inductance L, (Fig. 2.2).
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Obtain vatues from the lumped circuit analysis for the maximum flux densities B, and B, .
Calculate the core losses and core Joss resistance by means of eqns (2.18) - (2.20). '
Calculate R, and L._ as in section 2.3.1.

Caiculate the performance parameters as in section 2.4,

To make the analysis of the AMC method as simple as possible the following approach is followed:

4)

5)

The d-axis inductance L, is calculated with due allowance for saturation but not cross
magnetisation,

A round rotor is assumed with uniformly distributed tTux barriers with equal barrier widths,
An example of such a rotor and a stator structure is shown in Fig. 2.6.

The flux barrier width of the rotor of Fig. 2.6 is not optimised and the normalised width of
the barrier is set consiant in the analysis. The focus of using the AMC method, thus, is to
optimise the stator parameters of the machine. The rotor structure is optimised in the final
analysis by means of the finike clement method.

The g-axis inductance, L, is set constant at some realistic value. This approach is explained
in detail in section (ii) below.

The current angle ¢ is sct constant at ¢ = 65° which is o realistic value to use (from section
2.5 and Kamper, 1995).

3£

Stator stot and yoke

!

P—2 —

IR

Rertor bammier

bw = barrier width
bp = barrier pich

Fig. 2.6. Stator and rotor structure with d-sxis magnetic circuit

(i) The d-uxis inductance, L,

For the calculation of the d-axis inductance. L, of the machine eqn (2.25) is used. The eiective
d-axis airgap length, g/, is calculated by
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. . 23
Ba " fakuk, (230
where &y is the actual airgap length between the stator and the round rotor of Fig. 2.6,

K,y is the saturation factor
and k. ts the Carter factor 1o take account of stator slotting (assuming closed rotor slots).

The saturation factor k; is dependent on the extent of d-axis current or d-axis MMF and further on
the yoke height, the tooth width (or tw/tp ratio) and the barrier width (or bw/bp ratio) (see Fig. 2.6).

The saturation factor is determined by calculating the fundamental total MMF drop, F . of the d-axis
magnetic circuit divided by the fundamental airgap MMF_ F, e

k_, . R (2.3

Half of the d-axis magnetic circuit used in the analysis is shown in Fig. 2.6, The analysis is done at
an operating point in the airgap that is at % (or '%4) of the pole pitch where the fundamental flux density
wave inersects more or less with the actual flux density wave. The total and airgap MMFs of the
magnetic circuit are determined by means of an iteration procedure using the correct B/H-curve of the
lamination steel to account for saturation. The bisection method is simply used in the iteration
procedure for the non-linear solution. The iteration procedure and the entire calculation method is
described in detail in Appendix C, section C.1.

The +ffect of cross magnetisation is not taken into account as only d-axis current and d-axis flux are
considered in the determination of &k, of eqn (1.32). The effect of skew on the value for L is also
not taken into account.

(i) The g-axis inductance, L "

The calculation of Lym is much more complex than L, [tis in this case not possible 10 use just one
equivalent magnetic circuit, as with the d-axis, to obtain the fundamental values of the saturated g-axis
airgap flux density and the g-axis airgap MMF. The reason for this is the highlv non-linear airgap
flux density waveform with only g-axis current flowing. The ondy wuy 0 solve this problem is o
either use a complex network of lumped elements and solve the network by some iterative nrocedun:

to take saturation into account or to use a non-linear firite cicriend ficld selution.

To avoid the complexity of these calculation methods ancther cporoach 1s ivtlowed in the AMC
method. In this method the normalised values of the rotor dimensions are kapt constant The rotor
is optimised in the final analysis by means of the finite slermcad metbud.  In the AMC method thus
the bw/bp ratio of Fig. 2.6 is set constant.  The immediate question then is what realistic value for
the bw/bp ratio must be used. Both Miller (1991) and Matsoo and Lipo (1994) inyestigated this for
axially laminated rotors. They found in general that an optimum eatio of Fw/bp = 0.5 must be used,
be. the iron segment width must be equal to the barrier width. However. trom their graphs it is clear
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that the optimum ratio depends on what design criteria are under consideration. The graphs of Matsuo
and Lipo (1993) show clearls that for maximum inductance difference. al. which is the same as for
maximum torque {egn 2.7 the optimum ratio is between 0.26 and 0,33, In the case of a maximum
inductance ratio ¢ = L,/ .. which is closely related to maximum power factor or maximum
torque/kVA of the machine, the optimum ratio from the graphs of Miller (1991} is about bw/bp =
0.55.

This difference in the optimum ratio can be explained as follows. With L_  relatively small, aL is
most sensitive 1o the value of the d-axis inductance Ly . To increase |

qm
. more iron has to be used

“dm
on the rotor to raake the saturation effect less, i.e. the bw/bp ratio must be less. On the other hand,
the inductance ratio ¢ = Ly, /L . is most sensitive to the value of L. To decrease L, ie. to
maximise o, large barrier widths have 1o be used with less iron on the rotor, i.e. the bw/bp ratic must
be increased. Note that the bw/bp ratio will scldom be higher than 0.5, because with a peak airgap
flux density of say 0.9 tesla, the iron segment flux density will then be higher than 1.8 tesla, which

wili drive the rotor iron deep into saturation.

To conclude. it is realistic 0 choose values for the bw/bp ratio between 0.3 and 0.5. There is no
reason to believe that the same ratios cannot be applied w the simpler rotor siructure of Fig, 2.6. 1Y
the design optimisation of the RSM is focused on maximising the torque v the machine, then a ratio
of bw/bp = 0.33 (V4 air and %4 iron) can be used. Il focused on m ~imising the ~ower factor or
maximising the torque/kVA then a ratio of bw/bp = 0.5 (¥ air and 2 iron) ci.” be used. Note ihat
the effect of different ratios on the optimum design can also be quickly investier ied.

With the bw/bp ratio constant the di/bw ratio is constant.  Hence. the dy/g, ratio is more or less
constant because g, is some function of the barrier width. From eqn (2.26), this implies that for the
same saturation factor, Kk, the g-axis inductance. L. will be more or less constant per given stack
length of the machine. The approach in the proposed AMC method is to assume a constant value for

Egm in the design optimisation based on the fact that the bw/bp ratio is constant.

qm*

The question, however, is what value must be wken for L, in the AMC methed. it is known from

measurements on flux barrier rotors (e.g. Kamper, 1994) that the inductance ratio of the RSM can
typically vary between. say, 4 and 7. It a value of 6 = 5 is assumed in the anaiysis. then L can be
calcufated from L, = Ly 5 and L, from eqn (2.25)  Assume a normalised value for the stator
inner d; of eqn (2.25) of say d/d, = 0.55. Furthermore. take the saturation factor as h = 2 and the

Carter factor as k. = 1.2, then an analytical equation for | miy be

g

_ MWK, T d, (2.33)

i 22nngd

Egn (2.33) gives a first-order estimate of what the value for 1, may be. The approach in the design

ym

optimisation. Yowever, must be to use different values for | 1o see what the effect is on the
yrn

optimum desisn of the machine. This effect is investigated in Chapter 4,
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[t is clear from the above that keeping 1 consiant i the proposed AMC method is a very rough

approach in the design optimisation of the RSM. It will be shown in Chapter 4, however, that using
this simple method gives quite remarkable results.

It must once again be emphasised that in using the AMC method in the design optimisation, the 1otor
is not optimised but orly the stator parameters. The AMC method can, however, be used o explain
design aspects of the RSM, as will be shown in Chapter 4.

(i) The leakage inductance, I,

I'he leakage inductance L, defined in Fig. 2.2 consists of the slot leakage inductance and the
harmonic flux ieakage inductance. but not the endwinding lzakage inductance. The slot leakage
inductance, L, can be calculated in the same way as for the induction machine. A formula for the
slot leakage inductance per phase is given in Appendix C. eqn (C.19), and is

L - (2»01 w_) (KA - KA (2.34)
pPa
where A and A are permearce ratios of the slot sections that hold air (eqn C.22) and
conductors {cqn C.23) respectivedy
and k, and k, are double-layer winding correction factors for the slot section that hold air
(egn C 20) and conductors (eqn C.21) respectively.

The formula for L, is further described in Appendix C. section C.2. It does not take into account
the skin effect and the effect of saturation.

The harmonic leakage Aux inductance, sometimes called the differential leakage inductance, L. is
due 1o the higher order rotating harmonic MMFs. These harmonic MMFs rotate asynchronously with
the rosor. In the case of the induction machine with a rotor with magnetic symmetry the effect of the
harmonic MMFs and harmonic fluxes can easily be ic_ounted for by simply considering all the
harmonic equivalent circuits of the machine aking into acount the damping eftect. In the case of the
RSM with a caucless rotor with magnetic asymmetry, however, the analysis is much more complex.
The stator differential leakage inductance coefficient without damping for the induction machine
(Richter 1954, Heller and Hamata 1977, Kamper 1987) cannot just be applied to the reluctance
machine. Vagati (1994) considers only the slot harmonic fluxes of the RSM and calculates a zig-zag
leakage inductance. A thorough treatment of the harmonic fluxes ot the RSM and how they must be
accounted for in terms of a harmonic leakage inductance is beyond the scope of this thesis. Even for
induction machines there are different views on how to consider the harmonic fluxes (Cheong 1979,
Kamper 1987). As an approximation, therefore, L v is ignored in the AMC method. which means
that the total leakage inductance calculated in this way will be somew hat {ow,

With the inductances Ly, Lo, and [, calculated according sections (i) - (iii) above. the dy flux
linkages are calculated as (see eqns 2.4 and 2.8)
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Ag " ilgg ¢ Ly g 3
(2.35)
and Ag bl - Ly L

The other dy cquivalent circuit parameters of Fig. 2.3 and the performance parameters of the RSM

are calculated in the same way as described in sections 2.3 and 2.4,

This concludes the description of the AMC method for calculating the performnance of the RSM. As
is clear, the method is far from exact, but has the important advantage of taking into account with
reasonable accuracy the cffect of saturation on L. The further advantage of the AMC method is
the low computation time, as this design optimisation of the RSM ty pically takes less than one minute
on a SUN 1000 workstation.

2.7. Cakulation of L4, and Lq,. using a hybrid mupnctic circuit ; finite element method

Another simple but reasonably accurate optimisation approach is o identify from finite element
analysis those parameters of the RSM which are difficult 1o calculate accurately by means of analytical
equations or lumped circuit analysis. One such a parameter is the g-axis inductance, L, of ihe RSM,
which is taken as constant in the AMC method. The idea of this method is to optimise the stator
parameters of the machine using the AMC method and then calculate a new L from finite element
analysis and use this new L., in the next optimisation iteration.

It is alse possibie to optimise the bw/bp ratio or the current angle ¢ using only a few finite element
program solutions, as will be shown in Chapter 4. The optimised bw/bp ratio, or optimised current
angle §. can then be used in the AMC method to get more accurate optimisation resuits. This method
is, thus. a hybrid magnetic circuit / finite element method (HMF method). The aim of the HMF
method is to get more accurate results than in the case of the AMC method but, however, still keeping

the computational burden low,

An example of using the HMF method in the optimisation procedure of the RSM using the rotor

structure of Fig. 2.6 is as follows:

—  Decide on a design criterion and set either the current density J or the

copper losses P, constant.

—  Select mitial values for the stator and rotor dimensions and set ¢ -
65°.

-+ Optimise the stator dimensions using the AMC method.

= With new stator dimensions, caleulate | using the FE method

“gn
{scetion 2.3.2).
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—  Optimise the stator design using the AMC method with the new L
~  With new stator dimensions, optimise the current angle $ using the FE
method. Alse, calculate a new value for L afterwards,

qm

— Withnew ¢ and L, optimise the stator using the AMC method.

—~»  With new stator dimensions, optisnise the bw/bp ratio using the FE
method. Calculate a new value for o, afterwards.

—»  With new bw/bp ratio and new L__. optimise finally the stator using

the AMC method.

gm*

In the HMF procedure some independence is assumed between ¢ and the bw/bp ratio, i.e the optimum
value of ¢ is assumed to be independent of what the value is of the bw/bp ratio, and vice versa. The
above procedure will typically require 10-15 finite clement solutions. An zxample of using the HMF
method will be given in Chapter 4.

Obviously, one can continue with the above procedure to get hopefully more and more accurate
results. The idea, however, is to keep the computation time of the preliminary design optimisation
low. The preliminary optimum results can be used as a good starting point for the final design
optimisation where the FE method is used directly to optimise all the parameters of the machine.
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Optimisation Algorithms

This chapier describes the optnisation algorithms which can be used o optimise in multidimensions
the design of the RSM.  As shown in the flow diagram of Fig 1.2, the optimisation algorithm
minimises (niaximises) the objective function Y = F(X) of the machine subject to inequality and/er
equality constraint functions. This is an iterative process where the optimisation algorithm and the:
line minimisation procedure repeatedly call the lumped circuit or finite element program to calculate

the objective function values.

A review of the literature on clectrical machine design optimisation reveals that there are a few
important aspects that have to be mentioned. These are the following:

(1)

(i)

(1)

{iv)

Much more attention is given in the literature to the optimum design of the induction machine
than to other clectrical machines.

The manufacturing and operating costs of the electrical machine are usually the objective
functions to be minimised. subject 10 performance constraints.

Only analytical or lumped circuit models of the clectrical machine are used in the optimisation
process to calculate the performance parameters of the machine. The finite element methed
is merely used 6 investigate the cffect of the variation of & single dimension on the
performance of the machine and not to do an overall optimum design.

The constrained optimisation is usually done by converting the constrained problem into an
unconstrained one by adding penally functions to the objective function. This modified
objective function is then minimised by means of an unconstrained optimisation method or
algorithm.

From the vast amount of published work on the design optimisation of electrical mackines. only sore

of the work is highlighted here:

Andersen (1967, 1992) makes use of a Monte Carlo routine, using a random search method,
to minimise the objective function with penalty functions. 1t is not known how fast this
method is compared to other methods.

Ramamoorty and Rao ({979} optimise the design of a segmented rotor retuctance machine
using the method of Powell (1964) and Zangwill's (1967) penalty function formulation. In
their optimisation of the ieluctance machine, the cost of the active materials of the motor is
minimised subject o the constraints of pull-out torque and power factor. The optimisation of
the voltage-fed. current-controlled reluctance machine was not considered in their work,
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. L1 (1990 and Parasiliti (1993) make use of the modified Hooke-Jeeves method (based on the
direct search method of Hooke and Jeeves (1961) in the optimum design of the induction
machine. 1.1 (1990) found that this methed 15 very time efficient compared to other methods.

. An in-depth study was done by Singh and Sarkar (1992) on the optimum design of the
induction machine using the methods of Powell (1978) and Han (1977), modified by
Schittkowski (1981). These methnds suppose that the objective and constrained functions are
differentiable and that first derivatives can be calculated. They show that the modified Han-
Powell method is very effective using less computation time.

All the above methods nove 1o be effective in the optimisation of the electrical machine. In this
thesis the algorithms ot Powell (1964) and the quasi-Newton method are used for the unconstrained
design optimisation of the machine. The difference between these two methods is that the Powell
method is a non-gradient method which requires only function evaluations, not erive ve-, while the
quasi-Newton algorithm is a gradient method which requires that the vector of first partial derivatives
be calculated. The reasons for using these methods are:

(1) to determine if a gradient method can be used te uptimise the design of the machine using the
nonlinear finite clement ficld solution to calcudate the funcion value,

(2) 1o compare the cffectivencess of a non-grad. ni method (Poweil) with that of u gradient method
(quasi-Newton) and

(3} 1o verify the optimum design results by using two completely  different optimisation

algorithms.

Both these methods are described in detail in textbocks and pruoved w0 be effective for the
minimisation of functions in multidimensions.

The method used in this thesis for the constrained optimisation is the same as that mentjioned in (iv)
above namely 0 modify the objective function and solving for the minimum by means of an
unconstrained algorithm. Furthermore, the focus of the thesis is on the characterisation of the
performance capability of the RSM. The design optimisation, therefore, is on the maximisation of
the performance parameters of the machine, such as torque, efficiency and power factor. and not on
the minimisation of the cost of the machine. as mentioned in (i1) above. This does not mean that cost
and weight are not important {actors to be considered. The approach of the thesis also differs from
that mentioned in (iii) above, namely to use the finite efement method in the opumisation procedure

instead of fess accurawe analytical or lumped circuit methods,

Both the Powell and quasi-Newton methods make use of successive line minimisations o minimise
(maximise) sequentially a function of a1 variables along certain lines or vector directions tn an -
dimensional space (see the flow diagram of Fig. 1.2). The technigue used o do the line mirimisation
is explained in section 3.1, In sections 3.2 and 3.3 the Powell and quasi-Newton algorithms are
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brietly described. The method for the construined optimisation is deseribed in section 3.4 and in

section 3.5 the results of two optimisation case studies are given.

3.1 Linc minimisation

For the line minimisation cgn (3.1) is used. i.e. find the scafar 1+ that minimises the function F(X)
along a given vector direction Z from a ghven starting vector point P,

X=P +«yZ 3.1
In the design program cach variable x, 1o be optimised is given minimum and maximum boundary
values wherein the variable is allowed to vary. The boundary values of all the variables are used to
determine the minimum and maximum values allowed for v in egn (3.1). The latter is done 1o ensure
that the minimisation process is within a restricted region in n-dimensional spuce. If the minimum
or maximum of the function is not attained in this region then the program either shifts the boundary
values or, if this is not allowed, uses penalty functions to penalise the function value. The region
between y,;,, and ¥, is divided inio a number of sections to determine the step size ay by which
v is changed. To bracket the minimum (maximum) of the function, the y-value of egn (3.1) is
changed in steps starting from the initial point P as shown in Fig. 3.1, The y-value is changed until
the maximum of the function fly) = F(P, + yZ) has been bracketed by the values y,, y;,, and yj.,.
The problem of local minima/maxima was not experienced by the author. The variation of f(y) with
¥ gives very smooth curves for the RSM as 15 shown e.g. in the graphs of Kamper (1994).

The step size sy is important because if it is too small then a relatively high number of finite element
field solutions will be required to bracket the maximum. The step size, therefore, is taken initially
as relatively farge in the design program. Closer to the optimum snlution the step size can be reduced
to bracket the maximum more accurately. With constrained optimisation the step size is taken much
smaller to ensure a much closer bracketing of the maximum.

)
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Fig. 3.1, Points 2,3 and 4 bracket the maximum of £y ) and are used tor curve fitting
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The fast three y-values that bracket the maximum, as shown in Fig. 3.1, are used to do a curve fitting
using a second-degree interpolating potynomial of the Newton form. As mentione.d, the variation of
f(y} with y gives smooth curves so that the use of just three points for curve fitting is justified. Even
with the constrained optimisation using the quadratic penalty function method the latter is aitowed.

The second degree polynomial f3(y) of the Newton form is given by

f.(y) = ¢y ceady ~¥) + Sy - y)y - ¥,.,) 3.2)

whre

i f(Y,) - f()’,.l)

yi - )".,1
(3.3)
c! f(yl‘l) h r(yl-l)

c T e i———— - - .
T WP C RN 0 T A )

The minimum (maximum) of the polynomial is obtained by setting the derivative of eqn (3.2) equal
to zero and solving for the optimum value y,.,, from

Yopum * i[ym vy 2 } 34

This solution of y,, is accepted as the location of the minimum/maximum ot F(X) along the line
of eqn (3.1). If a fourth caiculated point is available, as shown e.g. in Fig. 3.1, then a third degree
interpolating polynomial can be used with a more accurate solution.

)2 Powell's method

The method of Powell (1964). which is also described in detail by others (Greig 1980, Press ef af
1986), minimises, with each iteration r of the optimisation process, the function value along a set of
n vector directions, where n is the number of variables to be optimised. The initial set of # vector
directions is the unit or co-ordinate directions. Afler each iteration a new direction is defined which
is used in the set of vector directions for the next iteration. The basic procedure generates, afier n
iterations, a set of # mutually conjugate vector directions.  'This implies that after n iterations the
minimum of a quadratic function is found. A flow diagram of Powell’s method is shown in Fig. 3.3
and is explained briefly in the following paragraphs.

Consider an iteration of Powell’s method where the function is minimised along a set of » vector
directions, Z,. Z,. .... Z,. as showa in Fig. 3.2. With each direction Z; the function is minimised
through a line minimisation using eqns (3.1) and (3.2). This moves the vector point P from P, | o
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ig. 3.2. Moving the vector P through a set of vector directions Z; (Powell's method)

P,
1
A ncw direction is defined Z,, = P, - P, and the set of vector directions for the next iteration is

chosen to be Z,, ... Z,. Z,,. Powell. however, modifies this basic procedure because occasionally

After n vector directions, thus # lint minimisations. the vector point P has moved *o the point P,

the procedure muy choose ncarly dependent directions which may cause the process to terminate
before an optimum is reached. Thercfore, tests are done after each iteration to determine whether the
new defined direction Z_ is a good direction 1o be added to the set of directions or not.

Powell recommends two tests to be done to decide if the new defined direction is a good direction
or not. The tests are carried out by using an additional calculated vector point P, = 2P, - P, further
along the proposed new direction, as shown in Fig. 3.2. For the maximisation of the function F, let
the values of the function be

f,=F@P). [ =FP, and f =FP), where [ >F

n [$ I

and define af as the largest increase along one of the directions of the present iteration, i.e.
af = maxif, - f ;).

Then, if cither

f, < f and\or

o

(f, - 2f, « £3(f, - f, - AFF < JAf(f - £)°,

n
the old directions are for the next iteration used and P for the next P, Otherwise. the old set of
directions Z,, Z,. ..., Z
ZZ' Zj-l' no*
next P. The dircction with the largest increase is thus discarded, which seems paradoxical, bux

jo o Ly where Z; is the direction with the largest increase. is changed o Z,.

Zi..Zy Z,, and P, is moved to the maximum along Z, . and this point is used for the
Powell showed that dropping it gives the best change of avoiding a buildup of linear dependence.

The optimisation procedure is terminated when
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where £ is the fractional tolerance in the function value and « and f are the start and final function

values on one iteration.

Finally, from the proceduce of Fig. 3.3, if it takes an average of m finite clement program solutions
per line minimisation (actually it is mk program solutions due to skew - eqns 2.11 and 2.16), then mn
solutions are necessary per iteration. If, say, » tterations are used to minimise or maximise the
function valuc, then the total number of finite element solutions will be ma? (withn=10and m=3
the number of solutions arc 300). Hence, it is clear that with a high average number of finite clement

solutions per line minimisation, the total number of soiutions will be high using Powell's method.

3 Optimisation Algorihms

. o Ifl +
f,o- s &=

ffn!}

The only advantage of Powell’s method is that derivatives are not necessary.
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Fig. 3.3,

Flow diagram of Powell’s optimisation procedure
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3.3 Quasi-Newton alporithm

The quasi-Newton method described by, amongst others, Greig (1980), Gill ef of (1981) and Press et
al (1986) requires that at cach iteration step. r the function’s gradient sector G (vector of first partial
derivatives) be calculated at the vector point P The new direction of scarch, Z, {rom this point is
given by

Z - RG, (3.7)
where H_ is an mn matrix which is the quasi-Newton approximation of the inverse Hessian matrix.
The Hessian matrix is a second partial derivative matrix of the function at a vector point P, In the
quasi-Newton method the matrix H_ is updated scquentially to build up a good approximution of the
inverse Hessian, [t can be shown that for a quadratic function the algorithm terminates in at most i
steps. where n is the number of variables to be optimised.

The first quasi-Newton method was suggested by Davidon (1959, which was publicised and improved
by Ficicher and Powel! (1963) - referred to as the Davidon-Fletchier-Powell (DFP) algorithm. Since
1463 there has been an ever expanding interest in quasi-Newton methods.  The Broeyvden-Fleicher-
Culdfarb-Shanno (BFGS) formula is generally recognized 5 the most effective formula for updating
the approximate inverse Hessian., The BFGS formuta, which is imaplemented in this section. was
independently suggested by Brovden (1970). Fletohier (19703, Guldtarb (1970) and Shanno (1970).

Tha procedure of the quasi-Newton metkod s descabed by the flow diagram of Fig. 3.4, Initially,
the matrix H, is the unit matrix. Wih cach iteration r the function is minimised along the line
P +yZ iean 3.1) where Z, s given By eqn (3.71. This moves the vector paint P from P Py,
The approximate inverse Hessian iaatrix is updated by means of egn (3.9) and is used for the next

iterution r = r + 1 1o determine Z_, = -H,,,G,,.
v defisi
3y defining 5, =P, P and
(3.8)
“’r G—-! B Cr .
the BFGS update formula is givep by
1 - T | T
H, H -[l-olssT-l .1 _lmw Bw
5,7W,| W, H, W] (3.9)
+WTH W 'UUT
(1L !

where u, - STw. §, - —-————~-_]HrYr (3.10)
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‘ Begin
L
Sct initial valucs
T
Set H] = LUinit matrix ‘

v

A I
Pre=1 |
T

!

Determine G, at P,
(eqn 3.11 for i=1...n)

'
[

o e s e e ol
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Fig. 3.4. Flow diagram of the quasi-Newton optimisation procedure

The first partial derivative of the function with respect to a variable x| is determined by the forward-
difference approximaticn as

f(x. + 8) - f(x.
aig— = (x, é) (x,) where 3 =xh . 3.1
X, .

The choice of A4 in eqn (3.11) is critical because it determines the quality of the derivative. If A4 is too
large. then the truncation crror is large; if too small, then the condition error, due to the error in the
computed function value, is large. The usual approximation is to take 4 as h = £ where €, is the
relative error in the computed function value. Note that function values are not available to machine
precision due to the nonlinear finite element field solution, which uses an iterative method with a
convergence criterion to solve for the magnetic vector potentials. The accuracy of the computed
function value is approximately estimated by using difference tables as described in Gill (1981). The
calculated results of the difference tables are given in Appendix D. Hence. # is found to be equal to
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10", but faster optimisation results were obtained with 4 between 107 and 10°%. 10 their paper, Singh
and Sarkar (1992) found & best value of h - 1072, The error in the finite difference gradient
approximation ¢an also be minimised by changing or updating /1 as the optimisation progresses
(Barton, 1992). This, howesvar, was found to be unnecessary and a fixed value of h = 10~ was used

throughout the optimisation.

By using egn (3.11) it is clear that » finite clement program solutions (# is the number of variables
to be optimised) are necessary to determine the gradient vector. With an average of m solutions to
do the line minimisation and with, say, » iizration steps necessary to minimise the function value, the
total number of finite element solutions will be #° + mn (with n = 10 and m = 3 the number of
solutions are 130). This is dramatically less than the mn? solutions necessary with Powell’s method,
particularly when m is high. However, owing to the inaccuracy of the forward-difference
approximation, additional itcrations will be performed closer to the optimum.

34 Constrained optimisation

Although the focus of the optimisation study is more on the unconstrained condition, constrained
optimisation is also done by using penalty functions. The objective function is modified by adding
terms or functions that assign a positive “penalty’ for increased constraint violation. The new
objective function is defined as

F(X,w) = f(X) » ¥ w, ¢(X) (3.12)

ivl

where f{X) is to be minimised, w, are weighting factors and c,(X) are functions which penalise
infeasibility. As an example, the quadratic penalty function is used to maximise the power factor,
P((X), of the machine subject to the torque constraint T(X) 2 T, as defined by

F(X,w) = P(X) -~ we (3.13)

0 : T(X) 2T,
where € - ] , (3.14)
(T, -T(X))” : T(X)<T,

The advantage of the penalty function method is that eqn (3.12) e.g. can now be solved by the use
of an unconstrained optimisation algorithm. The disadvantage of this method is that it may require
repeated minimisation of F(X, w;} for a sequence of w; - therefore the name sequential unconstrained
minimisation. The constrained problem, thus, is solved by means of a sequence of unconstrained
subproblems (or possibly a single unconstrained subproblem}). A general treatment of penalty
functions is given by Zangwill {{967).

The use of weighting functions has also becn described by Williamson and Smith (1980) when using
optimisation algorithms in clectrical enginecring.
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s Optimisation results of two case studies

In this section two exampies are given of the design optimisation of the cageless flux barrier RSM,
The aim of these examples is 10 prove the feasibility in terms of computation time and number of
solutions of the proposed finite element design optimisation method.  The finite elernent method is
used directy in the optimisation procedure to calculate the performance parameters of the machine,
i.e. the function values. as shownin Fig. 1.2, The aim is also to point out the time etficiency of the
Powell and quasi-Newton methods described in sections 3.2 and 3.3 respectively and to verify that
the same optimum solutions are oblained with these methods.  Both methods make use of the line
minimisation technigue of section 3.1.

3.5.1 Variables and performance parameters

A linearised cross-section of the reluctance machine investigated is shown in Fig. 3.5. Only five
variables (dimensions) of the machine are sclected 10 be optimised for the two case studies. These
are the tooth width, yoke height, stator inner diameter, inner barrier width and outer barrier width.
The stator outer diameter, the stack length and the airgap fength of the machine are kept constant in
the bp{imisation procedure namely the same as that of a standard 5.5 kW induction machine.
Furthermore, a 7/9 chorded stator winding is used in the analysis. The rotor variables not changed
in the optimisation are the rib heights, web widths, barrier positions and cutout dimensions. Some
of these variables are optimised in the design examples of Chapter 4.

In the design optimisation either the current density or the copper losses are kept constant in the finite
element p~rram (see eqns 2.9 and 2.10). The full-load values of a standard induction machine are
used foi the current density and total copper losses of the RSM. The current angle ¢ of Fig. 2.3 is
also kept constant at certain angles. The performance parameters (function values) that are maximised
in the two examples are the torque and the torque/kV A of the machine.

(.1-:l s ?yh d-%xis do = stator outer diameter
di = stator inner diameter
do yh = yoke height
tw, tw = tooth width
lo @ ~ airgap length
iw = inne; barrier width
— T
di o rib ow =~ outer barrier width
ow w ip = inner barrier position
op = outer barrier position
web____\ cp = cutout position
o Q op ( ? in od = cutout depth

Fig. 3.5. Linearised cross-section of a four barrier per pole rotor RSM
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332 Opumisation results

The optimisation results of the two case studies are given in Table 3.1, In the one case study
(machine A) the torque as the tunction value calculated by the finite element program is maximised
unconstrained. The total copper losses are taken as P = 700 W and the current angle is set at ¢ =
60°. In the other case study (machine B) the torque/kVA of the machine is maximised unconstrained
with the current density J = 6 A/mm® and the current angle ¢ = 70°. These two examples are extreme
cases of the optimum design of the machinc and as such will yield two totally different machines.

The results of Table 3.1 point out that some of the optimum dimensions of the two optimised
machines differ remarkably. This difference is explained in detail in Chapter 4. Both the Powell and
quasi-Newton methods give the same optimum values for the variables. This gives confidence in the
results specifically if it is taken into account that the two algorithms are totally different, that the one
is a gradient and the other a non-gradient method. and that the two unconstrained problems are

completely different.

The relatively high number of finite clement program solutions required for both optimisation methods
is due to the strict termination criterion set in the optimisation program (eqn 3.6).

The other results of Table 3.1 regarding the time efficiency of the Powell and quasi-Newton methods
are discussed in section 3.5.4.

Machine A Machine B
Criterion — Maximise Torque = F(X) Maximise Torque/kVA = F(X)
Constants — P, =700 W and ¢ ~ 60° J =6 A/mm? and ¢ = 70°
Starting Powell Q-Newton Starting Poweli Q-Newton
Variables [X] values Optimum Optimum values Optimum Optimum
s (mm) values (mm) | vilues (mm) {mm) values (mm) | values (mm)
1. Tooth width i 7.5 541 5.42 50 631 6.3
2. Yoke height 15.0 18.32 18.27 200 1595 158
3. Inner diameter 133.0 105.7 105.5 103.0 133.9 1395
4. Quter barrier 4.5 2.89 29 25 341 34
5. Inner barrier 35 584 5.88 6.5 10.3 104
F(X) 41.12 Nm 57.993 Nm | 57.994 Nm [4.098 NnvkVA | 4.564 NmivA | 4.564 Nm/kva
F(X) after 5 iterations 57993 Nm | 55967 Nm 4.563 NmakVA | 4.539 NmA&va
No. of iterations with all variables 3 6 4 6
within 3% of optimum values
Total number of iterations 5 10 8 10
Total number of solutions 102 98 156 135

Table 3.1.

Optimisation results of the Powell and quasi-Newton methods
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3.5 3 Some remarks on the finae clement analy si

The computation lime per finite clement program solutton is about 5 minutes on a SUN 1000
workstation, using an average of 1800 elements per pole and 1100 vector potential unknowns. This
implies that the design optimisation problem requiring. say, 100 solutions can be solved ina day. It
was found that for the optimisation of 10 variables the number of solutions required typically vary
between 100 and 150 with the computation time between 8 te 12 hours. Fhe latter obviously depends
on the load of the workstation, the starting vector point and the termination criterion.

The computation time to solve the design optimisation problem will decrease as the power and speed
of workstations increase in the future.  Another aspect that influcnces the computation time is the
number of finite elements used. The latter has a dramatic effect on the solution time. The question
is to what extent accuracy is lost in using fewer clements, There may be some optimum number of
elements where the computation time is reduced whilst accuracy is still maintained. The latter is not
investigated and is recommended for further study. Note, however, that for the flux barrier rotor of
the RSM, the barriers with their saturation bridges must be meshed well using a relatively high
number of ¢lements. The more barriers used the higher the number of elements. This higher number
of elements is unavoidable for the punched flux barrier rotor RSM as the saturation of the iron ribs
and webs plays an imporiant role in the performance of the machine.

Another question about the proposed finite element optimisation method may be about the mesh that
is changing as the optimisation progresses. Is there a possibility that some of the elements become
badly shaped or ill conditioned and that accuracy is lost? This is possible but was not experienced
by the author. Before and after cach design optimisation the mesh was checked and in no case was
it found that elements of the new mesh of the optimised machine were badly shaped. The latter can
be explaincd by the fact that the variables (dimensions of the machine) do not change that much in
the search for the optimum. A good starting vector point with typical optimum values of the
dimensions can always be estimated beforehand. Or else, start with the normalised stator dimensions
of a standard induction machine and for the rotor use uniformly distributed flux barriers and a bw/bp
ratio of, say,. 0.3. The change of the mesh during the design optimisation, thus, was found to be not
a problem.

334  Conclusions on the Powell and quasi-Newton methods

In Figs. 3.6 and 3.7 some further results are given of the quasi-Newton and Powell methods for the
two case studies. Here the trend of the function values and the stator inner diameter with each
iteration are shown.

From these results as well as the results of Table 3.1 and from the vptimisation results of Chapter 4,
the following conclusions can be drawn about the Powell and quasi-Newton methods. Note that these
conclusions are based on the unconstrained design optimisation of the reluctance machine and are not
necessarily valid for difficult constrained optimisation problems or for the design optimisation of other
electrical machines.
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The Powell algorithm is very fast, initially, to optimise the variables: even after the first or
second iteration most of the vanables are relatively close to their onptimum values (see Fig.
3.6). However, the latter depends very much on which variables are optimised first according
to the initial set of unit directions. It is also clear from Fig. 3.6 that, although the method is
initially fast, it is not efficient in finally finding the optimum.

The Powell algorithm seldom chooses new directions to be added to the list of vector
directions. This may indicate that thec unit directions are not poor directions at all.
Mathematically, this implies that the unit directions can simply be used throughout the
optimisation process, Powell (1964) also mentioned that as the number of variables increases
there is a tendency of his method for new directions to be chosen less often,

Tabie 3.1 shows that the number of iterations using the Powell method is much less than that
of the quasi-Newton method. but that the number of solutions is higher. This points out the
penalty of the Powell method namely the use of a high number of line minimisations, each

requiring a few solutions.

The advantage of the quasi-Mewton method is the relatively low number of line minimisations
used, making the number of solutions less.  With this method, thus, accurate line
minimisations can be afforded.

The quasi-Newton algorithm proved to be slow initially in optimising the variables (see Fig.
3.7). Generally it was found, and this is also shown in Fig. 3.7, that after n-/ iterations (n
gradient vectors or n-/ Hessian updates, where n is the number of variables) the method
becomes fast in optimising the variables. Closer to the optimum, however, additional
iterations are performed as shown in Fig. 3.7 due to the approximation of eqn (3.11). The
latter is the weakness of the finite-difference quasi-Newton algorithm and is also the reason
for the high number of iterations used, as shown in Table 3.1.
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Fig. 3.6.  Trends of the performance parameters and stator inner diameter in the

design optimisation of the RSM using the Powell method
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Fig. 3.7.  Trends of the performance parameters and stator inner diameter in the
design optimisation of the RSM using the quasi-Newton method

.6 Summary

In this chapter the line minimisation technigue and the optimisation algorithms are described that are
used to optimise the design of the RSM. Both the Powell and quasi-Newton methods proved to be
effective in the design optimisation of the machine. In general it was found that the quasi-Newton
method is equal or slightly faster in calcuiation speed than the Powell method. An important
conclusion, thus, is that a gradient optimisation algorithm, such as the quasi-Newton method, can be
used with success, using the nonlincar finite element field solution to calculate the objective function
value. It is shown in this chapter (and the point will further be amplified in Chapter 4) that it is
feasible in terms of computation time to do a total (stator and rotor) optimum design of the RSM
using the finite element method directly in the optimisation process.
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The different performance calculation methods of Chapter 2 and the optimisation algorithms of
Chapter 3 are used in this chapter 1o optimise in multi-dimensions the design of the RSM. The aim
of the chapter is to evaluate from calculations and also from measurements the performance capability
of the RSM in the 3 - 10 kW power level. The performance capability of the RSM in the higher
power levels is dealt with in Chapters § and 6. This chapter also gives considerable attention to the
explanation and the understanding of the various optimum des‘gned RSMs.

4.1 Variables to be optimised

The aim of the optimisation study in this chapter is to optimise the design of the RSM in the same
velume as that of a standard 5.5 kW induction machine. The reason for the latter is to compare to
some extent the performance of the optimiscd RSM with that of the induction machine. It is
furthermore comfortable 1o do performance tests at this power level to confirm the calculated results.
The RSM is thus optimised according to certain design criteria per given core outer diameter and
given core axial length.

The design optimisation is done primarily for a 36-slot stator, but a 48-slot machine is also
investigated. The stator windings uscd arc all chorded windings and the number of turns in series per
phase is kept constant in the analysis. The latter can be changed afterwards to meet the voltage
requirement of the machine at a certain speed at full joad.

The airgap length is also not varied in the analysis and is taken the same as that of the induction
machine. It is shown by Kamper (1994) and is also found from further investigation that the optimum
airgap length of the RSM for different design criteria is much less than the mechanical constraint on
a minimum airgap length.

Furthermore, semi-closed stator slots are used throughout the design optimisation of the RSM. Large
open slots will let flux pulsations rise in the rotor surface and possibly in the rotor iron segments.
This will lead to an increase of the iron losses of the machine. Too narrow slots wili make winding
the machine difficult and will increase the leakage flux of the machine.

The other parameters not varied in the optimisation are the web widths and rib heights of the rotor
(see Fig. 4.1). These are 1aken as thin as mechanically possible in the analysis. A rule of thumb for
the punching of a lamination is to make the widths and heights of the saturation bridges not less than
the thickness of the lamination itself, which is 0.5 mm in this case. From this and from mechanical
strength analysis the web widths are all taken equal to 1.0 mm and the rib heights equal to 0.75 mm.
in Chapter 6 the mechanical strength of the rotor lamination is considered in further detail.

A linearised cross-section of a 4-pole reluctance machine structure studied in this chapter is shown
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in Fig. 4.1. Four flux barriers and two cutouts per pole (thus six barriers per pole) are used for the
reluctance rotor.  The question may anise: why six barriers per pole?  There is a limit on the
maximum pumber of barriers per pole that can be used.  To limit iron pulsation losses in the rotor
iron segments the barrier pitch must be larger than the tooth pitch. ie. bp > tp (see Fig. 4.1). This
means that in terms of the number of stator slots. N, and the number of pole pairs, p, the number
of barriers per pole. Ny .. must be

N < - (4.1)
To ensure that iron losses are almost not present in the rotor iron segments, the number of barriers
g
per pole is in general taken as % the number of slots per pole in the analysis, ie.

N, = = 4.2}
bp 3p

Hence, for a 4-pole, 36-slot stator, th = 6. The latter is realised in the rotor structure of Fig. 4.1 as
four inncr flux barriers and twe outer cutouts per pole. Note that with eqn (4.2) there is freedom to
vary (optimise) the barrier and cutout positions in the optimisation procedure subject to the constraint

that bp > tp.

The variables (dimensions) of Fig. 4.1 to be optimised are vh, tw and di of the stator and iw, ow, ip,
op and c¢p of the rotor. The barrier and cutout positions are varied in terms of mechanical degrees
measured from the d-axis. The cutout depth, cd, is determined according to the outer barrier
dimensions and the cutout position to obtain a more or less constant width outer iron segment. For
more clarity, typical stator and rotor structures and some dimensions are shown in Figs. 4.2 and 4.3.

The other rotor structure studied is an eight flux barrier per poie rotor with uriformly distributed flux
barriers and equal barrier widths, as shown in Fig. 4.4, In this case a 48-slot stator is used.

do = stator outer diameter
di = stator inner diameter
yh = yoke height

tw = tooth width

tp = tooth pitch

¢ = airgap length

iw = inner barrier width
ow = guter barmrier width
ip = inner barrier position
op = auter barrier position
cp = cutout position

cd = cutout depth

bp = barrier pitch

l- T
q-axis
4

di

Fig. 4.1 Linearised cross-section of the stator and rotor structure of the RSM
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4.2 Performance parameters and constraints

To investigate the performance characteristics of the RSM, the design of the machine is optimised by
maximising different performance parameters (objective function values) of the machine. These
parameters or function values are the torque, the efficiency, the torque per kVA and constrained
torque per KVA. The constrained torque per KVA is done similarly to egns (3.13) and (3.14), subject
1o a torque constraint of T 2 35 Nm, which is the rated torque of a 4-pole, 5.5 kW induction machine.

In the design optimisation either the copper losses or the current density are kept constant. With no
thermal model used in the design optimisation, the current density and copper losses are taken equal
to the full-load values of that of a standard 5.5 kW induction machine to ensure that the temperature
of the machine is within limits. The full-load current density of the standard 5.5 kW induction
machine is J = 6 A/mm® and the full-load towl copper losses about P, = 700 W. Note that the
dissipation of heat in the reluctance machine will be better than in the induction machine. This is due
to the fact that almost all the losses of the RSM are in the stator, which is close to and thermally in
good contact with the outer cooling surface of the machine. The maximum flux densities are also
checked if these are less than certain maximum values to ensure that the iron losses are within limits.

43 Understanding the optimum designed RSMs

It is important to understand beforehand what the RSM will look like when the machine is optimised
according to the design criteria of 1erque, efficiency or torque/kVA. In the following sections the
effects of these three criteria on the design of the machine are explained

4.3.1 Optimum RSM designed for maximum torque

The design of the maximum torque RSM can be understood from the torque equation of the machine.
The torque is given by eqn (2.7) as

T = 2pal i]sin(2¢) . (4.3)

al. can be expressed from eqns (2.28) - (2.31) as

K .
aL = 211 - g—d]
B4 Eq (4.4)
_mszf,,d,luo[] 1]
nplg kyk o)

The current is of eqn (4.3) is given by eqn (2.9) for a given rms current density, J, as

I,=VZ31A n/z. (4.5)
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By substitution of egns (44 and (4.5) inte egn (4.3) the werque can be expressed as

T K, 52 I d| Al ( | - 1 {4.6)
k«i o
where V.- 3m we ?{“‘" lug n: qg\(?.(?) (4.7)

2rpg, k z°

For the explanation of the maximum torque design the current angle, ¢. and the Carter factor, k., of
eqn (4.7) are taken as constants. ¢, for example, can be taken as equal 10 657, as discussed in section
2.5 k, also varies little in the design optimisation and can be assumed as some constant.

From eqn {4.6), with a constant, rated current density, J, it is clear that the maximum torque of the
machinc will be very much dependent on the first term in brackets. With the torque proportional to
the square of the copper area, the optimisation algorithm will try 10 make this area and thus the slot
arca as large as possible, i.c. try to muke the yoke height, 1ooth width and the inner stator diameter
relatively small, On the other, hand the torque is alsc proportional to the inner stator diameter and
the algorithm will try to make this variable larger. Furthermore, changing the slot area will have an
effect on the saturation factor k. A large sfot area with a small yoke and thin teeth will increase the
saturation factor due to the higher current in the machine and the less stator iron used. Alse, making
the flux barrier widths of the rotor refatively farge will increase k. Note that the saturation of the
machine also influences the inductance ratio ¢ of egn (4.6). There are thus optimum values for the
stator and rotor dimensions that will maximise the first term, amongst others, of eqn (4.6).

To show what the optimum values of these variables are, the RSM is optimised using the FE and
AMC calculation methods of Chapter 2 and the optimisation algorithms of Chapter 3. The results of
these design optimisations are given in Table 4.1. The FE method is used to optimise all the variables
of the stator and rotor structure of Fig. 4.1 t6 maximise the torque of eqn (4.6). The detailed results
of the FE optimisation are given and discussed in section 4.4,

In the AMC optimisation method the same stator structure as Fig. 4.1 is assumed. but the rotor
structure is taken as round with uniformly distributed flux barriers and equal barrier widths (section
2.6, Fig. 2.6). A six barrier per pole rotor is assumed. The AMC method is based on taking Lng and
the bw/bp ratio of the machine constant in the optimisation procedure.  The initial L. value is
calculated from eqn (2.33) as l..m“1 = |5 mil, with

W= 132 K. = 0.901, /= 1334 mm,
d,=2032 mm and gy = 0.34 mm.

L}

The Lmq value, however, is also varied in Table 4.1 10 observe the etfect of this on the optimum
design of the machine. The bw/bp ratio is taken from Chapter 2, section 2.6(ii) as bw/bp = 0.33.
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The rotor structures of the FLand AMO caleulation methods ditter, so strictly the resuits of these
methods in Table 4.1 cannot be compared.  However, both methods will show the same tendencies

for the optimum values of the stator dimensions.

The AMC results of Table 4.1 show that the optimum stator dimensions for the three constant g-axis
inductances (shown in italics in Table 4.1} differ relatively little from each other. This confirms that
the value of L, taken in the AMC calculation method is not so critical when optimising the design
of the RSM. as will also be clear from the other results in this section.

Both the AMC and FE methods show that the normalised value of d, is relatively small (= 0.47),
resuiting in a large copper arca. The latter was expected from egn (4.6). The saturation factor is very
high due to the large copper arca and large current flowing in the machine. There is relatively close
agreement between the optimum dimensions of the two caiculation methods. The penalty of the AMC
method is that cross magnetisation is not taken into account. Cross magnetisation lets the saturation
factor k4 increase further and prevents the copper arca of the machine from becoming too large.

tw yh di di/do K.y A, Lgm Lom

{mm) (mm) (mm) (mm?) (mH) (m‘i-l)
AMC g, 4.57 14.3 92.6 0.46 ENE 54.4 41.5 19
AMC us) 493 15.7 97.6 0.48 2.68 47.3 51.0 15
AMC 20 5.2 16.8 101.8 0.5 2.36 41.8 60.3 20
FE 4.39 15.0 96.2 0.47 - 52.8 387 8.1

Table 4.1.  Results of the maximum torque for given current density design

The torque of the RSM may also be maximised by keeping the copper losses canstant. In this case
egn (2.10) must be used for ll instead of eqn (2.9). Equation (4.6) thus changes 1o

d.
T-k p [3Aa)(, 1 (4.8)

w: 2 P
where K, = m Kei ! Bo 0, sin(2¢) (4.9)

4np2gdkczqul(l+l,)'

The torque in this case is directly proportional to the copper area A_. This means that the first term
in brackets of eqn (4.8) wili become a maximum with less copper area than in the case of eqn (4.6):
consequently rw, vh and di will be larger. In Tabie 4.2 the optimisation results for the maximisation
of the torque of egn (4.8) are given. As expected the copper ares is much less than in the case of
Table 4.1 with the normalised value of, amongst other things, i larger (= 0.52). The saturation factor
is now also less due to less current in the taachine. The effect of this can be seen in the much higher
vaiue for Lg,. Note that the AMC and FE methods show the same tendency of change in the
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™ vh di di/do K, A Lim Lom
{mm) {(mm) {mm) (mm?) {mH) (mli’l)
AMC o) 5.5 17.8 105.7 0.52 2.28 30.8 64.6 10
AMC s 5.76 18.7 109.2 0.54 212 325 71.7 15
AMC o) 6.0 19.5 112.4 0.55 1.98 28.7 78.7 20
FE 549 18.6 105.1 0.52 - 355 61.2 1.2

Table 4.2, Results of the maximum torque for given copper losses design

optimum val:es between Tables 4.1 and 4.2

Equations (4.6) and (4.8) together with the results of Tables 4.1 and 4.2 give some understanding of
the design of the RSM when the torque is maximised. A remaining question. however, may be what
effect other values than rated values for J and P_, will have on the optimum design of the RSM. This
has been investigated to some extent by the author {results not given here). For higher values of J
and P_, the copper arca, A_,, is reduced in the optimisation to prevent over-saturation. With lower
values, A, is ailowed in the optimisation to increase due to iess saturation. It was found, however,
that the optimum dimensions change relatively little, but that the torque varies considerably. The
latter can be explained from egns (4.6) and (4.8). The optimum is to use typical rated values for J
and P, to obtain the highest torque with the losses of the machine still within limits.

4.3.2 Optimum RSM designed for maximum efficiency

In a small electrical machine, such as in the sub 10 kW power level the copper losses dominate as
the greatest pant of the losses. The efficiency of the machine may then be taken as approximately

P !
n= (l . c;_] . (4.10)
ml

If the design of the small electrical machine is optimised in terms of its efficiency for given tull-load
copper losses, then eqn (4.10) shows that the efficiency of that machine will be a maxitnum where
the torque of the machine is a maximum. This will therefore give more or less the same optimum
designed machine as in the case where the torque for given copper losses is maximised (section 4.3.1).
The results of Table 4.3 confirm this, as the ontimum dimensions are close to those of Table 4.2
Note, however, that the latter will not be so in the case of large machines where the iron losses are
refatively large at base speeds.

The efficiency may be maximised further by making the copper losses also a variable in e design
optimisation. Maximum etTiciency is generaliy obtained at lower than rated values of copper losses
with th> output power of the inachine then less.
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1w vh di diido kg AL L Lom
(mm) (mm) {mm) (mm?) {mH) (m(h)
AMC 1o 5.49 18.5 104.8 0.52 2.23 36.0 65.6 10
AMC as) 5.77 19.5 108.9 0.54 2.05 3.2 73.8 13
AMC o) 6.0 203 112.4 0.55 1.92 274 813 20
FE 5.31 18.8 108.1 0.53 - 34.9 64.9 10.7

Table 4.3. Results of the maximum efficiency for given copper losses design

4.3.3 Optimum RSM designed for maximum T/kVA

An cquation for the TAVA of the R®M can be derived by taking the rms supply voltage, V,, as being
approximately equal to (see Fig. 2.3, eqn 2.4 and assume o, is constant)

v E .
V, = %= 8 =K, L, cos¢), with K, = w/VZ. @10

T2

By dividing the torque equation {(cqn 2.6) by this voltage and the current, the T/KVA can after
simplification be written as

..._I...... B - .!. 1 3 = P 4.12
7Y K‘[l a]sm(tb). with K, = o (4.12)

It must be emphasised that eqn (4.12} is just an approximation because the equation is suggesting
wrongly that ¢ = 90° will maximise the TAVA. This is due to the approximation of eqgn (4.11) where
it is assumed that V,; = 0. Nevertheless, eqn (4.12) gives a good indication of what the maximum
T/kVA machine will look like. The equation shows that an optimum RSM designed for maximum
T/AVA will have a large current angle, ¢, a high inductance ratio, o, and thus a high power factor
(eqn 2.21). For a given current density and with much less current necessary (there is no requirement
for high current or high torque) the slot area of this machine will be small and the machine will be
out of saturation. Hence, L, and thus ¢ will be high. A high o also enforces a smaller L, which will
require the barrier widths to be large. It is expected that the airgap diameter df of this machine will
be large due to the smaller required slot area, and more importantly, the fact that L is a direct
function of di (eqn 2.25). A large di also makes it possible to use large barrier widths.

The optimised resuits for the maximum T/kVA design with the bw/bp = 0.33 are given in Table 4.4.
There is a remarkable difference in the inner diameter, the copper area, the saturation factor and the
d-axis inductance with the corresponding values of Tables 4.1 - 4.3.

Much the same results are obtained with bw/bp = 0.5, as given in Table 4.5. This can be explained
by the fact that the machine is completely out of saturation and a different bw/bp ratio will hardly
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have an effect on the maximum 1, value and the optimum stator dimensions. What gives confidence
in the AMC meuod is that the method shows vers much the same tendency of change in the optimum

dimensions (except for the yh) as the FE method.

The penalty of the AMC method of keeping 1., constany, however, is now very clear from the large
deviations in the copper arca A, and the vaive for L, . Keeping L, constant in the design
optimisation means that L, is not effected by saturation and the optimisation algorithm will maximise
L4n and o by getting the machine out of saturation. However. it is known from using flux barrier
rotors with saturation bridges that if the machine comes out of satration. L, increases rapidly (sce
e.g. Fig. 2.4(b)} and o decreases. Some degree of saturation will stili be maintained, as the relatively
low value for L. and the large value for A (large current) of the FE method of Tables 4.4 and 4.5

indicate.
babp= | ™ vh di dido | ky | Aw | Ley | L
033 (mm) | (mm) | (mm) mm?) | (mH) | (mH)

ALC 6.29 21.3 131.7 0.63 .11 15.6 162.9 i0

AMC a5) 6.12 2]1.26 134.7 0.66 L 14.4 168.6 15
AMC 0) 5.95 20.6 138.4 0.68 1.09 13.3 173.7 20
FE 6.2 15.6 140.06 0.69 - 20.0 118.2 14.4

Table 4.4. Results of the maximum T/AVA design (bw/bp = 0.33)

bwhp= | W yh di diido | ky | Ay | Ly | Lem
(mH) | (miD)

8.5 (mm) (mm) {mm) (mm?)
wm*—
AMC o) 5.89 207 136.5 0.67 .16 14 .4 161.3 10 11
AMC (15) 5.83 20.46 139.1 0.68 I.14 13.4 167.5 is
AMC 5.73 19.84 141.9 0.7 1.13 12.6 172.2 20
FE 6.2 15.6 140.0 0.69 - 20,0 118.2 14.4

Table 4.5. Results of the maximum T/kVA design (bw/bp = 0.5}

4. 3.4 Summary

Sections 4.3.1 - 4.3.3 shows and explains from a stator design point of view what the different
optimised RSMs will look like. [t is clear that the simple AMC calculation method can be used with
confidence to predict the optimum stator dimensions. Little has been said about the rotor design in
these sections, but more will be clear from section 4.4. The finite element calculation results of
Tables 4.1 - 4.5 are given just for comparative purposes and are discussed in detail in section 4.4.
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4.4 Results of optimised RSM structures

In this section the detiled results are given and discussed of the different optimum RSMs designed
with the finite element method. The machines are optimised by maximising the different performance
parameters (function values) as given in section 4.2, [n section 4.1 altogether eight variables to be
optimised to maximise the function values are given. In addition to these variables the current angle,
¢. is also sclected as a ninth variable to be optimised.

In Table 4.6 the optimum dimensions as well as the performance results of six RSMs are given, For
the maximisation of the torque of the RSM, two machines are optimised. The first machine, machine
I, is optimised with the current density set equal to a given full-load value. The second machine,
machine 2, is optimised with the copper losses equal to a full-load value. Machine 3 is optimised by
maximising the efficiency of the RSM., also with the copper losses kept constant.  Machine 4 is
optimised in terms of the T/kKVA of the RSM. Machine § is also optimised in terms of the T/KVA
but with a constraint on the output torque. Machine 6 is different from machines | to 5 as it has 48
stator slots and an cight barrier/pole rotor with cqual barrier widths. Only five variables of the latter
machine are optimised namely 1w, yh, di, bw and the current angle, . Machine 6, like machine 2,
is optimised by maximising the torque per copper losses of the machine. The optimum stator and
rotor structures of the machines are shown in Figures 4.2 to 4.4.

The above six machines are optimised using the finite clement method directly in the optimisation
process. The Powell optimisation algorithm is used throughout the design optimisation of the
machines and the results are confirmed by using the quasi-Newton method. In the following
paragraphs these machines are discussed briefly.

Machine !: From Table 4.6 it can be scen that machine 1, compared to the other machines, has a
very low induciance ratio, ¢, a low power factor and a low inductance difference, aL = L - Ly
This can be explained by the fact that 6 and aL are not constants but vary with current, and thus A_,
duc to saturation and cross magnetisation. The high current of machine | due to the large A,
saturates the machine deeply as is shown in Table 4.1. This lowers specifically the d-axis inductance
of the machine, explaining the low o and low al. values.

Note that the inner flux barrier width, /w, is much larger than the outer flux barrier width, ow, a
tendency which is common for all the machines. This can perhaps be explained by the fact that the
g-axis flux concentration is at its highest close to the d-axis pole position of the rotor, and the large
inner flux barriers are just “trying’ to reduce this flux. Table 4.6 furthermore shows that the positions
of the inner and outer flux barriers are basically the same for all the machines.

Machine 2: The airgap diameter of machine 2 is, as expected from eqn (4.8) and Table 4.3, larger
than that of machine I, but still an the small side (d;/d, = 0.52) compared to induction machines
(typically for induction machines d;/d, = 0.6). This machine has a much higher o, aL and power
factor than machine | due to the smaller A, less current and therefore less saturation. The optimised
structure of machine 2 is shown in Fig. 4.2.
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Machine | Machine 2 Machine 3 Machine 4 Machine 5 | Machine 6
Criterion I T n TkVA TkVA T
Constraint o6 Ammt P TOOW P =700 W J=6 4'mm* T35 Nm P =700 W
Figure - Fig. 4.2 - Fig. 4.3 . Fig. 4.4
N, 36 36 36 36 36 43
th 4 4 4 4 4
w 132 132 132 132 132 128
Chording 79 79 79 79 7/9 10/12
Variables | Optimum values of variables
vh (mm) 14.96 18.6 18.78 15.57 19.1 18.39
vh/di 0.155 0.177 0174 0111 0.i65 0.168
tw (mm) 4.39 5.49 5.31 6.2 6.92 4.22
witp 0.523 06 0.563 0.5 0.68 0.59
di (mm) 96.2 105.1 108.1 140.0 115.8 109.7
di‘do 0.473 0.517 0.532 0.689 0.57 0.54
bw/bp - - - - - 0318
iw (inm) 6.69 5.76 6.52 10.39 6.92 -
ow {mm) 2713 287 3.48 3.53 288 -
ip(* 7.46 7.79 7.89 7.87 7.88 -
op (®) 1895 19.25 19.31 18.53 19.02 -
ep (®) 3093 32.52 3226 25.06 28.48 -
cd {mm) 313 249 277 13.2 6.32 -
) 65.4 63.7 66.3 70.4 61.0 66.3
———— e _—-L
Parameters Performance results a1 1500 r/min
T (Nm) 574 58.1 57.2 229 350 58.64
N (%) 88.6 89.6 9.7 88.2 89.6 9.6
&!ﬂ (kW) 9.02 9.13 8.99 36 55 9.2]
P., (W} 8138 721 720 314 376 721
Piron (W) 296 291 260 119 214 293
P uctor 0.606 0.682 0.709 0.81 0.745 0.701
kVA 16.3 14.94 14,14 5.03 8.24 14.66
I, (A) (rms) 28.7 2 218 10.8 13 222
J {A/mm?3) 6.07 6.95 7.02 6.13 6.13 7.03
Ld'l‘ﬁ {mH) 306 50.0 54.2 103.8 81.8 539
G“Ldfl,q 3.6l 4.63 sl 8.13 6.42 4.95

Table 4.6. Dimensions and performances of different optimised RSMs

Machine 3: It is explained in section 4.3.2 why machine 3 will be similar to machine 2. As can be
seen from Table 4.6 the stator and rotor dimensions and the performance ot this machine are close
to those of machine 2.
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Machines | 10 3 of Table 4.6 show remarkably high power densities with about the same copper and
iron losses as those of the standard induction machine. This explains the high efficiencies of these
machines. The advantage of the high power density of the RSM is discussed in further detail in
Chapter 5. The torque per rotor volume (TRV) is also exceptionally high. Machine 2, for example,
has a TRV of almost 50 kNm/m®. which is higher than the range for high-performance industrial
servos (20-45 kNm/m™).

Machine 4. Machine 4 shows all the expected results of section 4.3.3, namely a high o, a high al
and a high power factor. The machine is out of saturation due 1o the small A_, and the low current
which also cxplains the low iron losses of the machine. There is no requirement for high power
density, therefore the output power is low compared to machines 1 to 3. The inner diameter is
relatively large (d;/d, = 0.69) as are the inner barrier width and cutout depth dimensions. Note that
the current angle is also larger than the current angles of machines 1 to 3 as explained by eqn (4.12).
The optimised structure of machine 4 is shown in Fig. 4.3.

Machine 5: While machine 4 of Table 4.1 has a low output power, machine 5 is optimised with a
constraint on the output torquz, namely to be same as that of the standard 5.5 kW induction machine.
It can be seen that the efficiency of this machine is higher than that of a standard 5.5 kW induction
machine, but the power factor is lower - the product of efficiency and power factor is more or less
the same. The latter implics that the same inverter rating will be required. The stator inner diameter
of this machine is much less than that of machine 4 just to obtain more copper arca and higher current
to raise the output torque above the constraint value. This machine is optimised with different
weighting factors (eqns 3.13 and 3.14) using both the Powell and the quasi-Newton methods. The
results of thesc optimisations are found to be very much the same.

Machine 6: Finally machine 6, which is different in stator and rotor structure (sce Fig. 4.4), is
optimised according to the samic criteria as machine 2. From Table 4.6 it can be seen that the
performance results of machines 2 and 6 are very similar. Machine 6 has a slightly higher power
factor and o due to the higher number of barriers used. Also the optimum stator parameters of
machine 6 arc almost the same as those of machine 2. The fact that the performance results of
machines 2 and 6 are very much the same may indicate that the number of stator slots and the type
of flux barrier rotors used do not have a significant effect on the performance of the machine. The
latter, however, must be investigated further. The number of elements in this case are 2356, the
vector potential unknowns 1378 and the finite element program solution time 6 to 7 minutes. The
number of elements per pole for this machine is higher due to the higher number of flux barriers used.

Two general remarks must be made about the six machines of Tabie 4.6:

»  The cfficiencies of all the machines are relatively high for the power level considered. This
is an advantage of the RSM which is discussed further in Chapter 5.

*  The optimum current angles are all between 60 and 70°. This confirms again the high current
angles where optimum performance of the machine is obtained.
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di

Fig. 4.2, Stor and rotor structure of the RSM designed for
maximum torgue (machine 2, Table 4.6).

Fig. 4.3. Stator and rotor structure of the RSM designed for
maximum torque/kVA (machine 4, Table 1.6)

dg = 2033 mm

A = e e v e ) s e it i o i A s st

Fig. 4.4. Stator (48 slots) and rotor structure of the RSM designed
for maximum torque {(imachine 6, Table 4.6)

54
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4.5 Additional optimisation results

The 48-slot stator and 8-barrier:pole rotor of the RSM of Fig. 4.4 are also optimised in terms of
maximum torque and maximum torque/kVA for a given current density. This is done o determine
if this machine. with its different stator and rotor structure. shows the same tendency of change in

dimensions as machines 1 and 4 in Table 4.0.

This machine is optimised using both the AMC and FE calculation methods to compare the
optimisation results with cach other. The optimised results are given in Table 4.7. Machine 7 is
designed for maximum torque and machinc 8 for maximum T/A&AVA. With the use of the AMC
method in the optimisation process, the bw/bp ratio and the current angle ¢ are not optimised but are
constants (shown in brackets in Table 4.7).

The change in the optimum stator dimensions and current angle between machines 7 and 8 for the FE
optimisation is similar to that between machines | and 4 of Table 4.6. The AMC optimisation results
also show this tendency to some extent - see particularly the change of the stator inner diameter. The
AMC results compare well with the FE results in the case of mach.ae 7, but less well in the case of
machine 8. The lanter is also found and explained in section 4.3.3

To get more accurate resuits for machine 8 the Hybrid Magnetic circuit / Finite element method (HMF
method), explained in section 2.7, is used. A total of 9 finite element field solutions were used to
obtain more accurate values for the bw/bp ratio and the current angle ¢ of the machine. As can be
seen slightly better results are obtained with this method.

Machine 7 I Machine 8
Criterion — T | TKVA
Constraint — =6 4/mnt I J=6 A/mm*
Optimum values of variables
Variables & FE method | AMC method l FE method l AMC method | HMF method
yh (mm) 14.65 14.63 16.9 20.8 19.6
yh/di 0.141 0.152 0.12 0.149 0.14
tw (mm) 33 349 3.92 433 4.3
tw/tp 0.49 0.55 0428 0.475 047
di (mm) 103.6 96.1 139.9 139.2 139.8
di/do 0.51 0.473 0.69 0.685 0.69
bw (mm) 3.3 2.47 522 5.44 5.13
bw/bp 0.408 035 0477 (0.5) 0.47
b ) 65.7 65 7 ml (65) 69.6

Table 4.7. FE. AMC and HMF optimisation results of the RSM structure of Fig. 4.4
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4.6 Measured results

Machine 2 of Table 4.6 has been build in a standard 5.5 kW induction machine frame with the rotor
skewed by one stator slot pitch. Photos of the stator and rotor of this machine are shown in Appendix
E.

For the test of machine 2 the drive system of Fig. 4.5 is used. The machine is controlled by a
transputer system with current and position feedback and an analog current regulator together with
an IGBT inverter. Naturally sampled PWM (5 kHz) was used for the analog current regulator, with
the steadv-siate error between the reference and actual signal made zero in the transputer control
system (Wiley, 1995). Fibre-optic coupling was used between the current reguiator and the inverter.
Tests were conducted on the machine to compare the finite clement calculations with measurements.

In the finitc clement calculations the d-axis current, 1. is kept constant while the g-axis current, 1,
is varied to vary the torque, the power factor and the efficiency of the machine. The variation of the
terminal stator current components, |y, and | ,. with variation in 1q is also determined from these
calculations. |y, and 1 are dy-axis currents that include core loss current components as shown in
Fig. 2.3. The calculated results are shown in Figurcs 4.6 - 4.8 where the torque, efficiency and power
factor arc plotted versus the q-axis current 1. In Fig. 4.6 the calculated variation of 1y with I, is
also shown. Note again that I, is kept constant in the analysis and that the slight variation in 1, is
due to the core loss current component (Fig. 2.3).

The terminal d-axis current, 1. of Fig. 4.6 is used in the control system of Fig. 4.5 as the desired
terminal d-axis current for the RSM drive. At a speed of 1000 r/min, the machine is loaded, in other
words 1, is varied, and the shafl torque. cfficiency and power factor versus I, are determined as

IGBT inverter
+
ﬂ_' ——
380V
38V | Z<3 L _‘ﬂ‘_( RSM
T ol !
" ~ Current
Feadback
Analog Current .
Regulator
[
Transputer
Speed —»{ Control
Command System
Position

Feedback
Fig. 4.5. The RSM drive system
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shown in Figures 4.6 - 4.8. The power factor is measured as the fundamental average input power
divided by the fundamental kVA supply. The efficiency is measured as the shaft power divided by
the fundamental average input power.

In Figures 4.6 and 4.7 the close agreement between the calculated and measured shaft torque and
efficiency confirms the remarkably high torque and high efficiency of machine 2 of Table 4.6. There
is also a relatively clese agreement between the calculated and measured fundamental power factor

as shown in Fig. 4.8.

Finally, a very good correlation is obtained between the calculated and mcasured shaft torque versus
current angle, ¢, (Fig. 2.3) with 1.0 p.u. current flowing in the machine, as shown in Fig. 4.9, Both
calculations and measurements show an optimum current angle of, say, 64°,

4.7 Conclusicans

It is clear from the results in this chapter that it is advantageous to usc the AMC method in the design
optimisation of the RSM. The HMF mecthod is also advantageous to use as the method requires only
a few finite clement ficld solutions. Although the AMC method is an approximate method, it proves
to some extent that the finite clement results are correct. Both the AMC and HMF methods, with low
computational burdens, can be used to do first-order design optimisations of the RSM.

The finite clement design optimisation results point out that the RSM has outstanding characteristics
of high power density and high torque per rotor volume when designed for maximum torque or
maximum efficiency. It is therefore advantageous to design the RSM (for given copper losses) for
maximum torque or maximum efficiency.

When designing the RSM for maximum torque or maximum e¢fficiency per given copper losses,
typical normalised values of some of the important dimensions of the RSM can be used as initial
values for the optimisation process. These are the following for 4-pole machines:

dirde = 0.33; twip = 0.53;
yhidi = 0.17; bw/bp = (.33,
¢ = 65° (tmaximum T} ¢ = "0° fmaximum 1),

it has been found from all the design optimisation results that the power factors of the optimum RSMs
arc on the low side. This affects negatively the kVA rating and the efficiency of the inverter. The
low power factor characteristic of the RSM is explained in Chapter 5.
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[t was shown in Chapter 4 that the RSM has the outstanding performance characteristics of high power
density and high efficiency. The power factor, on the other hand, was found to be on the low side
compared to the equivalent induction machine. These results were found in the 3 - 10 kW power

range.

The question, thereforz. to be answered is why the KSM hus such a high power density and low power
factor comparced to the induction machine. Another question is what the performance capability is of
the RSM at higner power levels. This chapter considers these questions by deriving goodness factors
for the RSM and the induction machine and cxplaining the fundamental difference between these
machines.

With the high power dinsity and high efficiency found for the current-controlled RSM, some electrical
machine analysts may classify the RSM as a good machine. (n the other hand, some may stiil reckon
that the RSM is in general a bad machine due to its low power factor. It depends on if oniv the
machine or the machine and its supply (the inverter in this case) are under consideration. A example
of where only the machine is considered is the well-known publication of Laithwaite (1965) on the
goodness of the clectrical machine  This chapter focuses on different goodness factors (concerning
tire mauchine and its supply) for the RSM and the induction machine. The goodness factors for the
RSM give a better understanding of the results of Chapter 4.

5.1 The efficiency goodness factor

If onty the electrical machine is considered (without its supply ) then a goodness factor for the riuchine
may simply be its efficiency or else the ratio of the output power t2 the losses of the machine. The
latter ratio is used for the cfficiency goodness factor, namely

Gy - (5.1)

Pl

If all the losses except the copper losses of the machine are ignored (this is a reasonable as. umption
for the small electrical machine) then the goodiess factor of egn (5.1) can be approximated as

G, = = (5.2)

5.1.1  Efficiency goodness factor for the RSM

By using the torque equation of the RSM (eqn 2.7), the efficiency goodress factor of egn (5.2) for
the reluctance machine becomes
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Y, (L, o L) 1 sin(24)

R, (5.3)

Gorersny =

LE R
——
* e

L

X - X
- 1 sin(24) J—R—ﬂ)

The goodness factor of cqn (5.3} is still a dimensionless quas-ny. Eqn (5.3) can be expressed further
by taking the current angle, ¢, as a constant (say ¢ = 65°) and by writing the reactances in terms of
retuctances and the resistance in terms of a slot resistance. namely

Wk W

Garrsmy, = Ko, R, ?Rq
k, w? r, 5.4

Ko [ L

R, r !Rq T,

where K, is an inductance machine constant {from eqns 2.25 and 2.26),
Ry and N are the d- and g-axis magnetic reluctances respectively (from eqns 2.25 and 2.26),
k, is a resistance machine constant (cqn A.4)

and  r, is the resistance of all the conductors per slot in parallel (eqn A.4).

‘The goodness factor of eqn (5.4) thus defined is a function of the inverse of the product of resistance
and reluctance. This inverse preduct is precisely the definition that Laithwaite (1963) gives for the
goodness of an electrical machine. [aithwaite, as in eqn (5.4), ignores the iron and mechanical losses
in his derivation of a goodness factor for the electrical machine. Laithwaite did not indicate directly
that defining the goodness of an ¢lectrical machine in this way is in fact the same as considering the
efficiency of the machine because

i
= —_— 5.5
n 176, (5.3)

From the gondness factor of egns (5.3} and (5.4), itis clear that the penalty of the reluctance machine
is the existence of the g-axis magnetic circuit. The stator resistance is also detrimental to the goodness
of the machine. The goodness of the reluctance machine is thus dependent on two magnetic circuits
and one electrical circuit. One can visualise or understand the operation of the reluctance machine
as a coupling between two magnetic circuits and one clectrical circuit, as shown in Fig. 5.1. Note that
there is also coupling between the two magnetic circuits due to cross magnetisation or cross coupling,
This is not shown in Fig. 5.1.
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electric circuit

———
(stator) -

magnetic circuit / *\ magnetic circuit
(d-axis) - —  {(g-axis)

Fig. 5.1. Linking of magnetic and electric circuits of the reluctance machine

5.1.2  Efficiency goodness factor for the induction machine

In deriving an approximate goodness factor for the induction machine, the per phase equivalent circuit
of Fig. 5.2 for the induction machine is used. Here, the core losses as well as the rotor leakage
inductance are ignored. The torque of the induction machine can be written from the space phasor
diagram of Fig. 5.2(b) in the reference frame fixed to the magnetising flux-linkage space phasor as

(Vas, 1990, p. 50)

Ty = -:- paA_l
= 2Pl L., (5.6)
= 2pL, 1] sin(2¢)
where im is the amplitude of the magnetising flux linkage space phasor,

L, is the three-phase magnetising inductance,

Ru Ll
—
SR R
-+ —— + i
i 1 4
5 llm

(a) Per phas= equivalent circuit r (b) Space phasor diagram

Fig. 5.2. Approximate per phase equivalent circuit and space phasor
diagram of the induction machine
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Il

and I, is the steady-state torque producing stator current component.

. 18 the steady -state main flux producing stator current component

If the iron and mechanical losses are ignored again, the efficiency geoodness lactor for the induction
machine can be derived similarly to eqns (5.2) and (5.3} as

Pou
P

Gdf(lM)

w, (1 -s) 2L, 0] sin2¢)
= - h - (5.7
i’R, « 2k 'R

|-
LSRR
-

where k= (1, /1)
s is the slip
and R, is the rotor resistance referred to the stator winding.

The factor k; depends on the ratio R /X, and is = 0.8 for small induction machines and = 0.9 for large
induction machines. Equation (5.7) gives one expression for the efficiency goodness of the induction
machine. Laithwaite {1965) uses two scparate goodness factors for the induction machine, the one
rclating to the prima:y circuit and the other one to the secondary circuit.

The similarity between eqns (5.3) and (5.7) is clear. The difference is that the penalty of the
induction machine is an electric circuit, namely that of the rotor, while that of the refuctance machine
is a magnetic circuit, namely the g-axis magnetic circuit. The operation of the induction machine can
be defined from egn (5.7) as a coupling between two electrical circuits and one magnetic circuit, as
shown in Fig. 5.3.

magnetic circuit
~——

electric circuit / \\clcctric circuit
(stator) (rotor)

Fig. 5.3. Linking of magnetic and electric circuits of the induction machine
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313 Comparison of the efficiency goodness of the RS and the induction machine

It follows from the above that the fundamental ditference between the reluctance and induction
machines is that the reluctance machine makes use of' 2 g-axis magnetic circuit on the rotor to generate
torque while the induction machine makes use of a g-axis clectrical circuit on the rotor. The use of
an clectric circuit, however. goes hand-in-hand with copper losses which become higher as the
machine becomes smalier, i.c small in diameter. In this respect the goodness factor of the induction
machine will significantly drop when the machine becomes small.

The reluctance machine, on the other hand, will aot experience rhis penalty when the machine
becomes small. The penalty of the reluctance machine, namely the g-axis reactance {egn 5.3) or g-
axis inductance (eqn 2.26). is fairly independent of the variation of the rotor diameter and thus the
outer diameter of the machine.  The latter is so because the g /d; ratio of eqn (2.26) is fairly
independent with rotor diameter for a constant bw/bp ratio (see section 2.6(ii)). The penalty of the
g-axis inductance of the RSM will therefore be similar for small and large reluctance machines.

Both reluctance and induction machines suffer from the copper iosses of the stator electric circuit,
which also become relatively higher as the machine becomes smaller in diameter. The latter means
that the goodness facior of the reluctance machine will also drop as the machine becomes small but
not as much as that of the induction machine. The induction machine suffers from the copper losses
of two electrical circuits but the reluctance machine from only one.

The goodness factors of eqns (5.3) and (5.7) thus describe qualitatively the characteristics of the
reluctance and induction machines. I must, however, be emphasised that iron losses are not
considered in these goodness factor formulae,

5.2 The power density goodness factor

The goodness factor Gy of section 5.1 cannot be used alone 10 detine the goodness of the electrical
machine from a machine point of view. When two machines have the same G but the one machine
is twice as large as the other, then surely there must be a difference in the goodness of these machines
from a user point of view. The power to volume ratio or power density as a goodness factor,

Gy =P, [vol,
must therefore also play a role in defining the goodness of the electrical machine.
321 Power density goodness factor for the RSM

A formula for the power density goodness factor can be obtained by dividing the 1orque times the
speed of the RSM by the stack volume, i.c.
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Yo, (L, L) ilsinc24)

4
Gpd(RSM) .

zdl
4

Furthermore, using eqns (2.9). (2.28) and (2.30) leads to

k,(1/gq - t/gy ) d; I AL 1¥ sin(2d)

G =
nd{RSM) d“_ .
(5.8)
1 1 YALTY
= k, T T T ] ( a4 sin(2¢)
B4 (no) Bq (oo 0

where gy'(nor = Ba/d; and €0 = Byd, arc the normalised values of the d- and g-axis effective
airgap lengths.

Note that the power density goodness factor of eqn (5.8) is independent of the length of the machine.
The normalised values of the effective airgap lengths will not vary much with frame size (outer
diameter) for the same design optimisation. The reason for this is that the normalised airgap length
Bamor) = 84/d;. the normalised barrier width bw, ., = bw/bp (affecting g,) and the saturation factors
kyy and k, of eqn (2.27) will not vary much with diameter.

The power density goodness factor G of eqn (5.8), therefore. can be roughly approximated by

] 2
Gosrsmy = K3 ( ) sin(24) . (5.9)

o

Hence, with a constant current density and constant current angle, the power density of the RSM will
greatly improve as the stator outer diameter 4, becomes larger, because the siot copper area A, varics
more or less with the square of the outer diameter.

However, the current density generally decreases with increasing d,, (or frame size) to keep the copper
losses of the larger machine within limits. Typically for small machines J = 6 A/mm? and for medium
sized machines J = 4 A/mm?.  Also, the current angle ¢ increases slightly with frame size to have
lower magnetising currents and less saturated machines to limit the iron core losses. Typically for
the RSM & may increase from 65 to 70°.

In spite of the lower current density and larger current angle of the larger machine. one would expect
from eqn (5.9) that the power density of the RSM will improve with frame size. An example of the

increase of the power density of the RSM with outer diameter will be given in Chapter 6.

Finally, the power density goodness factor of eqn (5.8) can also be expressed in terms of given copper
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fosses. By using eqn (2.10) instead of eqn (2.9) for the current l'\‘ eqn (5.8) becomes

1 ] ( Po A
Gpd(ksm:k.w[ - ]l o

: ‘ » sin{2d) . {5.10)
B4 tnon) Bqinons ) | da ({ + 1}

Note that P_, =« JZA_(/ + 1) so that Gpg is independent of the length of the machine.

3.2.2 Power density goodness factor for the induction machine

A power density goodness factor can also be obtained for the induction machine in the same way as
in egn {3.10). The copper losscs of the induction machine are

Pm(m) = Pcuuuan“ e
P
where a = -P—"—*"ﬁ“[m)
cu (aeaton)
332 1
and Peutamon = Els R, = A et * 1)

Using these cquations the power density goodness factor for the induction machine is

oMy T Ky | 3
g(l\m’) dO ll * It)

{1 - 8)
“““‘“’l ! sin(2é) . (5.11)
L

{A

This equation looks similar to cgn (5.10) for the RSM. It is clear that the power density goodness
of the RSM is penalised by the factor g/, of eqnr (5.10). duc to the existence of the g-axis
magnetic circuit. The penalty of the induction machine from eqn (5.11) is the factor (1 - $)/(1 + «),
due to the rotor electric circuit.

5.2.3 Comparison of the power density goodness of the RSM and the induction machine

The power densities of the RSM and induction machine can be compared by assuming the same P,
d,, /+ 1 and ¢ ineqns (5.10) and (5.11). If both machines also have the same current density, then
the copper area of the RSM will be (1 + a) larger than the stator copper area of the induction
machine. This implies from the last terms in brackets of eqns (5.10) and (5.11) that with a = | the
power density of the RSM, as a first approximation, will be more than 4 times that of the induction
machine. However, the first term in brackets of eqn (5.10) of the RSM is greatly affected by
saturation and cross magnetisation, as the machine is deep into saturation when designed for the same
amount of copper losses as that of the induction machine. The first term in brackets of egn (5.10)
is typically 50% that of the first tenn in brackets of eqn (5.11). Hence, it is more realistic to expect
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that the power density of the RSM will be a factor 2 higher than that of the induction machine. This
explains the high power density of the RSM in comparison with the induction machine.

In the 10 kKW power level it has been shown in section 4.4, Table 4.6 that Goarsan = .7 Gpgangy-
This factor will become less as the machines become larger, because the penalty of the rotor copper
losses of the induction machine becomes less with increasing diameter.

The above comparison between the RSM and induction machine was made on the basis of the same
amount of copper losses. For the larger RSM the iron losses will become a problem because the
machine is deep into saturation when designed for the same amount of copper losses.

53  The power factor goodness factor

In sections 5.1 and 5.2 it is shown that from an clectrical machine point of view the RSM is a good
machine in comparison with the induction machine. However, there is a disadvantage from a supply
point of view. The reluctance machine makes use of magacetic circuits. represented as magnetising
inductances in the equivalent circuit, to gencrate torque.  This gives rise to a relatively large phase
angle between the supply voltage and the current; larger than in the case of the induction machine
where an clectric circuit, represented as a resistance in the equivalent circuit, is used to generate
torque.

The problem, thus, of the reluctance machine is the difficulty to get the current into the machine due
to the relatively high inductive equivalent impedance. This requires more leading supply voltage
resulting in a low power factor that in turn affects the inverter rating.

The power factor as a goodness factor, G = P /AVA, thus defines the goodness of the electrical
machine from a supply point of view. 1t must be used in some way or other together with the other
goodness factors to define the overall goodness of the electrical machine.

A simple, approximate expression for the power factor goodness of the RSM can be obtained by
ignoring the copper and iron losses of the machine. This implies that the efficiency is unity. The
power factor goodness, therefore, is approximately

P 1
Gp”RSM) = ﬁk [n J
RSM (.-’.12)
= out
kVA

/KVA of the RSM can be obtained by multiplying the T/AVA of
eqn {4.12) with the mech# ical speed of the machine. The power factor goodness of eyn (5.12) then

An approximate exprussion for P

becomes
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Gormsmy = (l :’ sin() . (5.13)

A similar expression for the power factor goodness of the induction machine can be obtained by
ignoring the stator copper losses and iron losses of the machine. The rotor copper losses are not
ignored so that the efficiency is (1 - 5). By assuming that

V. =E = wlL_I =m,Lmilcos(¢)

from Fig. 5.2(b), the P /kVA of the induction machine can be approximated as

2w 1 - s)L, i’ sin(24)
P /kVA 4,

i

bo |

{w, L i cos(d)i, (5.i4)
= sin(d) (1 - 5).

With the efficiency of the machine equal to (1 -s). it follows from eqn (5.14) that

G, ) = Sin(d) . (5.15)

This is correct, because the power factor angie in this case is the angle between the phasors E, and
1, of Fig. 5.2(b).

Equations (5.13) and (5.15) clearly draw attention to the low power factor goodness of the RSM in
comparison with the induction machine. With o = 5 and assuming the same current angles for both
machines, the GpﬂRSM) x (O.S}k‘vpmM ) This implies that with a power factor of 0.85 for the induction
machine, the power factor of the RSM will be = 0.68.

54 The overall goodness factor

In the preceding sections three goodness factors are mentioned which define the goodness of the
electrical machine in some respects. The goodness factors that define the goodness of the electrical
machine from a machine point of view are the efficiency goodness factor, Gy, and the power density
goodness factor, Gy From a supply point of view the power factor goodness factor, Gy, defines in
one respect the goodness of the electrical machine. The overall goodness of the machine can hence
be defined simply as the product of these three goodness factors, i.c.

G = Gpl Gy Gpd
_ ( Pin ] Puul
kVA Pm}

of egn (5.16) includes all the losses of the machine and not just the copper losses as

pnul (5 ! 6)

Vol

Note that P

loss
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in cgn {5.2}. The latter is important because in medium and large machines the iron losses are

relatively large due to the rapid increase in iron mass as the machine becomes bigger.

The goodness factor Gy of equation (5.16) can be replaced by the ¢fficiency of the machine (see eqn
5.5) so that the overall goodness factor defined differently then becomes

%)

o
P,

o - |
kVA

;
[m] {761'

This goodness factor makes a great deal of sense because for a certain amount of output power it
"asks' how big the machine is in terms of m* and how big the inverter is in terms of kVA. [t is shown
in section 5.3 that P /AVA of the RSM is lower than that of the induction machine, but in section
5.2 that P /vol is higher. The RSM is thus in comparison with the induction machine a good

(5.17)

machine from a machine point of view, but not as good from an inverter point of view.

55 Summary

The expressions for the goodness factors of the RSM are used w give a better understanding of the
operation, the advantages and the penalties of the machine. They are used to expiain the difference
between the RSM and the induction machine and to explain the goodness of the RSM at the higher
power levels.

The advantage of a high power density and disadvantage of a low power factor of the RSM can be
directiy attributed to the use of a passive rotor with magnetic asymmetry. A passive rotor imlies a
rotor without losses, consequently the stator power can be raised, resulting in a considerable increase
in the power density. A passive rotor also implics that use is made of magnetic circuits, represented
as magnetising inductances in the equivalent circuit, to generate torque.  This makes the inductive
equivalent impedance seen by the supply relatively high, causing the power factor of the RSM to be

low.

The induction machine makes use of an active rotor where the rotor MMF always opposes the g-axis
stator MMF. The use of an active rotor, however. is accompanied by lasses which limit the power
ratings of the stator and rotor electric circuits and thus the power density of the machine.



Stellenbosch University https://scholar.sun.ac.za

o Optimum RSMs in the Medium Power Rang:

in this chapter the different goodness factors of Chapter § are calculated for optimum-designed RSMs
in the medium power range. Large RSMs arc not considered as the focus is on the possibility of
using the RSM for traction applications. The aim is to investigate the extent to which the goodness
or performance of the optimum RSM improves or attenuates as the machine becomes bigger. In
Chapter 5 it has been shown by means of analytical expressions that the efficiency and power density
goodness factors improve with frame size. This chapter will show, amongst other things, what this
improvement with frame size actually is for optimum RSMs. The aim is further to compare the
goodness of the RSM with that of the standard induction machine.

6.1 Design optimisation

As in Chapter 4, standard induction machine frame sizes are used for all the RSMs to compare the
goodness factors with those of the induction machine.  Altogether six machines are optimised in
induction machine frames from 5.5 to 250 kW, using the finite element method directly in the
optimisation process s described in Chapter 3. The induction machines are all different with a
different number of stator and rotor siots and single- or double-lay er stator windings. For the RSMs,
however, the same type of stator and rotor structures are used. The stators all have 48 slots with 4-
pole, double-layer windings. The rotors have eight flux barriers per pole with the flux barriers
uniformly distributed. The barrier widths are all equal to make the design optimisation faster. The
structure of the RSM is the same as machine 6 of Table 4.6 and is shown in Fig. 4.4 and Fig. 6.1.
The airgap lengths of the RSMs are taken to be the same as those for the standard induction machines.

The reluctance machines are optimised by maximising the efficiency and the power densiry of the
machines for the same amouni of copper losses as those of the corresponding frame size, standard
induction machines. In other words the goodness factors Gy and Gy of Chapler 5 for given copper
losses are maximised in the optimisation.

No constraints were put on the core losses of the machines in the design optimisation.  Afterwards,
wherever the sum of the copper and iron losses (P, + P ) exceeds a constraint. the current
(actually }) and the current angle ¢ are optimised to maximise the power density or efficiency ot the
machine subject to the (P, + P, ) constraint. The Powell algorithm together with the quadratic
penalty function method (section 3.4) are used for this constrained optimisation.

The five vaniables of the machines that are optimised in the design optimisation are the tooth width
(1w), yoke height (vh). stator inner diameter (), barrier width (bw) and current angle ().

Typical optimised stator and rotor structures of the RSM designed for maximum power density per

given copper losses are shown in Fig 6.1,
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dye 2031 mm

(a) 58 Nm RSM (5.5 kW IM frame} (h) 225 kNm RSM (250 kW IM framc)

Fig. 6.1, Structures of optimum RSMs designed for maximum power density

6.2 Mechanical strength aspects

Before considering the optimisativn results. the mechanical strength of the RSM rotor s discussed,
The mechanical strength of the RSM autor is one of the aspects of the RSM over which, rightly. there
is a question-mark.  The iron picces of the lamination are held together by means of ribs and webs
and these ribs and webs must be as thin as possible to improve the performance of the machine, The
use of webs (not just ribs) greatly improves the mechanical strength of the rofor against centrifugal
forces. In addition, the higher the number of barriers used. the weaker and more pliable the
lamination becomes and thus the more difficult to handle.

In Chapter 4 the web widths and rib heights used were prescribed by the punching ability and were
taken in the analysis to be just more than the lamination thichness, namely £.0 mm and 0.75 mm
respectively.  These widths and heights are adequate for small rotors to withstand the centritugal
forces on the outer iron pieces, but not for medium or large rotors. A mechanical strength analysis
on the small rotors of the RSMs of Chapter 4 has shown that these rotors are very strong from a
safety factor point of view and can withstand speeds of up to 5000 r/min. As the rotor becomes larger
in diameter. however. the centrifugal forces increase with the 3rd power of the rotor diameter, It is
then unrealistic to keep the web widths and rib heights the same as foi the smaller rotor, unless some
other means are used to overcome the mechanical strength problem.

In order to ensure a certain minimum fatigue safety factor at twice base speed (i.¢. 3000 ¢/min), the
wibs and ribs are enlarged as the 1~tor diameter becomes larger. An approximate mechanical strength
analysis was used to calculate the required web widths and rib heights of the 8 barrier/pole rotors.
The rotor structuee of the 2.25 kNm RSM of Fig. 6.1(b) shows how large the webs and ribs become
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for a large diameter rotor. The inner web width is 7.23 mm and the inner rib height is 2.0 mm for
a rotor diameter of 292 mm. This diameter is close to three thines the rotor diameter of the RSM in

the 5.5 kW induction machine frame, which is 105 mm.

The penalty of the larger RSM, thus. is the mechanical constraints of the rotor which require relatively
large webs and ribs, if no other means are used, to keep the iron pieces in place. This aifects the
torgue and power factor performance of the largeir RSM negatively.

6.3 Calculated results of goodness factors

In Fig. 6.2 the calculated results of the different goodness factors for the RSMs and the induction
machines are shown. The goodness factors are plotted versus the frame sizes of standard induction
machines, i.¢. the goodness factors of the machines are given versus t rating (in kW) of the
induction machknes. Five induction machine frame sizes are selected, namely 5.5 kW, 11 kW, 37 kW,
90 kW and 250 kW. In Tables 6.1 and 6.2 the detailed design and performance data of the « stimised
RSMs are given.

Power density.

In Fig. 6.2(a) the torque density (Nm/stack-volume) versus frame size of the different muchines is
shown. The torqu- Jensity -2 the RSMs outperforms completely that of the standard induction
machines. 1t is also shown that the torque density improves with frame size.

In Fig. 6.3 the torque density is plotted versus the outer diameter of the machine. This figure proves
the increase of the torque density (and the power density) of the RSM with outer diameter, as
explained by egns (5.8) and (5.9) of Chapter 5. Note that the worque density and power density are
independent of the length of the machine.

The power density goodness factor in Fig. 6.2(b) increases with frame size. However, with constraints
on the (P, + P} losses, the power density of the RSM reduces considerably {(shown in dotled lines).
The constrained results are also given in Tables 6.1 and 6.2, These results show how the RSM power
density performance drops with the machine in the flux wealiening mode (larper current argles) o
keep specificaily the iron losses within limits. Note from Tables 6.1 and 6.2 how large the iron losses
of the large RSM become. Notwithstanding the drop in the power density of the RSM, it is siill better
than that of the induction machine for the same amount of 10tal losses.

Efficienay.

The etlicieney goudness factor G of Fig, 6.2(¢) improves with frame size for both machire types
duce to the lower penalties of the stator and rotor resistances (eqns 3.3 and 5.7). Gy of the RSM is
higher than that of the induction machine due w the higher catput power per losses ot the machine.
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Power facior:

The variations of *he power factor goodness, G, with frame size are shown in Fig, 6.2(d). It is clear
that the power factor of the RSM is considerably lower than that of the induction machine, as

explained in section 5.3,

It is secn that G ¢ of the induction machine slightly increases with frame size while that of the
reluctance machine drops. The increase in G of the induction machine is due to the relatively lower
rotor resistance and the increase in the magnetising inductance duce t the lower saturation of the larger
machine. This makes the impedance of L and R of the equivalent circuit of Fig. 5.2(a) more

resistive. Consequently there is an improvement in the power factor.

The drop in the power factor of the RSM with frame size is mainhy due to the lower stator resistance,
making the supply voitage phasor more leading with respect o the carrent phasor.  In addition. the
increase in the web widths and b heighis to maintain mechanical strength makes L, higher and the
inductonce ratio lower. The increase in the normalised airgap length g, = g/d, with frame size, as
given in Tables 6.} and 6.2, also will have a decreasing eftect on L and thus the power factor. The
latter, however, is true for the induction machine also.

Note that when the RSM is designed for maximum power density or maximum cfficiency tor the same
amount of cupper luss as that of the induction machine. the machine will be deep into sawration. This

affects the power factor negatively.

Outpui power per kA

It is explained in section 5.3 that the output power per kKVA goodness factor. G o P /kVA = nP
of the RSM will be fower than that of the induction machine.  This is presed by the G, caleulated
results in Fig. 6.2(¢). The goodness factor G, versus frame size shows an improvement for the

]
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Machune | Machine 2 Machine 3 Machine 4 Machine §
IM frame size 5.5 0W 1AW 3T Rw 90 kW 250 kW
Constramt P kW) 0.7 1 05 182 3 55
it di 00298 000277 000326 0.0034 ¢.0039
do (mm) 203.2 2445 350 410 520
{ (mun) 1334 13045 200 3o 540
do! 1.52 1.87 1.75 1.32 0.96
—— -
Variables § Per unit values of variables
vhidi 0.159 0.164 0.165 0.171 0.168
twip 0.547 0.553 0.542 0.544 G.526
dirdo 0.562 0 561 057 0574 0.504
bw b 0.352 0373 0.382 (1379 0.39
¢ ") a%4 697 7t 71.2 70.8 (71.8)
=
Parameters 4 Performance results at §500 r'min (censtramt on P+ P oprimesing & amd J)
T (Nm) 551 929 353 732 2059 (1&833)
n (%) 89.6 90.3 93.6 94 8 958 (95.8)
Pt (kW) 8.65 1439 195 IE 323 (290)
P, (kW) 072 | 08 187 308 566 (455)
P_{kW) 0.25 041 19 T 6.16 (5.81)
P P, (kW) 0.07 P49 306 55 11.82 (10.36)
Practor 0.737 LRSS SRR nilg 0.682 (0.7
kVA 1314 AR T 170 495 (433)
J (Armm®) 6.88 fy K3 538 S8 388 (4.44)
c:**l,d-’L‘.j 573 S %06 52 578 523 (5 69)

Table 6.1. Design and performance results of optimum RSMs designed tor maximum efficiency: for
given capper losses (values in brackets hold for the constraints on P+ P}

induction machine but not for the RSM. G of the induction machine improves because both the
power factor ard the etficiencs of the machine improves with frame size, as shown in Figs. 6.2(¢) and
{dy. This is not the case for the RSM as the power factor drops with frame size (Fig. 6.2(d)). The
results of Fig. 6.2(e}) indicate the advantage of the induction machine to the supply system. namely
the lower KVA power per output power required than the RSM.

The G of the RSM can be improved if the machine 1s designed for maximum G, | subject to a

constraint on the output power that is e, the same as that of the induction machine. An example of
this is machine 3 of Table 4.6,

(verall soodness fuctor

The overall goodness factor, G, of egn (3.16) is shown in Fig. 0.2(1) tor the ditferent machines, It

is interesting o see that the overall goodness facton G ot the farger RSMs s still better than that of
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SMachime | Machine 2 Machine 3 Atachine 4 Machine 5
IM trame siee SAAW 11 AW 37 RW 90 kW 250 kW
| Constrant P_ (AW 07 1 0% 182 3 5.5
i d 0003 O (286 000338 0.00355 0.0 1
do {mm) 2032 2448 is0 410 320
I (mm) 133 4 P30S 200 310 540
do.! L 52 | 87 1.75 1.32 0.96
Variables & Per unit vatues of variables
yhrdi 0i68 0.17 0.17 0172 0.17
wp G. 48 0.584 0 58j 0.582 0.581
dido 054 0.543 0549 0.549 4.561
bw bp 6317 0.332 0319 0.319 0.325
$ (%) 66.27 65.7 654 (713 63 (7 64.8 (72)
Parameters + Performance results at 1500 rmin (constramt on P« P, optimising J and ¢)
T {Nm} 586 94.6 3284 (291 772 1671 6) 23253 (1796)
N (%) 89.6 90.2 934 (U3 7y 945 (947 | 955 (95.6)
Py (RW) 9.21 1487 S1.6 (458 | 1213 (ros 5 | 354 (282)
P, (kW) 0722 108 88 (/57) 309 (254 567 (4.0)
P, (kW) 034 0.50% 136 (116} 306 (2.48) 8.68 (6.5)
PP (kW) 1.04 1.585 334 (27 625 (5402) 1435 (/0.5)
Py cror 0.701 0.688 0671 (00705 | 0.654 \26%4) | 0.62 (0.67)
kVA 147 339 823 (69 196 (/61) 599 (440)
1 (A'mm) 103 6.71 526 (448Y) 503 (4635 1 456 (3.89)
a=lyL, 4.95 4.77 4.69 (5.6/) 4.5 (5344 4.06 (3 14)

Table 6.2. Design and performance results of optimum RSMs designed for maximum power density
for given copper losses (values in brackets hold for constraints on P+ P}

the induction machine, despite the low power factor of the RSM. The reason tor this can be attributed

to the high power density goodness of the RSM.

Two imponant aspecis must be mentioned about the graphs of Fig. 6.2, The firstis that the goodness
faciors for the induction machines are those of stundard induction machines. It may differ for
opt'mum designed vector controlled induction machines. Secondly, the goodness tactors Tor the RSM

are fur one type of stator and rotor structure and may differ for other structures,

6.4 Normalised values of dimensions

The normalised values of the dimensions of the optimum RSMs designed for maximum ¢fficiency and
maximum power density are given in Tables 6.1 and 6.2. They are caleulated by using the stator
inner diameter and the 1oth and Darrier pitches as the base values. The normalised value o1 the stator

inner diameter is calculated with the stator outer diameter as the base value.
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From Tables 6.1 and 6.2 it can be seen that the nommualised yalues of the optimum dimensions of the
RSMs are simifar for the different machines in the small to medium power range.  This is expected
tw some extent as the airgap flux density, the tooth and rotor iron segment {lux densities and the yoke
flux densit will not change much with frame size. Consequently ., the normalised values of the tooth
width and barrier width will stay vers much the same (see in this regard eqos C.10 and C.12). The
same is valid for the yoke height (vA) for a more or less constant yoke flux density (see eqn C.16).

This result of the more or less constant normalised values 1s significant. It implies that once a small
machine is optimised according 1o certain criteria, one can tell immediately what the optimum
dimensions will more or less be for a larger machine with the same stator and rotor structure.

6.5 Iron losses

The machines of Table 6.1 are optimised b: maximising the output power per losses of the machine.
This implics that the optimisation will be sensitive, amongst other things, to the iron losses of the
machine. The machines of Table 6.2, on the other hand, are optimised by maximising the output
power per given copper losses of the machine. regardless of what the iron losses are. To reduce the
iron losses the current angles of the machines of Table 6.1 are increased. making the d-axis current
and the saturation level of the machines fess. The result of this can be seen in the better inductance
ratios and power factors of the machines of Table 6.1, Also from the machines of Table 6.2 where
there is a constraint on the total losses, the current angles are increased and the current density
decreased to reduce the iron losses; consequently the inductance ratios and power factors are

improved.

6.6 Conclusions
From the results of this chapter the following conclusions can be drawn:

» It is shown that the torque and power density goodness and efficieney goodness of the RSM
improve as the machine becomes bigger. The general idea that the goodness of the reluctance
machine will not improve with {rame size is found to be untrue.

*  The results of Fig. 6.2 show that optimising the design of the RSM in terms of its efficiency
gives the best results overall. The overall goodness factor of the RSM is the highest when the

machine is designed for maximum efficiency .
* It seems from Fig. 6.2(b) that there is an upper boundary in the medium power range, say 100
KW, from where the power density goodness factor of the RSM slowly stants to drop due to

the constraints on the total losses. specifically the iron losses.

»  The disadvantage of the large RSM is the problem of the mechanical strength of the rotor.
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The contribution of the thesis can be summarised as the development of a finite ~lement-based design
optimisation method for the reluctance synchronous machine {RSM) and the evaluation of the steady-
state performance capability of this machine in motoring mode under current vector control,

The proposed design optimisation method uses the finite element calculation method directly in the
optimisation algorithm to optimisc the design of the machine in multidimensions. The absolute
optimum-designed machine can at best be obtained by using the finite clement method in the
oplimisation process. An approximate magnetic circuit calculation method is also developed and used
in the optimisation algorithm to verify to some extent the finite element optimisation results.

The performance capability of the RSM s evaluated by optimising the design of the machine
according to different criteria  An RSM has also been built and tested to verify the finite elemen,
calculations and to prove som.e important characteristics of the RSM. The performanca characteristics
of the RSM in comparison with those of the induction machine are explained by means of goodnuss
factors that are derived for both machines. The performance of optimum RSMs in the mediom power
range is also investigated and compared with standard induction machines.

The results and conclusions found in the thesis about the optimum design and performance of the
RSM arc summarised in the sections below. Recommendations for further research work necessary
are made in section 7.6.

7.1 Calculation of performance paramecters

In the optimisation process the finite elemeni program is called many times by the optimisation
algorithm to optimise the design of the machine. This necessitates that as few finite element field
solutions as possible be used 10 calculate the performance data of the machine cach time the finite
clement program is called. In the thesis it is shown how this can be done for the RSM as only one
set of finite clement field solutions (a set consists of 3 field solutions) is required 10 calculate all the
equivalent circuit parameters and the performance data of the machine, taking intw account the effect
of saturation, cross magnetisation and skew.

An approximate magnetic circuit (AMC) calculation method is developed that can be used. instead
of the finite ¢lement method, in the optimisation to optimise specifically the stator design of the
machine. The use of the proposed ANMC method proved to be worthwhile. The method is a very
simple, fast and reasonably accurate method that can be used ¢ show and explain design tendencies
but also to do preliminary stator design optimisations. The correlation between the tinite element and
the AMC optimisation results sugpests that designers could use this method in an initial study.
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Another calculation method 1~ proposed for use in the design optimisation of the machine. namely the
hybrid magnetic circunt finite element (HME)Y method. This method makes use of both the AMC
and finite element catcutation metheds. The idea is to identify from finite clement analysis, at some
stages in the optimisation process, those parameters of the RSM that are difficult to calculate
accurately by mcans of analyoical equations or lumped circuit analysis. The aim is thus to get more
accui e results, while still keeping the computational burden low. An example is given in Chapter
4. where only 9 ficld solutons were used in the optimisation of the RSM.

7.2 Optimisation algorithms

In the thesis the algorithms of Powedl and the quasi-Newton method are used for the unconstrained
design optimisation of the machine. The difference between these two methods is that the Powell
method is a non-gradient method which requires only function evaluations, not derivatives, while the
quasi-Newton algorithm is a gradient method which requires that the vector of first partial derivatives
be calculated. The reasons for using these methods are, amongst others, to determine if a gradient
method can be used to optimise the design of the machine and to verify the optimum design results
by using two completely different optimisation algorithms.

In the quasi-Newton method the first partial derivative of the tunction is determined by the forward-
difference approximation. The step size of the forward-difference approximation is critical because
it determines the quality of the derivative. In Chapter 3 and Appendix D an optimum, relative step
size is determined that is used throughout the design optimisation.

The focus of the optimisation study was more on the unconsirained condition, although constrained
optimisation was also done by using penalty functions. The object v e function is modifted by adding
terms or functions that assign a positive "penalty” for increased constraint violation.

Some results found from the use of the proposed {inite element design optimisation method are the

following:

« It was found that both the Powell and quasi-Newton methods give the same optimum values
for the variables. This gives confidence in the results specificaily it it is taken into account
that the two algorithms are totally different: the one is a gradient and the other a non-gradient

method.

¢ The computation time per finite element program sokution is about 5 minutes on a SUN 1000
workstation using an average ol 1800 clements per pole and 1100 vector potential unknowns,
This implies that the design optimisation problem requiring., say. 100 solutions can be solved
in a day. It was found that for the optimisation of 10 variables the number of solutions
required typicaily varny between 100 and 150 with the computation time between 8 to 12
hours. The latter obviously depends on the load of the workstation, the starting vector point

and the termination ¢riterion.
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= Inthe proposed finite clement opunusation the mesh changes as the optimisation progresses.
There is thus 2 possibility that some of the clements become badly shiaped or il conditioned
and that accuracy s lost. This, however, was not experienced by the author as the variables

{dimensions of the machine) do not change that much in the search for the optimum.

»  Both the Powell and quasi-Newton methods proved o be effective in the design optimisation
of the machine. In general it was found that the quasi-Newton miethod is equal or slightly
faster in calculation speed than the Powell method.

Two important conclusions regarding the proposed design optimisation method are the following:

s [t is feasible in terms of computation time w do an overall (stator and rotor) unconstrained
or constrained optimum design of the RSM using the finite element analysis method directly
in the optimisation procedure.  As the power and speed of workstations and computers are
increasing by the day. it seems that the finite clement-based design optimisation of the
electrical machine will become popular as it is the most accurate way of optimising the design

of the machine.

. It is shown that optimisauon algorithms which require the tunction”s gradient. or first partial
derivatives, to be computed can be used with success using the nonlinear {indte-clement field
olution to calculate the function value. This opens the door tor designers to use gradient
methods in finite eiement ¢e2sign opuimisations.

7.3 Optimisation results in the 3 - 10 kW power level

The different performance calculation methods and the optimisation aigorithms are used o optimise
in multidimensions the design of the RSM. The aim was to evaluate from calculations but also from
measurements the performance capability of the RSM in the 3 - 10 kW power tevel. Considerable
attention s given to the explanation and the understanding of the various optimum designed RSMs.
The design of the machine is optimised by maximising different performance parameters (objective
function values) of the machine. These parameters or function values are the torque, the efticiency

and the torque per kVA of the machine,
From the design optimisation the following results are found:

*  The airgap diameter of the optimum RSM designed for maximum torque is relatively small,
as d/d, = .52 compared o that of the induction machine where d/d, = 0.6.

*  The optimum RSMs designed for maximum torque or maximum efficiency show remarkably
high power densitics with about the same copper and iron losses as that of the standard
induction machine.  This explains the high efficiencies of these machines. The torque per
rotor yvolume (TRV) is also exceptionally high. For example, the optimum RSM designed for
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maniaum torque has a TRV of almost 30 KNmm’ which is higher than the range tor high-

performance industrial sernvos (20 - 45 RNmm).

The RSM. thus, has the outstanding characteristics of high power density and high torque per
rotor volume when designed for maximum torque or maximum efficiency. It is therefore
advantageous to design the RSM (for given copper losses) for maximum torque or maximum

efficiency.

*  The optimum current angles of the designed RSMs are all between 60 and 70°. This confirms
again the high current angles where optimum performance of the machine is obtained.

°  When designing the RSM for maximum torque or maximum cfficiency er given copper
josses, typical normalised values of some of the important dimensions of the RSM can be used
as initial valucs for the optimisation process. These are the following for 4-pole machines:

di/do = €155, neeap = 053
yhd = 007 hwsbp = ().33,
& = 65° rmaximum T). & = T0° {fmaximum nj;

«  From all the design optimisation results it is found that the power facturs of the optimum
RSMs are on the low side. This afTects negatively the kVA rating and the efficiency of the
inverter.

» An optimum RSM designed for maximum torque has been built in a standard 5.5 kW
induction machine frame. Photos of the stator and rotor of this machine are shown in
Appendix E. With the machine under current vector control, very good correlation is obtained
between the finite element calculations and the measurements of the shaft torque, efficiency
and power factor of the machine. The close agreement between the calculated and measured
shaft torque and cfficiency conlirms the remarkably high torque and high efficiency of this
machine. Both calculations and measurements indicate an optimum current angle of 64°
where the torgue is a maximum.

7.4 Goodness factors

Goodness factors are derived for the RSM 1o explain the cutstanding characteristics ot high power
density and low power factor of the machine. The expressions tor the goodness factors of the RSM
give a better understanding of the operation. the advantages and the penalties of the machine.
Goodness tactors are also derived for the induction machine o explain the difference between the
RSM and the induction machine. The goodness factors of the RSM are also used 1o explain the
goodness of the machine at the higher power levels.
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The follewing explaratons of the operation and the characieristics of the RSM are instructive:

»  The tundamental difference between the reluctance und induction machine is that the
reluctance machine makes use of a g-axis magnetic circuit on the rotor 1o generate torque
while the induction machine makes use of a g-axis electrical circuit on the rotor, The use of
an electrie circuit, however. goes hand-in-hand with copper lesses which become relatively

higher as the machine becomes smaller, i.c. small in diameter,

»  The advantage of a high power density and disadvantage of a low power factor of the RSM
can be directly attributed to the use of a passive rotor with magnelic asymmetry. A passive
rotor implies a rotor without losses: consequently the stator power can be raised with the result
that there is a considerable increase in the power density. In comparison with the induction
machine the RSM is thus a good machine from an clectrical machine point of view.

Hov _v2r. a passive rotor also implies that usc is made of magnetic circuits, represented as
magnetising inductances in the equivalent circuit. to generate torque.  This makes the inductive
cquivalent impedance seen by the supply relatively high, resulting in a low power factor that
affects the inverter rating. The RSM is thus not an excellent machine from a supply point of

view,

7.5 Performance of the RSM in the medium power range

The different goodness factors mentioned in section 7.4 are calculated for optimum designed RSMs
in the medium power range. The aim was te investigate the extent to which the goodness or
performance of the optimum RSM improves or attenuates as the machine becomes bigger. The aim
was also 1o compare the goodness of the RSM with that of the standard induction machine.

Altogether six RSMs are optimised in induction machine trames from 5.5 to 250 W, using the finite
element method directly in the optimisation process. Thie reluctance machines are optimised by
maximising the efficiency and the power density of the machines for the same amount of copper

losses as those of standard induction machines with the same frame size.

From the results of the design optimisations of the RSM in the medium power range the following

aspects are significant:

« [t is shown that the torque and power density goodness and the efficiency goodness of the
RSM improve as the machine becomes bigger.  The general idea tha the goodness of the
reluctance machine witl not improve with frame size is found w be unteue.

. A disadvantage of the RSM in the medium power range is the constantly low power factor
and low output power per kKVA of the machine.  This affects the kVA rating and the
efficiency of the inverter, as a larger reactive power has to be controlled.
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¢ [t seems that there is an upper boundary in the medium power range, say 100 kW, from where
the power density goodness factor of the RSM slowly starts to drop due to the constraints on
the total losses, specifically the iron losses. W ith better cooling this drop in the power density
goodress of the RSM can be prevented.

»  The normalised values of the dimensions of the optimum RSMs are similar for the different
machines in the small to medium power range.  This result of the more or less constant
normalised values is significant. It tmplies that once a smiall machine is optimised according
10 certain criteria, one can tell immediately what the optimum dimensions wilf be more or less
for a larger machine with the same type of stator and rotor structure.

*  The mechanical strength of the RSM rotor is one of the aspects of the RSM over which,
rightly. there is a question-mar’.. The iron pieces of the lamination are held together by
means of ribs and webs and these ribs and webs must be as thin as possible 1o improve the

performance of the machine.

In order to ensure a certain minimum fatigue safety factor, the webs und ribs are enlarged as
the rotor diumeter becomes larger  This affects the torque and powes factor performance of
larger RSMs negatively and may imit the use of the RSM in the hagher power ievels.

To conclude, the thesis demonstrates for the first time the ultimate steads -state pertoreance of the
RSM in motoring mode. It shows that the REM has 1 high power density and a high efficiency cven
in the upper-medium power range.

it is believed that the proposed finite clememt design optimisation method and the design optimisation
results found in this thesis will help designers and manutactures to obtain maximum performance of
the RSM.

7.6 Recommendations

The proposed design optimisation methed of this shesis can be used 1o investigate the design
aptimisation of clectrical machines. 1t s recommended that the Tollowing research be undertaken:

. A more detailed study is necessary on the optimum (allowed; airgap length of the RSM (this
will require a mechanical strength analysis). the optimum stator slot apening, the use ol singie-
layer windings and their effect on the pecformance of the machine, and tinally he effect of
dilferent pole and stator slots numbers on the performance of the RSM.

. The design optimisation of the reluctance synchronous generitor (R5G) musi be inyestigated,

together with a study of the performance capabitity of this generator.



Stellenbosch University https://scholar.sun.ac.za

Summary with Conclusions amd Recommendations 84

A detailed study is necessary, including mechanical strength analyses and performance
measurements, of the larger RSMs,

There is a limitation in the proposed design optimisation method of this thesis in that only
magnectic ficlds have been analysed. There is a need to incorporate in the design optimisation,
through finite element analysis, the calculation of the iron losses, the heating of the machine
and the mechanical strength of the rotor.

It is recommended that the proposed design optimisation method of this thesis be used for the
design optimisation of other synchronous miachines like the switched reluctance machine,
multiphase reluctance machines and wound ficld and permanent magnet synchronous
machines.
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A Stator Winding Resistance and Endwinding Leakage Inductance

A.l1  Formula for stator winding resistance

The skin effect in the stator conductors is ignored in the calculation of the stator winding resistance
R,. The formula for the per phase stator winding resistance is

2 W 1 +1
R -2 l) (A.1)
n, A_/lz
where I_ is the average length of a coil-end
and A,z is the active copper arca of a stator conductor.

p, of eqn (A.1) is the resistivity of copper at a temperature t_ and is given by

Py 3 Px (1 + Y, (t, - 20)) (A.2)
where pyq = 17x10 ohm.m and Y, = 0.00397°C.

The relation between the number of conductors per slot, z. and the number of turns in series per
phase, W, of eqn (A.l) is

z=Wn, /[(qp}, (A.3)

so that eqn (A.!) may also be expressed as

R = 2W? [p.(! + l,}]

* qp A

(A4)

k Wir, .

In this equation, r, is the slot resistance or the resistance of all the conductors of a stator slot in
paralle!.

A.2 Formula for endwinding leakage inductance

An investigation into the analytical calculation of the endwinding leakage reactance of squirrel-cage
induction machines was done by Kamper (1987). In this study a summary is given of the different
considerations and computational methods of several authors concerning the calculation of the
endwinding leakage reactance. The formula given by Honsinger (1959) was taken as a basis in the
creation of a formula that can be used in general for single- and double-layer windings. Honsinger's
formula is firstly adapted to let the formula be valid for single-layer windings. Secondly, the basic
formula is adapted to correctly take into account the mutual flux linkage between the endwinding
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phase groups using the method of Lawrenson (19703,

This same formuia is used for the calculation of the endwinding leakage inductance of the RSM
omitting only the effect of the flux coupling between the stator endwindings and the rotor endring as
for the induction machine. The formula is

Wk g | 3 (A.5)
L, =V,md Ke) * 10 henry/phase . '
p

In this equation the subscript. u, refers to the shape of the endwinding coils namely

u = ] implies V-shaped coils,
u = 2 implies elliptical-shaped coils
and u = 3 implies rectangular coils.

The factor k is the ordinary distribution factor for the fundamental which is for 3-phase, 60° phase-
band, integral slot windings

- sin{n/6) . {(A.6)
‘ qsin(n/6q)

The factor kp(u) of eqn (A.5) is an endwinding pitch factor for coil shape, u, and is given by

kp( - 3s'm(1tc[6g)
4 - (c/3q)

kv(:i) = sin(nc/6q) ,

and kay * kay * K

where ¢ is the coil pitch in terms of number of stator slots.

(A.7)

it

The factor k., is an endwinding factor for a p pole-pair machine and is given by

key = 051, kyzy = 0.595, ko3 =0.64 and k., = 0.785.

Finally, V|, of eqn (A.5} is a shape factor for coil shape v and is for double-layer windings
Vi, =465, V5, =920 and V,;, = 1040,
and for single-layer windings

V(”=600' V(2,=|180 and V(3)=|400-
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B  Finite Element Program and Calculation of Phase Flux Linkage
and Fundamental Airgap Flux Density

In this appendix the finite element program, the calculation of the total {lux linkage of a phase
winding and the calculation of the fundamental airgap flux density are briefly described.

B.1 The finite clement program

The finite element software used is not of the commercial variety. It makes use of triangular elements
of the first order. Only one pole (stator and rotor) of the machine is meshed with one airgap macro-
element (Abdel-Razek. 1982) comprising nodals on both sides of the airgap. A time-saving scheme
has been devised (Volschenk, 1993 and Flack, 1994) that makes the use of one airgap element very
attractive as a means to model rotor movement. The Newton-Rhapson method is used for the solution
of the set of non-lincar equations.

The finite clement solution procedure has the following basic steps:
«  Mesh generation:

Only one stator slot of the machine is outlined in terms of xy-coordinates and meshed and
mirrored to the number of slots over a pole pitch. The phase windings are then allocated to
the slots. Also, one half of a pole of the reluctance rotor is outlined and meshed and mirrored
to the other half pole. The stator and rotor meshes are then joined.

. Pre-processing:

This step is necessary to save storage and calculation time. Sparse matrices are created and
the numbering of the equations is optimised to minimise the solution time.

*  Solving:

The Newton-Rhapson solution procedure is used to solve for the magnetic vector potential at
the different nodes. it is a sofution of a set of non-linear equations due to the non-linearity
of the magnetic materials.

»  Post-processing:.

From the known nodal magnetic vector potentials, the flux linkages, inductances, etc. of the
machine are calculated (see, for example, sections B.2 and B.3).
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B.2 Celculation of the total phase flux linkage

With a two-dimensionai finite element solution the magnetic vecior potential has only a z-directad
component, i.e.

A

13

A{x,y}a, { cartesian coordinates}
(B.1)

A

A(r.8)-a, { cylindrical coordinates)

where a, is the unit vector directed in the z direction. From the known magnetic vector potential the
total flux linkage of a phase winding can be calculated. This is done as follows. Using the relation

B=VxA (B.2)

and Stoke’s theorem, the flux through a surface S is

¢ = [B-ds
-1
< [VxA-ds (B.3)

= fA-dl .
€

Hence, in terms of finite elements using a first-order triangular mesh, the flux linkage of a coil with
z tums, coil-area, S, and length, /, (along the z-direction) is

=z® = zf‘,..é!(c ZA,}] (B.4)

j=1

A;; is the value of the magnetic vector potential of nodal point i = 1, i =2 ori = 3 of the triangular
clement j. { = +1 or = -1 gives the direction of integration either into the plane or out of the plane.
4; is the area of the triangle clement /. n is the total number of elements of the in-going and out-
going areas of the coil being meshed.

From eqn (B.4) for an electrical machine with only one pole meshed, the total flux linkage of a phase
winding is

2pzl e (4;¢ &
e B A

where u is the total number of elements of the meshed coil areas of the phase in the pcle region.
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B.3 Calculation of the fundamental airgap flux deasity

From enns (B.1) and (B.2) the flux density vector can be expressed in terms of cylindrical coordinates

as

B - [_1‘3"=],., . (-‘”"z]a (B.6)
r a0/ " o !?

where a_ is the unit vector directed radially outwards, normal to the cylindrical surface, and a is the
unit vector that points in the direction of increasing 0, tangential to the cylindrical surface. What is
of interest is the radial component of the airgap flux density at e.g. the stator inner bore where r =
d/2. Thus, from cqn (B.6) the magnitude of the radial airgap flux density at the stator inner surface
is

Ira

A, . (B.7)
o0

=

The first partial derivative of A, with respect to 0 can be determined by the finite-difference
approximation, i.e.
dA A(D-8) - A(O) ' (B.8)
a0 3

At the stator inner surface the nodal values in terms of magnetic vector potential are known. From
eqns (B.7) and (B.8), therefore, the radial airgap flux density between nodal points # and #n+/ on the
stator inner diameter can be determined as

B, = E(Aétn-u - ‘;zm] . (B.9)

(a-1) (n)

Note that the angles of eqn (B.9) are ¢lectrical angles. Owing to the fact that only a pole is meshed,
the airgap flux density of eqn (B.9) is known for only a pole pitch, i.c. half a cycle. However, with
negative periodicity where

B(r,6+n) = -B(r,0), (B.10)

the flux density is known over two pole pitches or one cycle. What is oi interest is the fundamental
of the radial airgap flux density. This can be determined from a Fourier expansion of the flux density.

For the fundamental, the airgap flux density can be expressed as
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B, (8 = asin(8) + b cos(b)
(B.1D)
= Bsin(0 + 0,))
where
3 = \fal + b} and
(B.12)
b,
8, = umn[-——] .
a,

a, and b; of eqns (B.11) and (B.12) arc the Fourier coefTicients for the fundamental and are given by

2, = %fB(B).sin(B).de (B.13)
1]

and b, = 2 [ B®.cos(9).d8 . (B.14)
K
o

From eqns (B.13) and (B.14), a; and b; can be determined using n, nodal points on the stator inner
bore over a pole pitch, as

=,

2 A
3 = P El Br(n)'m“(a:-))°(egn-|) - B(n)) (B.15)
L]
and 9
bl = ; .z‘; B’(.,.CCE(G:”).(B(._” - 8(-)) (B‘lﬁ)
where 0, - el ®.17)

Note that with eqns (B.15) and (B.16), the higher the number of nodal points, the greater the accuracy.

Eqn (B.12) is used to calculate the amplitude and the space angle of the fundamental radial airgap flux
density. 0, of eqn (B.12), however, must be adjusted with some offset angle to obtain the position
of the flux density space phasor with respect 1o the electrical d-axis position of the rotor.
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C  Saturation Factor and Slot Leakage Inductance

In this appendix the calculation of the saturation factor for the d-axis magnetic field is described. A
formula for the slot leakage inductance is given and discussed in section C.2,

C.1  Saturatioe factor for the d-axis magaetic field

The saturation facior k4 of the d-axis magnetic circuit is calculated by assuming only d-axis magnetic
flux duc to the d-axis MMF. It is thus assumed that a sinusoidal stator MMF with an amplitude equal
to the d-axis MMF lies on the d-axis producing only d-axis magnetic flux. The effect of cross
magnetisation is in other words ignored in this calculation method. The saturation factor k is defined
as

F
= C.1
k, F, {C.1)

where F, is the total fundamental stator MMF and F, the fundamentazl MMF of the slotted airgap.

With a sinusoidal MMF waveform the flux density in the airgap will have a fiat distribution as shown
in Fig. C.1{a) due to the non-linear B/H characteristic of the iron core. The airgap flux density
waveform may differ significantly from the sinusoidal fundamental waveform and it is therefore
important 1o do the calculations at a point in the airgap where the fundamental flux density wave
intersects with the actual flux density wave. The flattened or saturated airgap flux density wave can
be considered as a fundamental flux density wave plus the sum of harmonic flux density waves of
orders 3, 5, 7, 9, etc. If only the prominent 3rd harmonic flux density is considered and the other
higher harmonic flux densities are ignored, then the flux density waveform in the airgap will have the
waveform as shown in Fig. C.1(b). Hence, a good operating point in the airgap is at the positions 4
or % of the pole pitch where the fundamental intersects with the actual wave. The magnetic circuit

Yoke flux dnesity

Airgap fiux density
Airgap flux density

5y
m.
\/
' ™ » - g " - T » " M )
Position in airgap (slectrical degrees) Position in airgap (slectrical degrees) Poaition in yoks (electrical degreas)
(@) {b) {0

Fig. C.1. Effect of magnetic saturation on the airgap and yoke flux densities
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to be analysed therefore is chosen to be that shown in Fig. C.2. Due to symmetry only half of the
magnetic circuit needs to be analy sed.

Next to be considered is the flux density in the yoke. If the airgap flux density waveform is
sinusoidal then the yoke flux density waveform must aiso be sinusoidal but displaced 90° eiectrical
in space from the airgap flux density wave. With the saturated airgap flux density waveform of Fig.
C.1(a), however, the yoke flux density will have the waveform of Fig. C.1(c). With this waveform,
average values for the flux densitics in the different regions of the yoke are used as an approximation.
These average values are shown in Fig. C.1{c). For % of the yoke region under consideration the
average value for the flux density is taken as the maximum value of the fundamental yoke flux
density, Bm,.. For the other %4 yoke region the average flux density is taken as (0.6)Bmy. Ancther
region in the yoke is defined in Fig. C.2, namely region 3. For this region the flux density is also
taken as (0.6)B,,,,. Obviously, it would be more accurate if the yoke is divided into more than just
3 sections.

yh
D-axis magnetic circuit
LJC
2

Stator slot and yoke
"
1R
Rosor barrier
yh = yoke height tw = tooth width bw = barrier width
gd = alrgap length tp = tooth pitch bp = barrier pitch

Fig. C.2. Magnetic circuit of the d-axis magnetic field

With the magnetic circuit defined, the MMFs of the different sections of the magnetic circuit can be
calculated. Firstly, the amplitude of the total fundamental MMF of the polyphase winding (m > 1)
can be calculated by means of the following equation (Liwschitz-Garik and Whipple, 1961, eqn 15-8):

(ZmWK, (C2)
np "

ot

In this equation [ is the RMS value of the magnetising phase current which is also equal to
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I = 1,/y3 (C.3)

where 1 is the steady-state d-axis fundamental stator current component. From eqns (C.2) and (C.3)
the value of the total MMF at a position %4 of the pole pitch is

F = M _!.‘_ sin(120°)
i VmWK,, I,
2xnp '

This value of the total MMF is equal to the sum of the different MMF diops of the magnztic circuit,
namely

Fuwtzoy = Friory * F, ¢ F - F, (C.5)
where F (130¢; is the airgap MMF at % pole pitch position,
F, and F, are the rotor iron segment and stater tooth MMFs respectively for % pole
pitch position
and Fy is the yoke MMF.

An equation for the airgap MMF can be obtained from the following two equations for the total flux
per pole of the machine, namely

!
o - 2p L), (C.6)

Py k. g,
and ®, - % B, t, 1, (C.7)

where F, is the amplitude of the fundamental airgap MMF and k_ the Carter factor, so that

k
F, = B,..[ <Ba) (C8)
Bo
At % pole pitch position the airgap MMF is
3B
Fine = —————"\/_ e ¥ B . (€C.9)
2,

To calculate the tooth MMF the tooth flux density must be known. This is calculated from the airgap
flux density at % pole piich position as
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3 t
B, = \_2_ B_, p (C.10)
lw KS

where K, is the stacking factor. With B, known the magnetic field strength H, can be obtained from
the B/H-curve of the lamination steel. The tooth MMF is then calculated as

F, = H I, (C.11)
where |, is the tooth length, i.e. the length of region 4 of the magnetic circuit shown in Fig. C.2.
If the stator slot has a round bottom and the width of the tooth top is very different from the tooth
width, then the magnetic circuit of the tooth must be divided into more sections with different tooth

widths and thus different flux densities.

The rotor iron segment MMF is calculated similarly to the stator tooth MMF. The flux density of
region 6 of Fig. C.2 is caiculated as

b .
B = LB, | —2—-|. (C.12)
2 (d, - b)) K,

The flux density in region 7 of the rotor may be differcnt from that of region 6 as the width of the
iron segment may be cifferent. The latter depends on the space available for the flux barriers and! iron
segments between the rotor shaft and the outer part of the rotor (see Fig. C.2 as an example). The
approximate flux density in region 7 of the rotor is calculated as

nd
B_. =B — s (C.13)
L{g)) "q[Zp(d, - du))

where d, is the outer diameter of the rotor and d;; the shaft diameter.

The field strengths for regions 6 and 7, H,, and H, 4, can be obiained from the B/H curve using the
known flux densitics of eqns (C.12) and (C.13). The rotor MMF is calculated as

F, = Hgl + Hg, L, (C.14)

where | and |; are the iron lengths of regions 6 and 7 of the rotor.

The maximum value of the stator yoke flux density of the fundamental is calculated from the airgap
flux density as

Q,/2

™ yh I K,

(C.15)
_ Bmd
2p yh K, ’

i
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from eqn (C.7) and replacing t,. Eqn (C.15) can also be expressed in terms of a normalised value

for the yh, that is

h 1 B,
L m | (C.16)

From Fig. C.1(c) the flux density in region 1 of the yoke is B, and in region 2 (0.6)B,,,. The
corresponding H values, Hy,, and H, (5, of these regions can be obtained from the B/H curve. For
region 3 of the yoke an average {lux density of also (0.6)B,,, is accepted and the magnetic length is
taken as equal 1o yh/4. The total yoke MMF is thus

Fy = Hyyl + Hyg(l + 1) €17

With the d-axis current of the machine known the tota! MMF can be calculated according eqn (C.4).
The MMF of eqn (C.5) must be cqual to this total MMF. This ineans that the zirgap flux density B,
must be solved for as the only unknown. The latter signifies a non-linear solution which is done by
an iterative procedure using simply the bisection method. The solution procedure has the following

steps:
= Obain the dq current components, specifically 1.
* Calculate F, = F, ()10~ according eqn (C.4).

» Choose boundary values for airgap flux density:
B ¢(1y=0-1 tesla and B,5,=1.5 tesla.

—~ ¢ Set By, = (Byy * B2
» Calculate Fy, = F, (|20 according eqn (C.5).
« WI|F, -F | s&(F,+F,)2 then goto =

= If(F,-F,) <0 then B, =B.. else B, =B,

me?

s Goto -,

= + [End.

Finally, with the analysis done at % pole pitch position the equation for the saturation factor k 4
changes to
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K, = e (C.18)
me’)

This concludes the calculation of the saturation factor for the d-axis magnetic field.

C.2  Formula for siot leakage inductance

The basic equation for the stator slot leakage inductance of siandard aiternating current machines can
be found in many alternating current machine textbooks. In terms of the symbols of this thesis the
formula for the slot leakage inductance per phase is as follows (Richter (1954), Schuisky (1957),
Liwschitz-Garik (1961), Kibler (1961)):
2p, I W?
Ly = [T] (kA * k. A,)  henry/phase. (C.19)

k, and k, are correction faciors for double-layer windings of the slot sections that hold air and
conductors respectively. Thesc correction factors are given by, amongst others, Kiibler (1961) as
functions of e=c/mq and are in equation form:

k, = 1.5¢ - 025 for 1/3 <€ < 2/3
(C.20)

k,=075¢ + 025 for 2/3sec<1

and

k, =9/8¢ « 1/16 for 1/3 <€ s2/3
(€21

k‘ = 9f16e +7/16 for 2/3 se s .

A of eqn (C.19) is the permeance ratio of the slot section that holds air and A, is the permeance ratio
of the slot section that holds the conductlors. The permeance ratios depend on the shape of the stator
slot. Formulae for the permeance ratios for various slot shapes are available from a few textbooks,
amongst others those by Schuisky (1957) and Liwshitz-Garik (1961). For the most general slot shape,
i.e. the rectangular slot shape shown in Fig. C.3, the permeance ratios are

a2 <

and A = '+ (C.23)
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—{ba f—

AN
hy
-Eh_

hy 32|

Fig. C.3. Rectangular slot shape

The permeance ratios of eqns (C.22) and (C.23) can also be used with little error for trapezoidal slots.
For other slot shapes the general equation for A,,

A = AR z_d_.’E_ , (C.249)
' A, ) b(x)
1)

must be used. In this equation the conductor section arcas A (x) and A are

i
A‘(x) = f b(x) dx and
’ (C.25)
.l
= [ bx)dx

o
where b(x) is the slot width at position x. Equation (C.24) can be solved by dividing the conductor
section of the slot into a number of small rectangular elements as described by Kamnper (1987).

Finally, the calculation of the slot leakage inductance according to the above formulae does not take
into account the skin effect and the effect of saturation.
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When only function values are available it is strictly speaking impossible to determine the accuracy
of the computed function value. However, a reasonably reliable estimate of the accuracy of the
computed function value can be obtained by using difference tables as described by Gill (1981).

Te explain the difference table, the first column of the table is the computed function values fat a set
of values {xj} where X is defined as X =x+ b withj=0,1,2 .. n, and b is small. Each
successive column of the table is defined as the difference of the values in the previous column. This
is explained by means of the forward difference operator. The forward difference operator for the
first difference column of the table, Al is defined by the relation

A*f, = flx.) - f(x) . (D.1)

For the second difference column the second-order forward difference operator AZ is defined as
2¢ - Al - Al .
A%f, = A'f, - A'f (D.2)

The higher-order differences A“t} can be defined in a similar way. Gill (1981) shows that the higher-
order differences of the table (typical k 2 4) start to reflect almost entircly the differences of the
computed crrors and that the differences of these columns tend to become similar in magnitude and
to alternate in sign. For these columns where this general pattern is observed an estimate of the error
in the computing valuc €, can be obtained. A formula for the estimation of £, from the k-th column
of the difference table is given by Gill as

o max[lA"f.!!
Py (D.3)
_[ew
e (k1?

Typicai values for k where the general pattern of behaviour begins are 4 or 5.

With £ known from the difference table, the relative error in the computed function value can be
calculated as

€ = (D4)
" f(x)

h of egn (3.11), which determines the stepsize in the forward difference approximation, is

h= /e . (D.5)
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To estimate the accuracy of the finite element computed function value, four sets of difference tables
have been determined for different valuces of the stepsize b at different multidimensional vector points.
Also, different dimensions (variables) of the RSM have been perturbed to study the accuracy of the
computed valuec. These dimensions are the tooth width (fw). the stator inner diameter (di) and the
inner barrier width (i) (refer to Chapter 4 for further details about these dimensions). For each
difference table the computed error £, the relative error £, and the stepsize h have been calculated
according to eqns (D.3) - (D.5). The torque of the machine was taken as the output function value
for all the difference tables. The calculations were performed in double precision on a SUN 1000
waorkstation.

The results of the difference tables are shown in Tables D.1 - D.4 (see following pages). It is
observed from all the difference tables that the clements of difference columns 4 and 5 show to some
extent the pattern of sign alternstion, although not consistently. Also, the elements of these columns
are not always of similar magnitude. Nevertheless, these columns have been used to estimate €_ and
h.

Tables D.1 and D.2 show that with a smaller stepsize of b=10, the calculated h values for the
different dimensions becomes more in agreement with each other. The same result is observed from
Tables D.3 and D.4. It can further be scen that there is littke difference in the calculated h vatues for
the two different multidimensional vector points (compare Table D.} with Table D.3 and Tabie D.2
with Table D.4).

One may conclude from the results that an h value of between 107 and 10" can be used for the
calculation of the first partial derivative of eqn (3.11). It has been mentioned in section 3.3 that faster
optimisation results were obtained with h values between 10 and 107



Stellenbosch University https://scholar.sun.ac.za

D Accuracy of Computed Function Value

106

j f, Al Al A At A
Tooth width (tw)
0 0.579E+02 0.319E-06 -0.109E-09 -0.169E-09 -0.275E-09 -0.472E-09
1 0.579E+02 0319E-06 0604E-10 0.106E-09 0.196E-09  0.325E-09 g =0.519E-10
2 0.579E+02 0.319E-06 -0455E-10 -0.904E-10 -0.129E-09 -0.955E-10 WY =0.946E-06
3 0.579E+02 0.319E-06 0449E-10 0.384E-10 -0.333E-10 -0.)00E-09
4 O0ST9E+02 0.319E-06 O065SE-11  O0.717E-10 0.167E-09  0.188E-09 e!?) = 0.832E-10
S 0S5SME+)2 0319E-06 -0.651E-10 -0.949E-10 -0.217E-10 0.412E-09 h® = 1,198E-06
6 0579E+02 0.319E-06 0298E-10 -0.732E-10 -0.434E-09 -0.132E-08
0 0579E+02 0.395E-06 O0208E-05 O0416E-05 0.624E-05 0.700E-05
1 0.579E+02 -0.169E-0S -D.208E-05 -0.208E-05 -0.763E-06 0.318E-05 g!Y =0.746E-06
2 0579E+02 0.390E-06 -0.659E-09 -0.131E-05 -0.394E-05 -0.790E-05 ht = 1,135E-04
3 05T9E+D2  0.390E-06 C.131E-05 0263E-05 0.396E-05  0.529E-05
4 0.S579E+02 -0923E-06 -0.132E-05 -0.132E-05 -0.133E-05 -0.134E-05 £.'> = 0.498E-06
5 OS579E+02  0.395E-06 0.582E-08 0.639E-08 0.846E-08  0.196E-07 K = 0.927E-04
6 OST9E+02 0.389E-06 -0.569E-09 -0.207E-08 -0.111E-07 -0.341E-07

¥ Jor wi fw)
0 0579E+02 0.613F-07 0.374E-10 0.674E-10  0.514E-11 -0.399E-09
I 0.S79E+02 O0613E-07 -0299E-10 0.622E-10  0.404E-09  0.118E-08 e =0.919E-10
2 0.ST9E+02 0613E-07 -0522E-10 -0.342E-09 -0.773E-09 -0.143E-08 W' = 1.254E-06
3 0.579E+02 0.614E-07 02S50E-09 0.431E-09 0.656E-09 0.959E-09
4 0579E+02 0.612E-07 -0.182E-09 -0.225E-09 -0.302E-09 -0.337E-09 e =0913E-10
5 0.579E+02 O0.614E-67 0433E-10 0.775E-10  0.346E-i0 -0.408E-09 W) = 1.256E-06
6 O0.579E+02 0.AI3E-07 -0342E-10 0.4295-10 0.442E-09  0.145E-08

Table D.1. Difference table at rw = 5.57, di = 105.6, iw = 5.8 with b= 10"

=13 i
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j f Al Al Al At A
Tooth width {tw)
0 0.579E+02 0.366E-08 -0.168E-09 -0253E-09 -0.38IE-09 -0.482E-09
1 0579E+02 0.323E-08 0.848E-10 0.127E-09 0.102E-09 0.240E-10 £ = 0.987E-10
2 0.579E+02 0.314E-08 -0424E-10 0.253E-10 0.779E-10 -0.285E-10 W = 1.306E-06
3  0.579E+02 0318E-08 -0.677E-10 -0.526E-10 0.106E-09 0.526E-09
4 O0.579E+02 0.32SE-08 -0.150E-10 -0.159E-09 -0.419E-09 -0.996E-09 e =1.203E-10
§ O0S579E+02 0327E-08 0.144E-09 0260E-09 0.577E-09 0.140E-08 h® = 1 442E-06
6 O0.579E+02 0.312E-08 -0.116E-0% -0.317E-09 -0.826E-09 -0.191E-08

r inner dii r (di
0 O05ME+02 0413508 -0379E-08 -0.747E-08 -0.11SE-07 -0.189E-07
1 0579E+02 0.792E-08 (.369E-08 0407E-08 0.740E-08 0.171E-07 e = 1.637E-09
2 O5T9E+02 0.424E-08 -0.336E-09 -0.333E-08 -0970E-08 -0.234E-07 W) = 5.318E-06
3 0579E+02 O0462E-08 0294E-08 0.637E-08 0.137E-07 0.273E-07
4 O0579E+02 0.163E-08 -0342E-08 -0.736E-08 -0.135E-07 -0233E-07 k%) = 1.720E-09
S O0579E+02 0.510E-08 0.394E-083 0618E-08 0973E-08 0.169E-07 W) = 5.420E-06
6 0579E+02 0.116E-08 -0225E-08 -0.355E-08 -0.713E-08 -0.131E-07
E hgrricr width (iw)
0 O05T9E+02 0697E-09 0611E-10 0.106E-09 0382E-09 0.117E-08
1 O0579E+02 063609 -0A446E-10 -0277E-09 -C.783E-09 -0.163E-08 el = 1.076E-10
2 0S79E+02 0681E-09 0.232E-09 O0S507E-09 O0.900E-09 0.152E-08 h¥ = | 363E-06
3 0.579E+02 0A49E-09 -027SE-09 -0.394E-09 -0.621E-09 -0.120E-08
4 O0S579E+02 0.723E-09 O.119E-09 0.227E-09 0.580E-05 0.135E-08 £ = 1.058E-10
5 0.579E+02 0.605E-09 -0.109E-09 -0.3S3E-09 -0.769E-09 -0.139E-08 h® = 1.352E-06
6 0.579E+02 0.713E-09 0244E-09 0416E-09 0.624E-09 0.837E-09

Table D.2. Difference table at rw = 5.57, di = 105.6, iw = 5.8 (same as Table D.1) with b = 10
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f, 4 A? Al &t A°
0 0411E+02 0208E-05 0.226E-08 0.104E-08 0405E-09 -0.242E-09
! 0411E+02 O0207E-03 0.122E-08 0637E-09 0.647E-09 0.913E-09 et =0.773E-10
2 0411E+02  0.207E-05 0.581E-09 -G.107E-10 -0.266E-09 -0.330E-09 hi¥) = | 372E-06
3 04IIE+02  0.207E-05  0.592E-09 0.255E-09  0.636E-10 -0.169E-09
4  OA11E+02 O0.207E-05 0.337E-09 0.192E-09 0.233E-09 0.378E-09 e!® =0.762E-10
5 0411E202 0.207E-05  0.145E-09 -0410E-10 -0.i45E-09 -0.555E-09 ht = 1 362E-06
6 O041)E:02 0207E05 O0.186E-09 0.104E-09 O0410E-09 0.121E-08
0 OAlIE+2  0562E-05 O0.776E-08 0.743E-08 0.791E-08 0.772E-08
I O41IEH2  O0S562E-05 0.333E-09 -0484E-09 0.192E-09 0.196E-08 e ¥ «3.430E-07
2 0411E+02 0.562E-05 OB817E-09 -0.676FE-09 -0.177E-08 0491E-09 h'Y = 0.914E-04
3 04113402  0.562E-05 0149808  0.109E-08 -0.226E-08 -0.101E-07
4 OA1IE*02 O0S6IE-05 0402E-99 033SE-08 0.780E-08 -0.946E-06 £ = 3.616E-07
5 0411E+02  D.561E-05 -0295E-08 -0444E-0%8 (.954E-06  0.383E-05 h = 0.938E-04
6 O4HIE+02  0.562E-05 0.)50E-08 -09358E-06 -0287E-05 -0.574E-05
0 O04ilE+02 -0.432E-06 OJI0E-09  0291E-09 0.6228-09 0©.132E-08
1 0411EH02 -0A32E-06 O.I91E-10 -0331E-09 -0.697E-09 -0.116E-ub £ =0.833E-10
2 0A411E+02 -0A432E-06 0350E-09 0366E-09 0459E-09 (.331E-09 Y = 1.424E-06
3 0ALIE+02 -0432F06 -0.163E-10 -0.929E-10 0.128E-09 .552E-09
4 0411E+02 -0.432E-06 0.767E-i0 -0221E-09 -0424E-09 -0.507E-09 £!> =0.832E-10
S QA'ME02 -0432E-06 0298E-0% 0.203E-09 0.837E-i0 -0201E-09 W = 1.422E-06
t. OA4VIE+02 -0433E-06 O095(E-10 0.5198-09 0.284E-09 0.532E-09
Table D.3. Difference table at tw = 7.5, di = 133.0, iw = 3.5 with b = 1077
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j f Al Al A at A*
Tooth width (tw)
0 O0411E+02 U.208E-07 O0.198E-10 0275E-10 0324E-10  0461E-10
1 0411E+02 0208E-07 -0.769E-11 -0.483E-11 -0.137E-10 -0.137E-10 e =0.571E-10
2 O0411E+02 0.208£-07 -0.286E-11  0.885E-11  0.14 .13 -0.122E-09 WY = 1.179E-06
3 0411E+02 0208E-07 -0.117E-i0 0.884E-11 0.122E-09 0.406E-09
4 0411E+02  0208E-07 -0.205E-10 -0.114E-09 -0.284E-09 -0.617E-09 > =0.867E-10
5 0411E+02 0.208E-07 0.930E-t0 0.170E-09 0.333E-09 0.811E-09 % = 1.444E-06
6 OA11E+02 0.207E-07 -0.773E-10 -0.163E-09 -0.478E-09 -0.136E-08
0 O411E+02 0.570E-07 0.119E-08 -0.696E-09 -0.586E-08 -0.147E-07
I O4I11E+02 0.558E-07 0.IB8E-08 0.517E-08 0.882E-08 0.137E-07 gt = 1.924E-09
2 OALIE+02  0.539E-07 -0.328E-08 -0.366E-08 -0.4BSE-08 -0.119E-07 WY = 6.843E-06
3 O0AlIE+02 0.S7T2E-07 0375E-09 0.119E-08 0.70iE-08 0.230E-07
4 O0411E+02 0.563C-07 -0.8I8E-09 -0.5BIE-08 -0.160E-07 -0.321E-07 £ =2.022E-09
5 O0411E+02 0.576E-07 O0d499E-08 0.101E-07 0.)61E-07 0.237E-07 h* = 7.014E-06
6 O0411E+02 0.526E-07 -0.5)5E-08 -0.600E-08 -0.760E-08 -0.105E-07

jer wi iw
0 O0M411E+02 -0436E-08 .0.991E-10 -0255E-09 -0.596E-09 -0.119E-08%
I O411E+02 -0426E-08 0.IS6E-09 0340E-09 0.594E-09 0.889E-09 eV =0.712E-10
2 OAIIE+02 -0.442E-08 -0.184E-09 -0.253E-09 -0296E-09 -0.344E-09 W = 1.316E-06
3 0411E+02 -0423E-08 0692E-10 0423E-10 0A488E-10 U.787E-10
4 O4I11E+02 -0.430E-083 0269E-i0 -0.648E-11 -0.299E-10 0997E-10 e:‘s’ = 0.750E-10
5 O0411E+02 -0433E-08 0333E-10 0.235E-10 -0.i3CE-09 -0.55SE-09 W% = 1.351E-06
6 O0A411E+02 -0.436E-08 0987E-11 0.153E-09 0425E-09 0.882E-09

Table D.4. Difference table at rw = 7.5, di = 133.0, iw = 3.5 (same as Table D.3) with & = 107
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k. Construction of the 9 KW Reluctance Synchronous Machine

I bres B D and B2 ghe photos are shown ot the stator and rotor constructton ol the optimum-

Jdestened 0 RW RS assembled ina 3 3 KW inducton machine trame,

o 1o Stalen wid o e of the reluctianee sy nchironous machme

b b2 Shewed rotor swith stator and roror lannatione.





