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Key Points:

» 70 North Sea tide gauges evince contrasting trentislal range between the UK (-1.0
mm/yr) and the German Bight (3.3 mm/yr) since 1958

* We use principal component analysis (PCA) to sepdal (e.g., building measures)
from large-scale effects of oceanographic origin

* The first PC explains 77% of variance in the GerrBaght and is linked to stability
changes in shallow, seasonally-stratified waters

Abstract

We document an exceptional large-spatial scale ehsbanges in tidal range in the North Sea,
featuring pronounced trends between -2.3 mm/yidatdauges in the UK and up to 7 mm/yr in
the German Bight between 1958 and 2014. These ekarg spatially heterogeneous and driven
by a superposition of local and large-scale praeegsthin the basin. We use principal component
«1alysis to separate large-scale signals appeaohgrently over multiple stations from rather
localized changes. We identify two leading printigamponents (PCs) that explain about 69% of
tidal range changes in the entire North Sea inolydihe divergent trend pattern along UK and
German coastlines that reflects movement of thémnég semidiurnal amphidromic areas. By
applying numerical and statistical analyses, we @sgign a baroclinic (PC1) and a barotropic
large-scale signal (PC2), explaining a large pathe overall variance. A comparison between
PC2 and tide gauge records along the European tistlanast, Iceland and Canada shows
significant correlations on time scales of lessitBAayears, which points to an external and basin-
wide forcing mechanism. By contrast, PC1 dominatéke southern North Sea and originates, at
least in part, from stratification changes in ngashallow waters. In particular, from an analysis
of observed density profiles, we suggest that areased strength and duration of the summer
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pycnocline has stabilized the water column agaumgtulent dissipation and allowed for higher
tidal elevations at the coast.

Plain Language Summary

Tide gauges in the German Bight show large incessthe tidal range (e.qg., difference between
tidal high and tidal low waters) since the mid-1956ut the causes remain largely unknown. Here
we show that the trends in the tidal range haveosipg signs in the southwest and the southeast
of the North Sea, indicating that different causey be present. Using various analytical methods
and numerical modelling, we show that the changethé southwest are primarily externally
driven by appearing coherently at many sites in Alantic Ocean. In contrast, tidal range
variability in the German Bight seems to be asdediawith changes in the vertical density
structure of the North Sea.

1 Introduction

For thousands of years, tides have had a greateimfe on coastal areas globally and their
residents. Today they play a critical role in ieficing economic considerations, nautical safety,
renewable energy schemes, assessments of landrgrasd the definition of geodetic datums
(Haigh et al., 2020; Pugh & Woodworth, 2014). Tides only control the navigability of some
ports and sea routes, but also have a major inflien the intensity and timing of extreme sea
levels during storm surges (e.g., Arns et al., 2@&frsburgh & Wilson, 2007; Prandle & Wolf,
1978). Given their close connection to the periodic predictable nature of astronomical
variations, the amplitudes and phases of tidal ttiolesits, and corresponding tidal water levels,
are generally assumed to be constant on time soadrswhich basin geometry undergoes only
minor changes (i.e., decades to centuries). HoweXeler (1901) showed increased tidal
amplitudes due to reflection and local resonane@agbs as a result of building measures such as
weirs (e.g., in the Ems River). Similarly Doodsoi924) pointed to appreciable secular
perturbations in the local tidal regimes of paticyports, weirs, and estuaries. More recently, the
topic of changes in ocean tides has been revivddatended to the scales of shelves, basins and
the global ocean — a development fueled by theizizgion and publication of global data sets of
tide gauge records, see Woodworth et al. (2017jadt statistically significant trends of tidal
parameters of the order of a few percent (in netaterms) are now well documented around the
world (e.g., Flick et al., 2003; Jay, 2009; Mawgsét al., 2015; Ray, 2009; Talke & Jay, 2017,
Woodworth et al., 1991;). Fluctuations of similaagnitude and regional extent have been
observed on interannual time scales (e.g., Devlah. e2014; Feng et al., 2015; Muller, 2011; Ray
& Talke, 2019).

Despite this ample evidence of changes in tidegter level series, the forcing factors and spatial
extent of secular and short-term variability inesdremain uncertain. Woodworth (2010)
succeeded in detecting coherent patterns of andplitind phase trends in primary constituents
along the North American coasts, but found lessored consistency in data from Asia, the
Australian Seas or Europe. However, some spatalherent changes could still be observed in
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smaller and well-instrumented areas. A major pnobidentified by Woodworth (2010) is that
small-scale (often site-specific) and large-scai@nges may occur simultaneously, thereby
impeding research of the underlying physical preessOver wider coastal sections, and at sites
open to the sea, the effects of a rise in mearteseh (MSL) on tidal wave propagation explain
only a fraction of the observed trends (Miller ét 2011; Schindelegger et al., 2018).
Accordingly, the assumption persists that otherhlmaaisms — such as changes in stratification,
turbulent dissipation, and variations in shorefposition or bed roughness — play major roles; see
Haigh et al. (2020) for a review. The present cogmss is that in many areas of the world a
combination of different oceanographic processeg b&at work. For instance, Ray & Talke
(2019) suggest that the large secular changesedtittar M tide in the Gulf of Maine could be
caused by both sea level rise and persistent fataditon changes. Yet, as implied above, any
contributing mechanism will act on its own charaste spatial and temporal scales, overlaying
and possibly reinforcing other processes. Thisi@ddrly applies to anthropogenic construction
measures (e.g., building of dykes and tidal bas)igrat can cause transient perturbations to the
local tidal regime and affect adjacent stretchesoaktline (Talke & Jay, 2020). Therefore, a major
challenge is the separation of local effects angelacale changes and their subsequent attribution
to certain forcing factors.

Exceptional changes of tidal range in the GermaghBhave been documented as early as in
Fuhrbéter & Jensen (1985) and are illustrated gufé 1; see also Jensen (2020). Between 1958
and 2014, changes in tidal range amount to appteiyn 3% (e.g. Helgoland Binnenhafen, #55
in Figure 2/Tablel) at some of the investigated giduges to more than 11% at others (e.g. Wyk
auf Fohr, #65). The latter is equivalent to a treh8.7 mm/yr at Dagebill (#66) and outpaces the
simultaneous local (=2 mm/yr, Dangendorf et al.1®0and global MSL rise, which is
approximately 3 mm/yr today (Dangendorf et al., 20and was 1.5 mm/yr between 1900 and
2012 (Oppenheimer et al., 2019). To our knowledge, magnitude of tidal range change is one
of the highest in the world, only exceeded by depelents in the Gulf of Maine (Ray & Talke,
2019). It further seems that the overlap betweealland large-scale effects in the North Sea is
particularly pronounced, possibly nurtured by thgion’s character as a shelf sea with a tide
generated in the Atlantic. Previous research (sumzedhin Jensen et al., 2014) has ruled out
astronomical, large-scale morphological or tectaraases (at least in the German Bight), but
pointed to the generally non-linear and non-uniféxhavior of water levels in the North Sea. To
improve our understanding of these puzzling tidalge changes, we aim to address the following
guestions through systematic data analysis: (1ti#ese changes on different time scales detected
within the German Bight a localized phenomenorarerthey part of a larger-scale development
spreading over adjacent areas within or even caitikid North Sea region? (2) Is it possible to
separate and quantify large-scale and small-sé¢et® from observed records? (3) If (2) is the
case; can we attribute physical causes to the vddehanges?

Below, we first discuss geographic and oceanogcagtmracteristics that are fundamental to the
understanding of the tidal regime in the North Smaavailable database, its limitations and major
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processing steps (Section 2). Section 3 introdtivesanalytical methods of Ordinary Kriging,
which is here mainly used for gap-filling as thésequent PCA requires complete time series.
The results of our analyses are described extdgsiv&ection 4. To answer the abovementioned
research questions, we start our analyses wittdtection of observed changes in the tidal range
at individual sites. In a second step, we applyCé Ro identify modes of variability common to
all (or the majority of) sites and to distinguisiein from local anomalies. In a last step we analyze
potential causes and drivers of the observed clsaige paper concludes with a summary and
additional remarks in Section 5.

eeo Tidal High Waters ==a Tidal Low Waters — Corresponding linear Trends
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Figure 1: Time series of mean annual high and idal water levels for three exemplarily selecteatiens in the
German Bight. For illustration purposes all recaads shown with different artificial vertical oftse The increase in
the tidal range is illustrated for the three sdegrey shaded areas between high and low watdrtlee series.

2 Study area and data basis
2.1 Study area

The North Sea is one of the largest shelf seas anthBvith a size of about 575.300 km?
(Huthnance, 1991). Counted counter-clockwise, itrgims comprise coastal sections of the
United Kingdom, France, Belgium, the Netherlandsirtany, Denmark and the south of Norway
(Figure 2). The North Sea is connected to the NAttantic via a large inlet between Scotland
and Norway in the north and a narrow opening thinaihg English Channel in the southwest and
it opens to the Baltic Sea in the east. Water dejotithe North Sea are on average 90 m but vary
greatly, generally increasing from south to novifhile the southern parts are often shallower than
40 m with lowest depths in the German Bight, theyease to about 300 m at the continental shelf
toward the Norwegian Trench and toward the entiytime Norwegian Sea in the northwest. There
are also extensive shallow water regions off thelseastern coast of the UK known as the Dogger
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Bank complex, with their western part extendingh® coasts of Norfolk and Suffolk (Quante &
Colijn, 2016).

The tidal regime in most parts of the North Sestrigngly influenced by the astronomical, mainly
semidiurnal, tides entering the basin from the #tita The greater part of these oscillations enters
between the Shetlands and Scottish mainland am@kes part through the English Channel. They
travel counter-clockwise through the entire Nor#a $asin as Kelvin waves. The entry times of
the tidal high and low waters are therefore shiftddtive to each other according to the celerity
of the tidal wave. This physical setting resultthiree amphidromic points, one close to the English
Channel, one off the coast of Norway and one ckiréghe North Sea basin (Proudman &
Doodson, 1924). Since the North Sea’s basin shaptose to the resonance frequency in the
semidiurnal spectral band, the superposition optirecipal lunar and solar tides;Mnd S leads

to a significant spring neap cycle. These two darestts cause a potential tidal range between 1
and 5 m (Quante & Colijn, 2016). Accordingly, tided regime of the North Sea can be classified
as macrotidal (>4 m), mesotidal (2-4 m) and micat{<2 m) (Haigh, 2017), with the actual tidal
range being strongly influenced by local factorst E&xample, the mean spring tidal range at the
east coast of the UK varies between 3.60 m (Aberdaed 6.20 m (Immingham) (Horsburgh &
Wilson, 2007)The mean tidal range in the data set used belaast 3.40 m in the UK and the
English Channel, 1.98 m at the Dutch west coa38 & at the Dutch north coast and 2.82 in the
German Bight.
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Figure 2: Bathymetry of the North Sea (Becker gt2009; Schrottke & Heyer, 2013). Also shown & lbcations
of tide gauges (black dots) used in this studyudicig their respective numbering (see also Tahl@Hg black
propellers indicate the location of the three séunithl amphidromic areas (including the amphidropoints for
the Mk and S constituent) and the black dotted lines indicatetaurs of equal mean tidal range (Sindermann &
Pohlmann, 2011).
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2.2 Data

Time series of water level from 70 available tideiges around the North Sea basin were collected
from various sources. Data from GESLA (Global ExteeSea Level Analysis, GESLA Version
2, Woodworth et al. 2017), Open Earth (Deltaresl)the responsible German authorities (Wasser-
und Schifffahrtsverwaltung des Bundes via the p®dbthe associated Central Data Management,
ZDM) were used. The available time series vary warably in length and completeness. The
earliest measurements in the form of tidal high lamdwater readings are from 1843 (Cuxhaven
Steubenhdéft, Germany, #60), while on the Dutch ttdata from some stations have only been
digitally available since the 1980s. High-resolntdata sets with an equidistant sampling between
1 and 60 minutes were used as well as time sefiéiglad high and low water. We excluded
equidistant time series with a resolution lowemtlé® minutes, as supplemental analyses have
shown that they insufficiently describe the heightl timing of individual tidal high and low
waters. The tidal range was calculated as therdiffee between each tidal high water and the
mean of the two surrounding tidal low waters, adouy to the German standard (DIN 4049-3,
1994). From those, we calculated monthly averagds@emoved the mean seasonal cycle, as we
are mainly interested in longer-term changes. Cangig the 18.6-year nodal cycle and the end
of numerous water level series in December 2014dept an analysis period from January 1958
to December 2014; approximately 3 nodal cyclese Gduges known to be located near to weir
installations or in rivers were excluded, these are at least partially separated froradbilation
system of the North Sea. 70 time series of tidagearemained in the data set, forming the basis
for our investigations (Table 1, Figures 2 and Agknowledging the counter-clockwise
propagation direction of the tidal wave, the tideiges used in this study are counted by starting
at Lerwick (Shetland Islands) and ending at Tre@d®way). The average completeness of the
stations is 64% in the UK, 65% in the Netherlanad around 88% in Germany.

Table 1: Name, coordinates, period and coveragieeof 0 tide gauges used in this study (see alsga&ig).

Tide gauge Lon.[°] Lat.[] Period [yr] Cov.[-] Tide gauge Lon.[°] Lat.[] Period[yr] Cov.[-]

1 Lerwick -1.14  60.1¢  1959-2011 0.8¢ 36 Kornwerderzandbuite  5.34 53.07 19562014  1.0C

2 Wick 309 5844 1965-2014 0.79 37 Texel Neesd 473 5312 1990-2014 0.27

3 Aberdeen 207 5714 1958-2014 0.75 38 Hagiing 541 5318 19582014 1.00

4 Leith 3.1€  559¢ 1989-201¢ 0.3 39 Viielandhave 50¢  53F  1958-201¢ 1.0

5 North Shield -1.44 55.01 1962-2014 0.79 40 West-Terschelling 5.22 53.36 1958 -2014 1.00

6 Whitby 061 5449 1981-2014 055 41 lerscheling 533  53.44 1989-2014 045
Noordze:

7 Imminghan -0.1¢  53.6¢ 1958-201<¢ 0.9C 42 Nes 5.7¢ 53.4: 1971-201<¢ 0.77

8  Cromer 130 5293 1988-2014 0.45 43 Holwerd 885. 534 1971-2014 054

9 Lowestoft 175 5247 1964-2014 0.86 44 ‘g’\:fggg:fr' 596 5352 1981-2014 0.60

10 Felixstowe 1.3t 51.9¢ 1982-2011 0.3¢ 45 Lauwersoo 6.2C 53.41 1971-201¢ 0.77

11 Harwich 129 5195 1958-2014 029 46 Eggc'ermonn" 620 5347 1966-2014 0.86

12 Southend 072 515 1958-1981 0.40 47 Huiaertg 640 5357 1973-2014 074

13 Sheerness 074 5144 1958-2013 064 48 Sorkum 675 5356 1963-2014 0.90
Fischerbalj

14 Dovel 13; 5117 1958-201¢ 0.9 49 Borkum Stdstrar 6.6€  535¢ 1958-201¢ 1.0

15 Calais 187 5097 1965-2014 052 50 Oude\Wsestes 670 535 1981-1983 0.04
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Eemshaven

16 Dunkerque 237 5105 1950-2014 068 51 clo 6.86  53.46 1983-1987 0.07
C

17 Cadzand 338 5138 1971-2014 0.77 52 Eemshave 6.83 5345 1979-2014 0.63

18 Westkapell ~ 3.4¢ 515 1958-201¢ 1.0C 53 Delfzijl 6.9  53.3: 1958-201¢ 1.0C

19 Oostkapelle 356 5159 1971-2014 077 54 Nordeme: 7.16 53.7  1958-2014 1.00

Riffgat und Hafe
20 Oranjezon 357 516 1979-1987 014 55 Helgoland 789 5418 1958—-2014 1.00
Binnenhafen

p1 ROOMPOL- 540 516 1972-1974 004 56 o AlteWeser—Roter .5 5385 1058-2014 1.0
buiten Sand
Brouwers- .

22 havenscheGat03.81 5175 19872014 049 57 Wihelmshaven 815 5351 1958—-2014 1.00
8 Alter Vorhafen

23 Haringvlietl0 3.86 51.86 1980 -2014 0.61 58rRerhaven 857 5355 19582014 1.00

pq Havingvliets- ) 5193 19822014 054 59 Mellumplate 809 5377 1963-2014 0.1
luizenbuiten

o5 Hoekvan 412 5198 1972-1987 026 60 Cuxhaven 872 5387 1958-2014 1.00
Hollanc Steubenho

26 Scheveningen 4.26 521  1958—2014 1.00 61 1Blsu 886 5412 1958-2014 1.00
Noordwijk-

27 | tpost 430 5227 1961-2005 0.76 62 Husum 9.02 5447 1958-2014 1.00
ljmuiden- -

2g JM 455 5246 1984—-2006 0.36 63 Wittdiin 838 5463 1958-2014 1.00
buitenhave

29 Pettenzui 465 5277 1981-201¢ 0.6( 64 Schliittsie 87¢ 5466 1961-201/ 0.9

30 Petten 466 5279 1978-2014 0.61 65 Wyk abf F 858  54.69 1958—2014 1.00

31 DenHelde 4.7/ 52.9¢ 1971-197/ 0.0¢ 66 Dagebiil 86¢ 547 1958-201¢ 1.0C

32 Oostoeve 47¢ 529% 1958-201¢ 1.0C 67 Hornur 83C  547¢ 1958-201¢ 1.0C

33 Den 505 5293 1971-1981 0.15 68 List 844 5502 1958-2014 1.00
Oeverbuiten

34 Oudeschild 485 5304 1958-2014 1.00 69 Egbje 843 5547 1958-2014 0.92

35 Viissinger 360 514/ 1958-201¢ 1.0C 70 Tregds 756 5801 1958-201¢ 0.4C

The statistical analyses and procedures (Ordinaigirig, Trend analysis, PCA) carried out here
are based exclusively on the tide gauge recordsedamTable 1. In Section 4.4 the possible
correlation between the records from the North &ehthe adjacent North Atlantic is examined.
For this purpose, 24 additional North Atlantic tigeauges from the GESLA dataset were used
(Port-aux-Basques, Argentia, Saint John, Reykja@#scais, Vigo, La Coruna, Santander, Saint
Jean de Luz, Bayonne Boucau, Port Bloc, Les Sdbletonne, Saint Gildas, Port Tudy, Brest,
Le Conquet, Newlyn, Roscoff, Devonport, Saint-Maltherbourg, Le Havre, Newhaven and
Dieppe, Woodworth et al., 2017).

3 Methodology

In addition to the procedures explained in theoiwihg sections, linear trend analysis, harmonic
analysis of tidal constituents and wavelet coheremcalysis were carried out to characterize
multiple feature of the tide gauge records in thethl Sea. Any significance statements made
throughout the manuscript are based on a 95% card&llevel. We calculated linear trends using
ordinary least squares regression and assessed sigaificance by considering normally

distributed but serially correlated residuals faliog an autoregressive process of the order 1, (e.qg.
Mawdsley & Haigh, 2016). Annual amplitudes for teading constituents were determined by a
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harmonic analysis using the MATLAB toolbox U-Tidéddiga, 2011) and the wavelet analyses
were conducted with the MATLAB package of Grinsétal. (2004). None of these methods are
explained here in detail due to their general radam and widespread use.

Furthermore, an existing two-dimensional, depthragred barotropic tide and surge model of the
North Sea and the adjacent Atlantic Ocean (apprabaiy from 48°N to 62°N and from 12°W to
the transition between North Sea and Baltic Seegldped by Arns et al. (2015a, b) was used to
simulate total water levels from 1958 to 2014. Dhiginal version of this model, based on the
Danish Hydraulic Institute's (DHI) Mike21 FM (fldde mesh) model suite from 2014, was
updated to the 2019 version for our analyses. Atdpen boundaries, we used the Technical
University of Denmark DTU10 ocean tide model (Ch&géndersen, 2010) as tidal input, and
the MSL reconstructions of Wahl et al. (2013) weneployed in order to incorporate the effects
of rise in MSL. The entire model domain was foredth the 20th Century Reanalysis (20CR)
data set of the US National Oceanic & Atmosphexdeistration (NOAA) and the Cooperative
Institute for Research in Environmental SciencetRES) to describe the meteorologically
induced effects on water levels (Compo et al., 2011

3.1 Kriging

Kriging (also Gaussian process regression) is atgéstical method to interpolate missing values
based on information stemming from neighboringietet (i.e. their covariance matrix). It is here
mainly used for gap-filling as the following Pripal Component Analysis (PCA) requires
complete time series. Originally developed in t880s for mining purposes (Krige, 1951), this
method has been used increasingly in other arezisding the analysis and interpretation of
incomplete surface air temperature fields (Rigoalet 2000; Rohde et al., 2013). In general,
Kriging is a linear interpolation procedure. Misgimalues are determined according to a given
covariance matrix, which is calculated from thesérg observations (Cressie, 1990). Kriging
provides some important advantages over otherpolation procedures. The interpolated values
change smoothly and always pass through the olibealees at the sample points. Problems
related to the accretion of measurement pointswao&ed by considering the statistical distances
between the neighbors used in the interpolatioa oértain value, which means that the spatial
variance is taken into account. If clustering osdara region, the weights of the affected sample
points are reduced by including the density. Imrspaegions, only the distance is considered. The
procedure can be summarized with the formula

Zq
Zy

Z(Xo) = [wy Wy oo Wp_q Wy |- , P =2k wi(xe) X Z(xy), (Eq. 1)
n-1
Zn

whereZ is the query value at the unobserved locatipandi = 1 ...n represents a running index
over n observationg. is computed from a linear combination of all obvservalues; = Z(x;),
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which are weighted by the parameteiaccording to distance and density. A special pitypef

the Kriging procedure is the convergence of interfeal values to the mean value of their region
with increasing distance to the available samplésit is why Kriging estimates at query points
tend to be conservative (Cowtan & Way, 2014). Iegieg with this characteristic, the general
tidal range behavior worked out later in Sectidhid.also valid when the Kriging step is omitted.

We use Kriging for two different purposes. Firbe temporal gaps in the tidal range data (Section
2.2) were closed for each monthly time step initivestigation period. Figure 3-a illustrates that
this is a relevant issue in the Netherlands, ini@dar before 1970, while in the UK data gaps
occur before 1990. Second, additional data poilisgathe coastline of the North Sea were
interpolated, allowing us not only to analyze teporal evolution of each station series in terms
of a linear trend but also the spatial structurthete trends (Figure 4). For both applications, we
use the Ordinary Kriging algorithm of Schwangh@&@Z0). Note also that in transitioning from
Figure 3-a to Figure 3-b, the nodal cycle (withkgetor semidiurnal Min the years 1977, 1996,
and 2015) was removed.
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Figure 3: Changes in tidal range before (a) angt #ft) applying ordinary kriging and removing thedal cycle.

3.2 Principal Component Analysis

Principal Component Analysis (PCA), a method of timatiate statistics, is used to structure and
simplify extensive data sets by approximating gdarumber of statistical variables with a smaller
number of significant, non-correlated (orthogoradgar combinations. Ik is a vector withn
random variables, first a linear functidp(x) — dependent on constant coefficiemts — is
determined by calculating the eigenvector fromsibetially weighted covariance matrix:ofThen

f; (x) represents the largest possible overall variahedl gariables inx:

n

fi) = C11° X1+ €12 Xg + " Cipoq " Xp—1 + Cin " Xp = Z C1i " Xqi (Eq. 2)
i=1
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This decomposition process is repeated for a fandtiy), which is uncorrelated with , and
describes the largest possible amount of the rangawvariance. It is possible to find n such
functions, but the purpose is usually to explaimmagh variance as possible with significantly
fewer functiond;,), known as Principal Components (PCs) (JolliffeQ20 Therefore, the PC of

a temporally and/or spatially varying physical gsg represents orthogonal spatial patterns, in
which the data variance is concentrated. Usindahding PC, an approximate reconstruction of
the observed variable can be generated. This fygeabysis is often used in Earth system sciences
to identify spatial and temporal patterns of cliemascillations (e.g., Barnston and Livezey, 1987;
Hakkinen & Rhines, 2004; Berx & Pain, 2017).

In this study, we apply PCA to the entire monthésseasoned tidal range data set from the 70
sites (Figure 2), whose gaps were previously fitmdugh Ordinary Kriging. If there are indeed
large-scale signals affecting the tidal range e Horth Sea, they should appear as a coherent
pattern at multiple sites, and therefore be visiblke leading PCs. By contrast, spatially cordine
(“small-scale™) anomalies in tidal range will befggd into the higher PCs, as these can only be
responsible for a small part of the overall var@arguch shifting includes not only the response of
the local tidal system to, for instance, anthropageonstruction measures but also to changes in
bathymetry or morphology. Local effects can explaiare variance than large-scale effects at
individual sites or small subsets, but never far &mtire data set. It is therefore important to
consider the explained variance of the PCs at &dehgauge individually to ensure that large-
scale effects with a very small influence on therall variance are retained. With this approach,
the PCA enables us not only to attribute tidal eadlganges to small-scale and large-scale effects,
but also to calculate the spatial extent and thmptgal development of patterns that might reflect
important environmental factors.

4 Results and Discussion

4.1 Trends of tidal range and tidal constituents

To address the three research questions defirtbé introduction, we first map the spatial extent
of the long-term changes in tidal range in the gtarga. We start our analysis by calculating linear
trends for each individual record over a commornqgoebetween 1958 and 2014 and map them in
Figure 4. In this step of the analysis, the timeeseof Lerwick (Shetland Islands) and Tregde
(Norway) were omitted, since both are the only lade tide gauges within large areas and,
therefore, there is insufficient data density fee by the Kriging algorithm. We identify a variety
of trends with a particularly pronounced spreathasouthern parts of the basin. While there are
no significant trends at the north-eastern coaghefUK, negative trends occur further south
between Immingham and Dover. Here, six of eigttata show significant negative trends while
the remaining two do not differ significantly frarero. In this area, Immingham shows the largest
negative and statistically significant trend (-23.5 mm/yr) of all sites, while the smallest
negative trend of -0.7 + 0.3 mm/yr is found in kelowe. The mean value for all tide gauges in
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this area is -1.0 mm/yr. In contrast, trends tuosifive on the continental side of the English
Channel and the European West Coast. Our assessgnveats increasing trends following the
coastlines of France (1.3 + 0.4 mm/yr at DunkergBe)gium and the western Netherlands up to
the tide gauge at Huibertgat (0.8 £ 0.2 mm/yr),rnieahe German-Dutch border. On average,
trends along the European West Coast are 0.8 mhiéyeafter, sharp trend increases are found
within a short distance, reaching values of moaath mm/yr in the German Bight area. Here, the
average trend in tidal range amounts to 3.3 mni/@ble 2). Local changes affect some tide gauges
like Den Oeverbuiten (Netherlands) or Bisum (Gewhanhich at first sight seem to contradict
this spatial pattern. We suggest that these laaa@mions are mainly caused by anthropogenic
interventions such as the building of the Afslykdat Den Oeverbuiten or dredging and dike
constructions near to Busum, which coincide withraalies in the local tidal range series. From
the aforementioned findings, we conclude that wpdesd and statistically significant secular
changes in tidal range occurred around large édirtise southern North Sea between 1958 and
2014, although locally interrupted by opposing aigmt individual sites. Furthermore, we note
contrasting and dipole-like trends along south-ems{significant negative values) and south-
eastern margins of the North Sea (significant pasitalues). It remains to be critically noted that
the changes in the tidal range at some individdalgauges could also be instrumental. However,
due to the large-scale and the spatial homogepéitige patterns, this cannot be causal for the
overall picture.
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Figure 4: Linear trends of tidal range between 1858 2014. Trends at measured sites are showrtawito a black
edge. Dots in between stations are based on Kriging
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The identified dipole-like trend pattern has itsla@pproximately at the longitude of the English
Channel (Figure 4) and suggests a westward digpkate of the main low amplitude areas
(including amphidromic points of pMand S) located in the central North Sea and near thdiging
Channel (Figure 2). To obtain further indicatiorisoch a shift, we have performed a harmonic
analysis to determine the main semi-diurnalavid S tidal constituents, which make the largest
contributions to the tides in the North Sea. Simgh-resolution hourly time series with a coverage
of at least 75% between 1958 and 2014 are reqtoreal tidal analysis, only a subset of 28 tide
gauge records is appropriate for our assessmeatavidlable database is thus reduced and fewer
stations show significant trends (20 fop,M4 for S). Nevertheless, the overall findings (Figure
5) are similar to the assessment focusing on tatfajes highlighted in Figure 4; that is for both
constituents (though with larger magnitude fof) Mhegative trends occur in the southeast of the
UK and the highest positive trends are found inGleeman Bight area. A displacement of the M
and S amphidromic point is, therefore, also implicated.
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Figure 5: (a) Linear trends of the;nd (b) Stidal constituents between 1958 and 2014 (siggnifi¢rends outlined).

The observed changes in the tidal range can badsyed in the context of the elaborations of
Taylor (1922) on amphidromic systems. Based on lemanalytical solutions, Taylor
demonstrated an altered propagation speed duereased water depth, leading to a shift of the
amphidromic point towards the open boundary inraisnclosedbasin. As a result, the tidal
range at the opposite (dissipative) end of therbasireases. In our case, this statement implies a
shift of the amphidromic points towards the nogbemingly contradicting the changes (i.e., an
east-west shift) observed here. However, as pomiiéth Haigh et al. (2020), increasing the tidal
range and thus the tidal currents at the dissipand could lead to a higher frictional energy.loss
This would cause a leftward deflection of the tidave and the amphidromic point, see Figure 5
in Haigh et al. (2020). For the North Sea, MSL ase an increased frictional dissipation would
ultimately shift the amphidromic point towards thest, reduce of the tidal range on the left side
of Figure 4 (the east coast of the UK) and an eeeon the right side of the basin (the German
Bight). This argument is supported by several nizakmodelling efforts (ldier et al., 2017,
Pickering et al., 2012; Schindelegger et al., 20iB)vhich the impact of large (up to 10 m) MSL
increases on leading constituents (mainby Were investigated. Complementary to our empirical
assessment, they all detected (at least qualitgtisamilar patterns as shown in Figures 4 and 5.
However, closer examination also reveals some efisercies and the model results do not
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correspond exactly to the measured data. For iostaboth Pickering et al. (2012) and
Schindelegger et al. (2018) predict an increasliramplitude in the southwestern part of the
North Sea, between Suffolk/Essex and the Netheslamdhile we detect negative trends in
Suffolk/Essex and positive trends in the Nethertamgkdepth studies of the influence of SLR on
European Shelf tides (Pelling and Green, 2014y kli@l. 2017) point to sensitivities of the tidal
response to the magnitude of SLR and whether diometying land is inundated in the numerical
simulation (flooding or no-flooding). In additioa these two extreme cases of shoreline treatment,
Pelling and Green (2014) investigated the i¥sponse to partial flooding, roughly based on the
actually existing protective structures. This lagtion provides the greatest agreement with our
results, but again does not reflect the negatesds in the South East UK. In fact, the tide around
Suffolk/Essex exhibits little sensitivity to theaskline scenario (Idier et al. 2017). More to the
point, the assumption of no-flooding seems to lagble in the areas of the greatest changes
(German Bight, northern parts of the Netherlands) here the results agree with all existing
modeling studies. No final assessment can thusdakerhere as to whether and which models are
most consistent with the observations. In this esieffects may be at work that are not included
in numerical models so far. As Arns et al. (201paint out, various non-linear relationships
between the individual parameters in marginal sgasof particular importance, especially the
dynamic response of the sea surface to meteoralofyiccing (see also Arns et al., 2020). In
addition, time-varying bed roughness and bottowrtion coefficients (Rasquin et al. 2020) and
changes in turbulent dissipation with stratificatiuller 2012) may play a role.

4.2 Principal Components and large-scale effects

Our results of the linear trend analysis point talgaa distinct spatial pattern that is occasionally
interrupted by diverging trends at individual laoas. To further distinguish between the large-
and small-scale effects of tidal range changeswmpeising both trends and short-term variability

—we apply PCA (Figure 6). The first two PCs, whick presented in Figure 6, explain about 69%
of the total variance in the entire data set (F8520, PC2: 14%), while each of the remaining 68
PCs contributes between 0.01 and 4%. Additionaldypther PC represents significant parts of
the variance at a larger number of tide gaugessa@refore rather local in character. This indeed
suggests that the two leading PCs reflect cohdaege-scale effects, while local effects through
anthropogenic interventions are retained in theinder of the lower PCs. The amount of these
percentages depends to some extent on the spatiabwtion of the tide gauges, making it

necessary to consider the PCA results at eachgadge (Figure 6-c/d, 7d). PC1 describes an
increase in tidal range over time, as evident fisnpositive slope and the consistently positive
values of the associated coefficients at all Jegure 6-a). The magnitudes of the coefficients
reveal that the signal represented by PC1 incressese travels counterclockwise throughout the
basin reaching its strongest expression in the @ergight. PC2 exhibits a negative trend and is
most pronounced in the area of the southeastest obthe UK. The coefficients of PC2 change

sign from positive values along the UK coast toai®g values in the area of the German Bight
(Figure 6-b). Similar to the trends of measuredaltichnge (Figure 4), a dipole-like temporal
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evolution with a node in the area of the Englista@tel is detected. In general, PC1 accounts for
the increase in tidal range in the German Bight RG@ represents the decrease in tidal range at
the south-eastern coast of the UK. This contraalsig reflected in the correlation coefficients of
the first two PCs with the measured tidal rangengka (a metric that is mostly influenced by
inter- and intra-annual variability). Figure 6-cshmoderate but significant correlations of 0.3 —
0.5 for PC1 at the south-western boundary of theH\N®ea and displays the highest values (~ 0.9)
in the area of the German Bight. A contrastingyetemerges for PC2. In the area of the German
Bight, correlations with tidal range changes ara-significant and close to zero but almost
consistently above 0.7 and significant in the UkKy(ife 6-d).

These patterns are also confirmed when considénmexplained variance for particular clusters

of tide gauges. Along southeastern UK coastlindgre/ negative trends are found, the explained
variance of PC1 amounts to only 3%, while PC2 @rplabout 58% (Table 2). In the Netherlands,

the mean explained variance for PC1 is 45% and 10fly for PC2. The contribution of the second

mode drops to 3% in the German Bight, whereas B@laias 77% of the variance on average.

This spatially reversing pattern is also detectabtae coefficients for PC1 and PC2 (Figure 6-b),

just as in the linear trends of the tidal rangecobistions. Apparently, PC1 with its positive slope

is more pronounced in the area of the German Bighéreas PC2 (negative slope) dominates in
the southeast of the UK. This indicates differeamderlying physical mechanisms for these large-
scale signals.
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4.3 Impacts on local tidal range

After identifying two large-scale patterns relevanthe majority of tide gauge records in the North
Sea, we next ask whether we also can identify ssaalle effects using the residual signal after
removing the linearly regressed PC1 and PC2 atichaal sites. Figure 7-d shows the explained
variances and indicates that alongside the destrdmmtrast between PC1 and PC2, local
influences play a major role in some cases. Eslieaaticeable are again tide gauges Den
Overbuiten (Netherlands, #33) and Bisum (Germa8g) #ue to their high percentage of local
effects. For example, PC3 (explained overall vaxgad %) captures more than 50% of the variance
at Bdsum and around 30% at Cuxhaven (Germany, #38% anomaly is reflected in the
comparison of the measured trends with those fresynthesizing PC1 and PC2 (Figure 7-a).
The confidence bounds show clear overlaps for wessts, but not at tide gauges Den Overbuiten,
Bisum, and Cuxhaven. The local characteristicsaffciently pronounced to overshadow the
large-scale signals, which is also evident fromdifierence between measured and reconstructed
trends in Figure 7-b. In this plot, the 1.0 mm/gsidual at Delfzijl (Netherlands, #52) stands out,
too. This difference can also be traced back toifsognt local effects, most likely caused by the
deepening of the outer areas of the Ems (Hollelm@n@005)). Hence, local effects have a very
large influence on the explained variance at irtliai sites. However, the general trends at most
gauges can be qualitatively and quantitativelyodpced by PC1 and PC2. Figure 7-c underlines
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this statement by a spatial map of the reconstutends, again highlighting the dipole-like
pattern between UK and German Bight sitéemparing with the estimates in Section 4.1, the
mean trend of tidal range synthesized from PC1R@DA at the southwest coast of the UK is -1.0
mm/yr, just like the measured trend (Table 2). &nfindings apply to the European west coast,
where an average reconstructed trend of 1.0 mm/gchieved compared to 0.8 mm/yr from the
in situ data. Local effects increase the tidal eabhg 0.2 mm/yr on average. In the German Bight,
the trend from our reconstruction is 3.5 mm/yr, rsheoting the measured trend by 0.2 mm/yr.
Hence, we conclude that the opposing trends betweeb/K and the German Bight are largely
controlled by the physical processes driving PCG1 RG2.
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Table 2: Measured and reconstructed trends in tadeje and explained variance of the differentameg)i

Location Mean Linear Trends [mm/yr] Explained Variance [%]
. ) Reconstructed Remaining PGs
Region Tide gauges measured PC1 andPC2 PC1 PC2 (Iocal)
Southvc\)/fe(sstgrn Coast Immingham to Dover -1.0 -1.0 3 58 39
European West Coast  Calais to Huibertgat 0.8 1.0 45 10 45
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North Coast of the
Netherlands and
German Bight

Oude Westereems to

Esbjerg 3.3 3.5 1 3 20

4.4 |dentifying physical causes

The PCA suggests two modes of variability (Figua) 8hat appear coherently at the investigated
sites in the North Sea. Now the question natugailses whether these signals are produced within
or outside the basin. If the former is the casentthe corresponding PCs should show no
correlations to tide gauge records from the adjadinth Atlantic, while an external forcing
would possibly provide some sort of coherence wlithse records. Therefore, PC1 and PC2
generated from tide gauges inside the North Seia base compared with selected tide gauges
from outside the North Sea basin in the North Atarwhich were not included in the PCA. To
that end, the additional 24 North Atlantic tide gas from the GESLA dataset described at the
end of Section 2.2 were used. No coherence is flam@C1 and we therefore conclude that it is
produced within the basin, which will be adressedrl The opposite applies to PC2. A comparison
between PC2 and available tide gauge records dlmnduropean Atlantic coast, Iceland and
Canada is shown in Figure 8. Figure 8-c indeed whecus high and significant correlations of
about 0.7 on average between PC2 (calculated exely®n the basis of North Sea data set) and
Atlantic tide gauge records spanning the regiomftbe English Channel southward to Spain.
Moreover, there are significant correlations of40i6 the north (Reykjavik, Iceland), and even in
the Northwest Atlantic (still reaching 0.46 in Rarix-Basques, Newfoundland) (Figure 8-a/c).
Further south towards the Gulf of Maine, thesealations disappear (not shown). A supplemental
wavelet analysis (not shown) reveals that the comasgeillations between PC2 and the measured
tidal range changes mainly occur on time scales foto 24 months with particularly high
coherence at around 12 months. We interpret thdirfg as an indication for a common high-
frequency signal in the North Atlantic of unknowngin, causing widespread changes in tidal
range.

In order to narrow down the possible causes forRB2 signal, outputs from the barotropic
shallow-water model run by Arns et al. (2015a,bgrothe period 1958 to 2014 were used. To
facilitate a rigorous comparison with our in sitatal simulated time series at the locations of the
70 tide gauge stations were extracted. A PCA rexketdat the PC2 pattern is represented well in
the simulated data. We find similarly high correlas between the model-based PC and the
observations of the Atlantic tide gauges. While tiiean correlation of the European tide gauge
records (Figure 8-b) with North Sea PC2 from obatowns is 0.70 (p<0.05), it is only marginally
lower with the barotropic model outputs (r=0.66)tHe simulated signal is removed from the
model, the correlation becomes insignificant anenedlisappears at most sites. In consequence,
PC2 must be driven by a process initially included the boundary conditions from the numerical
model. Since we have used a barotropic formulatitmout buoyancy forcing and thermodynamic
calculations, we can further infer a purely barpicaelationship. Amongst the possible relevant
factors, the tidal input to the model can safelybglected. The DTU10 tide model consists of ten
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tidal constituents, stationary in time and moduabely by the 18.6-year nodal cycle. The high
correlations on the east coast of the UK and inNbgh Atlantic are unrelated to this forcing,

since purely tide-induced changes would be periadid present in the remaining parts of the
North Sea.

The effects of bottom friction are more involvedit some simple geometric considerations are
instructive. As the tidal wave enters the extensivallow water areas of the southern North Sea,
energy losses due to friction become dominanttheeinfluence of PC2 is increasingly attenuated
in the direction of propagation (Figure 6-d). THiscrepancy suggests that frictional effects do
not represent the physical cause of PC2, althobgl tmight play a role in suppressing the
magnitude of PC2 in the highly dissipative eastdonth Sea region. As our simulations were
performed with an invariant bathymetry and no clesnig friction parameters, sea level rise and
meteorological forcing remain as possible causes.thérefore analyzed correlations between
PC2 and these factors (MSL rise, atmospheric predsading, wind velocities and directions)
but could not detect a clear and significant linedationship. In this context, Arns et al. (2015a)
already referred to the numerous non-linear ratatips between the individual parameters in
marginal seas. Specifically, the nonlinear intececbetween tide and sea level rise as well as the
dynamic response of the sea surface to meteoraloigicing are important (see also Arns et al.,
2020). Further analyses, in particular sensitisttydies taking into account altered tidal boundary
conditions and time variable friction coefficientsi)l perhaps allow for a final identification of
the ultimate driving factors (e.g., Rasquin et2020).
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While the signal of PC2 is reproducible, PC1 carmtdetected in the simulated data, which
means PC1 is absent in the barotropic model. Ab#ginning of this section we stated that there
is no coherence to the Atlantic tide gauges for R@fich suggests a origin of the signal within
the basin. We thus conjecture that a barocliniisig-related effect inside the North Sea is
responsible for PC1 and attempt an explanatiorerimg of known relationships between tidal
currents and turbulent energy losses in varyimgifitation conditions. This attribution primarily
arises from considerations at seasonal time sdak#sg hydrographic casts and baroclinic model
simulations, Muller et al. (2014) linkedA\levation changes of 1-5 cm in the southern NSeih

to the see-sawing of continental shelf stratifmatbetween statically stable summer and well-
mixed winter conditions. Strong buoyancy gradientmid-depths (20—30 m) of shallow waters
arise during summer months (see e.g., van Hareh,e1999) and stabilize the water column
against energy losses to vertical mixing. The dased increase in barotropic tidal transport and
surface elevations was found to be most pronouimceety shallow areas and for cyclonic rotation
of strong tidal currents (Muller, 2012) — conditsotiat are all present in the North Sea.

To relate at least parts of the PC1 content topgtosess, we have analyzed the temporal evolution
of the North Sea’s density structure based on gddémperature and salinity profiles from the
KLIWAS dataset (Bersch et al., 2016). These datgoanvided as annual values through to 2013
at comparatively high spatial resolution (0.25° %°Olatitude-longitude boxes, 2-5 m depth
intervals). For consistency, the monthly PC1 sesias binned to annual values (1958-2013 with
respect to the length of the KLIWAS dataset) améoed from low-frequency with periods longer
than 30 years. Because it is unknown how well KLIB/fepresents the smaller, more subtle
changes of density across the water column overakdecades, we limit our comparison between
stratification and PC1 to variability on interanhuane scales. To suppress noise in the
climatology, vertical density profiles from a pattiar set of grid points around the German Bight
were averaged to a mean water column structurggaerFigure 9). These query points, indicated
by black dots in Figure 9-b, lie within 2° of 54N6.0°E and have an exact depth of 35 m in the
KLIWAS dataset. The sampled area is shallow, hetsteg tidal currents, and is not permanently
mixed, thus favoring a potential effect of stratifiion on tides. The corresponding time-averaged
density profile (Figure 9-a) indicates a pycnocBt@0-25 m, conforming in principle to modeling
results (e.g., Guihou et al., 2018; van Leeuweal.e015). While this agreement is reassuring,
we also note that our crude spatial averaging isgaefiles in various states of stratificatiore(i.
homogeneous, seasonally or intermittently stratiienditions, see Leeuwen et al., 2015). Given
the tendency for in situ measurements being taksammer, the KLIWAS dataset may, however,
mainly represent the seasonally stratified case.
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greatest deviation from the mean density profile.

Some interannual variability in density gradiestalready evident from Figure 9-a, where we plot
individual profiles for the years 1995 and 1998jchidiffer markedly, by almost 1 kghAnnear

the surface. An extension to the full depth-timgusnce (1958-2013, upper 35 m, see Figure 10-
a) suggests that fluctuations of this magnitudecaremon but the density perturbations are often
mixed throughout the water column, making it difficco align stratification changes in particular
years to highs or lows in the PC1 series. We toeealefine an approximate stability index as top-
to-bottom stratification (cf. Eq. 2.9 of Knauss &@eld, 2017)

Ptop — Pbed

Stability = ——

(Eq. 3)
wherepy,, is the averaged density over depths 0, 2 andgl,g.is a mean density across 25, 30
and 35 m, andH = 28 m. The adopted metric is akin to the potential epamgpmaly advocated
by Simpson (1981) and expresses the shape of tisgtylprofile through its first derivative. From
Figure 10-b, we see that the stability index exhisbme noticeably similarity with interannual
tidal range changes in PC1. It closely follows B@1 curve until 1979, echoes the broad peaks
around the years 1987 and 1995, and features teuligversals in sign from 2007 onward.
Alongside this qualitative agreement, the obsexteghges in density gradients amount to about
0.3 kg/m? per 10 m of depth and thus correspontthéoorder of magnitude that maintains the
seasonal cycle of Mn this region (Miller et al., 2014). Therefor# ladications are that changes
to the intensity of summer stratification and/a thme spent in a stratified (or mixed) regime over
the course of a year cause the variance in tidgleaepresented by PC1. When PC1 is multiplied
by the corresponding EOF coefficients, we find tloata 1o variation in the stability index the
tidal range at tide gauges in the Southern GermghtBhanges by 2.4 — 2.7 cm, depending on
location.

A breakdown of our results into different modestoétification variability is tempting but beyond

the scope of our study as it would call for consatien of several factors, including freshwater
buoyancy input, variable local wind stirring, ame tinflow of Atlantic water masses through the
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northern and southern boundaries (Mathis et aL52Nevertheless, we have analysed long-term
hydrographic data of the North Atlantic and detéddiégh negative correlations (-0.8) between

PC1 and temperature of the upper ocean off theiSlcgtiown to about 300 m) and Norwegian

coasts (150 m). The anti-correlation is most prowed in individual years prior to the 90s and

still persists on decadal time scales. This prelary finding suggests that a wider North Atlantic

scope must be adopted to unravel the origin oNbgh Sea tidal range changes, including the
observed trends.
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Figure 10: (a) Spatially averaged density proff@s35 m) from the query area in Figure 9-b spanttiegperiod 1958
to 2013. (b) Comparison between PC1 changes anstabhdity index (see main text), where both tinegies were
scaled by their standard deviation and adjustetbfay-term trends.

5 Summary and conclusion

We have shown that the tidal range in the southwaast the southeast of the North Sea is
characterized by a dipole-like pattern between 1&a@ 2014, indicating that different forcing
mechanisms of shelf-wide or larger spatial charactay have been present. To separate these
processes, and treat both trends and short-teriabilay in a unified framework, a PCA-based
method was applied to 70 monthly time series dadltrdnge throughout the North Sea between
1958 and 2014. Data gaps were filled by the stegismethod of Ordinary Kriging. A special
property of the Kriging procedure is the consem@athature of its estimates at query points,
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resulting in under- rather than over-estimatiothefgeneral system behavior with regard to trends
and PCs. We were able to detect two large-scalealsicand explain about 69% of the overall
variability in the study area. We attribute the aaming variability of 31% to local effects, which
vary widely; they may be absent or could well canser 50% of variability at an individual tide
gauge. In the overall variance, the maximum coutrdn of a single local effect is at 4%, the
average is below 0.4%.

The second PC represents a large-scale barotrigpial @nd accounts for the negative trends in
the UK area (up to -2.3 mm/yr). This mode of vaitipbhas a North Atlantic extent, as shown by
supplementary analysis of tide gauges in Canadgkj®ek, and the European Atlantic coast.
Correlations across the basin are high (0.5-0.@)aae caused by common oscillations on time
scales between 6 and 24 months. By detecting tme $mrotropic signal in the shallow-water
model of Arns et al. (2015a, b), and eliminatingects that are not part of the model input or
physics, we conclude that only sea level rise aatkarological forcing remain as possible causes.
However, no linear correlations with these paramsetgere found, implying that non-linear
interactions must be present. A further indicafimnthe presence of shallow water effects is the
severe weakening of the signal as the tidal wavarazks from the relative deep water at the UK
into the shallow water areas at the southern am@astern boundaries of the North Sea.

The absence of PC1 in the barotropic model ancbi$inement to the southern North Sea coast
has prompted us to hypothesize that local stratiba changes exert a strong influence on the
tidal range in shallow water at various time scaBysanalogy to the known seasonal tidal cycle
in the area (Muller et al., 2014), we argue thsatranger pycnocline, possibly lasting over longer
periods, stabilizes the water column against teudissipation and allows for higher tidal
elevations at the coast. The qualitative and qtsive agreement between inter-annual PC1
changes and an empirically derived stability indecertainly tentative, yet it provides an attraeti
first-order target for more systematic data analgsid numerical modeling. Further insight into
the nature of large German Bight tidal range chargparticularly the underlying trends — could
be furnished by a regional general circulation nhadéh realistic background flow and open
boundaries to the North Atlantic.
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