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#### Abstract

In this paper we study the Bargmann-Radon transform and a class of monogenic functions called axially monogenic functions. First we compute the explicit formula of the Bargmann-Radon transform for axially monogenic functions, by making use of the Funk-Hecke Theorem. Then we present the explicit form of the general Cauchy-Kowalewski extension for radial function. Finally by making use of the results we obtained, we give an application of the Bargmann-Radon transform for Cauchy-Kowalewski extension.
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## 1 Introduction

Johann Radon first introduced the Radon transform as an integral transform over a line, see $[11,18]$. The Radon transform is widely used in pure mathematics e.g. partial differential equations as well as applied mathematics e.g. tomography and X-ray transforms, e.g. [9, 24]. Therefore, it is an essential tool in technologies in medicine and engineering. The transform has also been generalized into higher-dimensional Euclidean spaces and provided some new insights in domains such as geometry and functional analysis, see e.g. [5, 14].
In this paper, we further investigate the Radon transform in the Clifford analysis setting. Some initial results can be found in [19, 20, 23]. More recently, other associated transforms such as the Segal-Bargmann, the Szegö-Radon and the Bargmann-Radon transforms have been investigated, see e.g. [7, 8, 17].
In our work, we continue the study of the Bargmann-Radon transform. This transform is defined as the projection of the real Bargmann module (of monogenic square integrable functions with Gaussian density) on the closed submodule of monogenic plane waves $\langle\underline{x}, \underline{\tau}\rangle^{\ell} \underline{\tau}$, where $\underline{\tau}=\underline{t}+i \underline{s}, \underline{t} \perp \underline{s}$. A complete characterization of this projection in the general monogenic setting can be found in [8].
Our main goal is to study the action of the Bargmann-Radon transform on a specific type of monogenic functions, namely axially monogenic functions. These are null solutions of the Dirac operator with an additional axial symmetry, modelled by a Vekua-type system, e.g. $[10,12,15,22,25]$. This theory is closely related to holomorphic functions of a single complex variable and the plane elliptic system, see [6, 21]. Some preliminary work has already been done in [7] where the authors obtained the Cauchy-Kowalewski extension and inversion formula for of axially monogenic functions.
This paper is organized as follows. In Section 2, we introduce preliminary results related to Clifford analysis, in particular to Bargmann-Radon transform. In Section 3, we introduce a certain type of monogenic functions called axially monogenic functions. We compute the

[^0]Bargmann-Radon transform for axially monogenic functions by using the Funk-Hecke Theorem [13]. We also give an explicit formula for the transform in terms of hypergeometric functions $[2,16]$. In Section 4, we introduce the Cauchy-Kowalewski extension $[4,10]$ and give an explicit formula for the general C-K extension. Finally we make use of the C-K extension in an example of the Bargmann-Radon transform for axially monogenic functions.

## 2 Preliminary results

The real Clifford algebra $\mathbb{R}_{m}$ is generated by the standard basis $\left\{\underline{e}_{1}, \underline{e}_{2}, \ldots, \underline{e}_{m}\right\}$ of $\mathbb{R}^{m}$ where the multiplication is defined by the relations $\underline{e}_{i} \underline{e}_{j}+\underline{e}_{j} \underline{e}_{i}=-2 \delta_{i j}$. A general element of $\mathbb{R}_{m}$ can be written as $a=\sum_{A} e_{A} a_{A}$, where $A=\left\{i_{1}, \ldots, i_{r}\right\} \subset\{1,2, \ldots, m\}, i_{1}<\ldots<i_{r}$ is a multi-index, $e_{A}=\underline{e}_{i_{1}} \underline{e}_{i_{2}} \cdots \underline{e}_{i_{r}}$ and $\underline{e}_{\varnothing}=1, a_{A} \in \mathbb{R}$. In particular, vectors in $\mathbb{R}^{m}$ are of the form $\underline{x}=\sum_{i=1}^{m} \underline{e}_{i} x_{i}$ which are equipped with the inner product $\langle\underline{x}, y\rangle=\sum_{i=1}^{m} x_{i} y_{i}$ and the norm $|\underline{x}|=\left(\sum_{i=1}^{m} x_{i}^{2}\right)^{1 / 2}$.
We can also define the complex Clifford algebra by $\mathbb{C}_{m}=\mathbb{C} \otimes \mathbb{R}_{m}$ whose elements are of the form $c=\sum_{A} e_{A} c_{A}$, where $c_{A} \in \mathbb{C}$. Moreover, the Hermitian conjugation is then defined as

$$
(\lambda \mu)^{\dagger}=\mu^{\dagger} \lambda^{\dagger}, \quad\left(\mu_{A} \underline{e}_{A}\right)^{\dagger}=\mu_{A}^{c} \underline{e}_{A}^{\dagger}, \quad \underline{e}_{j}^{\dagger}=-\underline{e}_{j}, \quad j=1, \ldots, m, \quad \lambda, \mu \in \mathbb{C}_{m}
$$

where $\mu_{A}^{c}$ stands for the complex conjugate of the complex number $\mu_{A}$.
Definition 1 (Monogenic function). A function $f(\underline{x})$ is called (left-)monogenic on an open subset of $\mathbb{R}^{m}$ if it is differentiable and

$$
\partial_{\underline{x}} f(\underline{x})=0,
$$

where $\partial_{\underline{x}}=\sum_{i=1}^{m} \underline{e}_{i} \partial_{x_{i}}$ is the Dirac operator.
Definition 2 (Harmonic functions). Any function $f: \mathbb{R}^{m} \rightarrow \mathbb{R}_{m}$ that satisfies the relation

$$
\Delta_{\underline{x}} f(\underline{x})=0
$$

is called a harmonic function, where $\Delta_{\underline{x}}$ is the Laplacian operator $\Delta_{\underline{x}}=-\partial_{\underline{x}}^{2}=\sum_{j=1}^{m} \partial_{x_{j}}^{2}$.
Remark 1. A polynomial $M_{k}(\underline{x})$ is called inner spherical monogenics of degree $k$ if

$$
\partial_{\underline{x}} M_{k}(\underline{x})=0, \quad \mathbb{E} M_{k}(\underline{x})=k M_{k}(\underline{x})
$$

where $\mathbb{E}=\sum_{j=1}^{m} x_{j} \partial_{x_{j}}$ is the Euler operator. Similarly, a polynomial $H_{k}(\underline{x})$ is called spherical harmonics of degree $k$ if

$$
\Delta_{\underline{x}} H_{k}(\underline{x})=0, \quad \mathbb{E} H_{k}(\underline{x})=k H_{k}(\underline{x}) .
$$

Let $B(0,1)$ be the unit ball $\left\{\underline{x} \in \mathbb{R}^{m}:|\underline{x}| \leq 1\right\}$ in $\mathbb{R}^{m}$ and $\mathbb{S}^{m-1}$ be its boundary, the unit sphere.

Definition 3. Let $\mathcal{M L}^{2}(B(0,1))$ be the right $\mathbb{C}_{m}$-module of monogenic functions, $f: B(0,1) \rightarrow$ $\mathbb{C}_{m}$ for which the restriction to unit sphere is square integrable, i.e.

$$
\left[\int_{\mathbb{S}^{m-1}} f^{\dagger}(\underline{\omega}) f(\underline{\omega}) d S(\underline{\omega})\right]_{0}<\infty .
$$

The projection operator [. $]_{0}$ maps an element $a \in \mathbb{C}_{m}$ to its scalar-valued part which in this case is a positive real number.

To study the Bargmann-Radon transform, it is necessary to introduce the real and the complex monogenic Bargmann module. Denote by $\mathcal{L}^{2}\left(\mathbb{R}^{m}\right)$ the space of Clifford-valued square integrable functions on $\mathbb{R}^{m}$.

Definition 4 (Monogenic Bargmann module). Denote the monogenic Bargmann module by $\mathcal{M B}\left(\mathbb{R}^{m}\right)$ which consists of monogenic functions $f$ on $\mathbb{R}^{m}$ such that

$$
f(\underline{x}) e^{-|\underline{x}|^{2} / 4} \in \mathcal{L}^{2}\left(\mathbb{R}^{m}\right) .
$$

This module is equipped with the $\mathbb{C}_{m}$-valued inner product

$$
\begin{equation*}
\langle f, g\rangle_{\mathcal{M B}}=\frac{1}{(2 \pi)^{m / 2}} \int_{\mathbb{R}^{m}} e^{-|\underline{x}|^{2} / 2} f^{\dagger}(\underline{x}) g(\underline{x}) d \underline{x} . \tag{1}
\end{equation*}
$$

Remark 2. These concepts are usually introduced in the setting of several complex variables.
Let $\underline{z}=\underline{x}+i \underline{y}$ where $\underline{x}, \underline{y} \in \mathbb{R}^{m}$, i.e. $\underline{z}=\sum_{j=1}^{m} \underline{e}_{j} z_{j}$, where $z_{j}=x_{j}+i y_{j} \in \mathbb{C}$. Denote by $\mathcal{M}\left(\mathbb{C}^{m}\right)$ the right module of entire holomorphic functions $f(\underline{z})$ on $\mathbb{C}^{m}$ which are complex monogenic, i.e. $\partial_{\underline{z}} f(\underline{z})=0$, where $\partial_{\underline{z}}=\sum_{j=1}^{m} \underline{e}_{j} \partial_{z_{j}}, \partial_{z_{j}}=\frac{1}{2}\left(\partial_{x_{j}}-i \partial_{y_{j}}\right)$.

The Segal-Bargmann-Fock space $\mathcal{B}\left(\mathbb{C}^{m}\right)$ is the Hilbert module of $\mathbb{C}_{m}$-valued holomorphic entire functions in $\mathbb{C}^{m}$ which are square-integrable with respect to the $2 m$-dimensional Gaussian density, i.e.

$$
\frac{1}{\pi^{m}} \int_{\mathbb{C}^{m}} e^{-|\underline{z}|^{2}}|f(\underline{z})|^{2} d \underline{x} d \underline{y}<\infty .
$$

This space is equipped with the inner product

$$
\begin{equation*}
\langle f, g\rangle_{\mathcal{B}}=\frac{1}{\pi^{m}} \int_{\mathbb{C}^{m}} e^{-|\underline{z}|^{2}} f^{\dagger}(\underline{z}) g(\underline{z}) d \underline{x} d \underline{y} . \tag{2}
\end{equation*}
$$

Thus we can define the monogenic Bargmann module $\mathcal{M B}\left(\mathbb{C}^{m}\right)=\mathcal{M}\left(\mathbb{C}^{m}\right) \cap \mathcal{B}\left(\mathbb{C}^{m}\right)$ which is equipped with the same inner product as in (2).

Definition 5. For any given $\underline{\tau}=\underline{t}+i \underline{i}, \underline{t}, \underline{s} \in \mathbb{R}^{m}$, where $|\underline{t}|=|\underline{s}|=1$ and $\underline{t} \perp \underline{s}$, denote by $\mathcal{M B}(\underline{\tau})$ the closure of the right $\mathbb{C}_{m}$-module which consists of all finite linear combinations of $\langle\underline{x}, \underline{\tau}\rangle^{\ell} \underline{\tau}, \ell \in \mathbb{N}$, where $\langle\underline{x}, \underline{\tau}\rangle=\langle\underline{x}, \underline{t}\rangle+i\langle\underline{x}, \underline{s}\rangle$.

In the following, we introduce the Bargmann-Radon kernel and the Bargmann-Radon transform, more details can be found in $[7,8]$.

Definition 6 (Bargmann-Radon kernel associated with $\underline{\tau}$ ). Let $\underline{x}, \underline{y} \in \mathbb{R}^{m}$. For any given $\underline{\tau}=\underline{t}+i \underline{s}, \underline{t}, \underline{s} \in \mathbb{R}^{m}$, where $|\underline{t}|=|\underline{s}|=1$ and $\underline{t} \perp \underline{s}$, the Bargmann- $\overline{\text { a adon kernel } B_{\underline{\tau}}(\underline{x}, \underline{y}) \text { is }, ~}$ defined as

$$
\begin{equation*}
B_{\underline{\tau}}(\underline{x}, \underline{y})=\frac{\tau}{\tau} \underline{\tau}^{\dagger} e^{-\frac{1}{2}\langle\underline{x}, \tau\rangle\left\langle\underline{y}, \underline{\tau}^{\dagger}\right\rangle} \tag{3}
\end{equation*}
$$

or

$$
\begin{equation*}
B_{\underline{\mathcal{I}}}(\underline{x}, \underline{y})=\sum_{\ell=0}^{\infty} \gamma_{\ell}\left\langle\underline{x}, \underline{\tau}^{\ell} \underline{\tau} \underline{\tau}^{\dagger}\left\langle\underline{y}, \underline{\tau}^{\dagger}\right\rangle^{\ell}\right. \tag{4}
\end{equation*}
$$

where $\gamma_{\ell}=\frac{(-1)^{\ell}}{\ell!\cdot 2^{\ell+2}}$.
Remark 3. The Bargmann-Radon kernel $B_{\underline{\chi}}(\underline{x}, \underline{y})$ is a reproducing kernel for the $\mathbb{C}_{m}$-module $\mathcal{M B}(\underline{\tau})$, i.e. $f(\underline{y})=\left\langle B_{\underline{\tau}}(\underline{x}, \underline{y}), f(\underline{x})\right\rangle_{\mathcal{M B}}$ and it is Hermitian, i.e. $B_{\underline{\tau}}(\underline{y}, \underline{x})=B_{\underline{\tau}}(\underline{x}, \underline{y})^{\dagger}$.

Definition 7 (Bargmann-Radon transform). The Bargmann-Radon transform is a projection operator from $\mathcal{M B}\left(\mathbb{R}^{m}\right)$ to $\mathcal{M B}(\underline{\tau})$, which can be written as the integral

$$
\begin{equation*}
R_{\underline{\mathcal{I}}}[f](\underline{x})=\frac{1}{(2 \pi)^{m / 2}} \int_{\mathbb{R}^{m}} e^{-|\underline{y}|^{2} / 2} B_{\underline{\tau}}(\underline{x}, \underline{y}) f(\underline{y}) d \underline{y} . \tag{5}
\end{equation*}
$$

Funk-Hecke theorem is essential for our computation. By using the previous notations, the theorem can be stated as follows (see [1, 13]).
Theorem 1 (Funk-Hecke theorem). Let $\underline{\xi}, \underline{\eta} \in \mathbb{S}^{m-1}$ and let $\psi$ be a real-valued function whose domain contains $[-1,1]$. Let $H_{k}(\underline{\xi})$ be a spherical harmonic polynomial of degree $k$. Then we have

$$
\begin{equation*}
\int_{\mathbb{S}^{m-1}} \psi(\langle\underline{\xi}, \underline{\eta}\rangle) H_{k}(\underline{\eta}) d S(\underline{\eta})=\frac{k!A_{m-1}}{(m-2)_{k}} H_{k}(\underline{\xi}) \int_{-1}^{1} \psi(t) C_{k}^{\frac{m}{2}-1}(t)\left(1-t^{2}\right)^{(m-3) / 2} d t . \tag{6}
\end{equation*}
$$

where $d S(\underline{\eta})$ is the scalar element of surface area on $\mathbb{S}^{m-1} . C_{k}^{\alpha}(t)$ is a Gegenbauer polynomial, $A_{m}=\frac{2 \pi^{m / 2}}{\Gamma\left(\frac{m}{2}\right)}$ is the area of the unit sphere in $\mathbb{R}^{m}$ and $(a)_{k}=a(a+1) \cdots(a+k-1)$ is the Pochhammer symbol.

To be able to calculate the integral on the right hand side of (6), we need the following lemma (see [16]).
Lemma 1. Let $C_{k}^{\alpha}(t)$ be a Gegenbauer polynomial, then we have

$$
\begin{equation*}
\int_{-1}^{1} t^{j} C_{k}^{\alpha}(t)\left(1-t^{2}\right)^{\alpha-\frac{1}{2}} d t=L(k, \alpha, j) \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
L(k, \alpha, j)=\left((-1)^{j+k}+1\right) \frac{\pi 2^{-2 \alpha-j} \Gamma(k+2 \alpha) \Gamma(j+1)}{k!\Gamma(\alpha) \Gamma\left(1+\frac{k}{2}+\alpha+\frac{j}{2}\right) \Gamma\left(1+\frac{j}{2}-\frac{k}{2}\right)} \tag{8}
\end{equation*}
$$

for all $j \in \mathbb{N} \cup\{0\}$.

## 3 Bargmann-Radon transform for axially monogenic functions

In this section we first introduce axially monogenic functions. Then we compute the BargmannRadon transform for axially monogenic functions and give explicit formulas for the transform.

Let $\Omega$ be an open subset of $\mathbb{R}^{m}$ which is invariant under $S O(m-1)$. According to [21, 22], any left monogenic function $f(\underline{x})$ in $\Omega$ can be written as

$$
f(\underline{x})=\sum_{k=0}^{\infty} \Pi_{k} f(\underline{x})
$$

where $\Pi_{k} f(\underline{x})$ is a so-called axial monogenic function of degree $k$. Let $\left(x_{1}, \rho, \underline{\eta}\right) \in \mathbb{R} \times \mathbb{R}_{+} \times \mathbb{S}^{m-2}$ be cylindrical coordinates such that $\underline{x}=x_{1} \underline{e}_{1}+\rho \underline{\eta}$. Then for a fixed pair $\left(\overline{x_{1}}, \rho\right)$, the function $\Pi_{k} f(\underline{x})$ has the form

$$
\begin{equation*}
\Pi_{k} f(\underline{x})=\left(A\left(x_{1}, \rho\right) \underline{e}_{1}+\underline{\eta} B\left(x_{1}, \rho\right)\right) M_{k}(\underline{\eta}), \tag{9}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\Pi_{k} f(\underline{x})=\left(A\left(x_{1}, \rho\right)+\underline{e}_{1} \underline{\eta} B\left(x_{1}, \rho\right)\right) M_{k}(\underline{\eta}), \tag{10}
\end{equation*}
$$

where $M_{k}(\eta)$ is inner spherical monogenic polynomial of degree $k$ on $\mathbb{S}^{m-2}$. Moreover, the functions $\bar{A}$ and $B$ satisfy the Vekua-type system (see [22]),

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial x_{1}} A\left(x_{1}, \rho\right)-\frac{\partial}{\partial \rho} B\left(x_{1}, \rho\right)=\frac{k+m-2}{\rho} B\left(x_{1}, \rho\right), \\
\frac{\partial}{\partial x_{1}} B\left(x_{1}, \rho\right)+\frac{\partial}{\partial \rho} A\left(x_{1}, \rho\right)=\frac{k}{\rho} A\left(x_{1}, \rho\right) .
\end{array}\right.
$$

Functions of the form (9) and (10) are called axially monogenic functions, see e.g. [10, 12, $15,22,25]$. For the sake of simplicity, we will project axially monogenic function of the form (9) on the submodule $\mathcal{M B}(\underline{\tau})$ with $\underline{t}=\underline{e}_{1}$ and $\underline{s} \in \mathbb{S}^{m-2}$. The other case can be obtained in a similar way.

Theorem 2. The Bargmann-Radon transform of an axially monogenic function $f(\underline{y})$ of the form (9) can be written as

$$
R_{\underline{\tau}}[f](\underline{x})=\underline{\tau} \underline{\tau}^{\dagger}\left(E(\langle\underline{x}, \underline{\tau}\rangle) \underline{e}_{1}+F(\langle\underline{x}, \underline{\tau}\rangle) \underline{s}\right) M_{k}(\underline{s})
$$

where $E$ and $F$ are holomorphic functions of the variable $\langle\underline{x}, \underline{\tau}\rangle, M_{k}$ is spherical monogenic of degree $k$.

Proof. Let $\left(y_{1}, \rho, \underline{\eta}\right) \in \mathbb{R} \times \mathbb{R}_{+} \times \mathbb{S}^{m-2}$ be cylindrical coordinates such that $\underline{y}=y_{1} \underline{e}_{1}+\rho \underline{\eta}$. Since $\underline{\tau}=\underline{t}+i \underline{s}, \underline{t}=\underline{e}_{1}, \underline{s} \in \mathbb{S}^{m-2}, \underline{t} \perp \underline{s}$, we have

$$
\left\langle\underline{y}, \underline{\tau}^{\dagger}\right\rangle=\left\langle y_{1} \underline{e}_{1}+\rho \underline{\eta},-\underline{t}+i \underline{s}\right\rangle=-y_{1}+i \rho\langle\underline{\eta}, \underline{s}\rangle .
$$

Therefore Bargmann-Radon kernel (3) can be written as

$$
B_{\underline{\tau}}(\underline{x}, \underline{y})=\frac{\tau}{4} \underline{\tau}^{\dagger} e^{-\frac{1}{2}\langle\underline{x}, \underline{\tau}\rangle\left(-y_{1}+i \rho\langle\underline{\eta}, \underline{s}\rangle\right)}=\underline{\tau} \underline{\tau}^{\dagger} \mathcal{B}\left(\langle\underline{x}, \underline{\tau}\rangle,-y_{1}+i \rho\langle\underline{\eta}, \underline{s}\rangle\right)
$$

where $\mathcal{B}\left(\langle\underline{x}, \underline{\tau}\rangle,-y_{1}+i \rho\langle\underline{\eta}, \underline{s}\rangle\right)=\frac{1}{4} e^{-\frac{1}{2}\langle\underline{x}, \underline{\tau}\rangle\left(-y_{1}+i \rho\langle\underline{\eta}, \underline{s}\rangle\right)}$. By using cylindrical coordinates, the Bargmann-Radon transform (5) can be expressed as

$$
R_{\underline{\tau}}[f](\underline{x})=\frac{1}{(2 \pi)^{m / 2}} \int_{\mathbb{R}} \int_{0}^{+\infty} \int_{\mathbb{S}^{m-2}} e^{-\frac{y_{1}^{2}+\rho^{2}}{2}} B_{\underline{\tau}}\left(\underline{x}, y_{1} \underline{e}_{1}+\rho \underline{\eta}\right) f\left(y_{1}, \rho, \underline{\eta}\right) \rho^{m-2} d S(\underline{\eta}) d \rho d y_{1}
$$

In order to further compute the transform, we substitute the function $f$ by its axially monogenic form (9). Then we obtain

$$
\begin{aligned}
R_{\underline{\tau}}[f](\underline{x})=\frac{\underline{\tau} \underline{\tau}^{\dagger}}{(2 \pi)^{m / 2}} \int_{\mathbb{R}} \int_{0}^{+\infty} & \int_{\mathbb{S}^{m-2}} e^{-\frac{y_{1}^{2}+\rho^{2}}{2}} \mathcal{B}\left(\langle\underline{x}, \underline{\tau}\rangle,-y_{1}+i \rho\langle\underline{\eta}, \underline{s}\rangle\right) \\
& \times\left(A\left(y_{1}, \rho\right) \underline{e}_{1}+B\left(y_{1}, \rho\right) \underline{\eta}\right) M_{k}(\underline{\eta}) \rho^{m-2} d S(\underline{\eta}) d \rho d y_{1}
\end{aligned}
$$

We first consider the spherical integral in $R_{\underline{\tau}}[f](\underline{x})$, i.e.

$$
I=\int_{\mathbb{S}^{m-2}} e^{-\frac{y_{1}^{2}+\rho^{2}}{2}} \mathcal{B}\left(\langle\underline{x}, \underline{\tau}\rangle,-y_{1}+i \rho\langle\underline{\eta}, \underline{s}\rangle\right)\left(A\left(y_{1}, \rho\right) \underline{e}_{1}+B\left(y_{1}, \rho\right) \underline{\eta}\right) M_{k}(\underline{\eta}) d S(\underline{\eta})
$$

It is natural to split the above integral into two parts

$$
I_{1}=\int_{\mathbb{S}^{m-2}} e^{-\frac{y_{1}^{2}+\rho^{2}}{2}} \mathcal{B}\left(\langle\underline{x}, \underline{\tau}\rangle,-y_{1}+i \rho\langle\underline{\eta}, \underline{s}\rangle\right) A\left(y_{1}, \rho\right) \underline{e}_{1} M_{k}(\underline{\eta}) d S(\underline{\eta})
$$

and

$$
I_{2}=\int_{\mathbb{S}^{m-2}} e^{-\frac{y_{1}^{2}+\rho^{2}}{2}} \mathcal{B}\left(\langle\underline{x}, \underline{\tau}\rangle,-y_{1}+i \rho\langle\underline{\eta}, \underline{s}\rangle\right) B\left(y_{1}, \rho\right) \underline{\eta} M_{k}(\underline{\eta}) d S(\underline{\eta})
$$

Applying Funk-Hecke theorem on $I_{1}$ results in

$$
\begin{equation*}
I_{1}=\frac{k!A_{m-2}}{(m-3)_{k}} \int_{-1}^{1} \mathcal{B}\left(\langle\underline{x}, \underline{\tau}\rangle,-y_{1}+i \rho t\right) C_{k}^{\frac{m-3}{2}}\left(1-t^{2}\right)^{\frac{m-4}{2}} d t\left(e^{-\frac{y_{1}^{2}+\rho^{2}}{2}} A\left(y_{1}, \rho\right) \underline{e}_{1} M_{k}(\underline{s})\right) \tag{11}
\end{equation*}
$$

Similarly, we obtain

$$
\begin{equation*}
I_{2}=\frac{(k+1)!A_{m-2}}{(m-3)_{k+1}} \int_{-1}^{1} \mathcal{B}\left(\langle\underline{x}, \underline{\tau}\rangle,-y_{1}+i \rho t\right) C_{k+1}^{\frac{m-3}{2}}\left(1-t^{2}\right)^{\frac{m-4}{2}} d t\left(e^{-\frac{y_{1}^{2}+\rho^{2}}{2}} B\left(y_{1}, \rho\right) \underline{s} M_{k}(\underline{s})\right) \tag{12}
\end{equation*}
$$

Therefore, the transform can be written as

$$
R_{\underline{\tau}}[f](\underline{x})=\underline{\tau} \underline{\tau}^{\dagger}\left(E(\langle\underline{x}, \underline{\tau}\rangle) \underline{e}_{1}+F(\langle\underline{x}, \underline{\tau}\rangle) \underline{s}\right) M_{k}(\underline{s})
$$

in which
$E(\langle\underline{x}, \underline{\tau}\rangle)=\phi_{k} \int_{\mathbb{R}} \int_{0}^{+\infty} \int_{-1}^{1} e^{-\frac{y_{1}^{2}+\rho^{2}}{2}} \mathcal{B}\left(\langle\underline{x}, \underline{\tau}\rangle,-y_{1}+i \rho t\right) C_{k}^{\frac{m-3}{2}}\left(1-t^{2}\right)^{\frac{m-4}{2}} A\left(y_{1}, \rho\right) \rho^{m-2} d t d \rho d y_{1}$, and
$F(\langle\underline{x}, \underline{\tau}\rangle)=\phi_{k+1} \int_{\mathbb{R}} \int_{0}^{+\infty} \int_{-1}^{1} e^{-\frac{y_{1}^{2}+\rho^{2}}{2}} \mathcal{B}\left(\langle\underline{x}, \underline{\tau}\rangle,-y_{1}+i \rho t\right) C_{k+1}^{\frac{m-3}{2}}\left(1-t^{2}\right)^{\frac{m-4}{2}} B\left(y_{1}, \rho\right) \rho^{m-2} d t d \rho d y_{1}$
where $\phi_{k}=\frac{k!}{\pi \Gamma\left(\frac{m-2}{2}\right)(m-3)_{k}}$ is a scalar coefficient. Since the Bargmann-Radon kernel $B_{\underline{\mathcal{I}}}(\underline{x}, \underline{y})$ is holomorphic, therefore functions $E$ and $F$ are also holomorphic of the variable $\langle\underline{x}, \underline{\tau}\rangle$.

In the following, we investigate the explicit form of the Bargmann-Radon transform for axially monogenic functions. We first compute the integrals (11) and (12). Then we try to present the result in a concrete form.

Similar to [8], the Bargmann-Radon kernel can also be written as in (4), then we have

$$
\begin{equation*}
\mathcal{B}\left(\langle\underline{x}, \underline{\tau}\rangle,-y_{1}+i \rho\langle\underline{\eta}, \underline{s}\rangle\right)=\sum_{\ell=0}^{\infty} \gamma_{\ell}\langle\underline{x}, \underline{\tau}\rangle^{\ell}\left(-y_{1}+i \rho\langle\underline{\eta}, \underline{s}\rangle\right)^{\ell} . \tag{13}
\end{equation*}
$$

First we consider $I_{1}$ again in (11). Replacing the kernel in $I_{1}$ results in

$$
I_{1}=\frac{k!A_{m-2}}{(m-3)_{k}} \int_{-1}^{1} \sum_{\ell=0}^{\infty} \gamma_{\ell}\langle\underline{x}, \underline{\tau}\rangle^{\ell}\left(-y_{1}+i \rho t\right)^{\ell} C_{k}^{\frac{m-3}{2}}\left(1-t^{2}\right)^{\frac{m-4}{2}} d t\left(e^{-\frac{y_{1}^{2}+\rho^{2}}{2}} A\left(y_{1}, \rho\right) \underline{e}_{1} M_{k}(\underline{s})\right)
$$

Using the binomial formula to compute $\left(-y_{1}+i \rho t\right)^{\ell}$ gives
$I_{1}=\sum_{\ell=0}^{\infty} \sum_{j=0}^{\ell} \gamma_{\ell}\langle\underline{x}, \underline{\tau}\rangle^{\ell} \frac{k!A_{m-2}}{(m-3)_{k}}\binom{\ell}{j}\left(-y_{1}\right)^{\ell-j}(i \rho)^{j} \int_{-1}^{1} t^{j} C_{k}^{\frac{m-3}{2}}\left(1-t^{2}\right)^{\frac{m-4}{2}} d t\left(e^{-\frac{y_{1}^{2}+\rho^{2}}{2}} A\left(y_{1}, \rho\right) \underline{e}_{1} M_{k}(\underline{s})\right)$.
Making use of formula (7) to compute the integral results in
$I_{1}=\sum_{j=0}^{\infty} \sum_{\ell=0}^{\infty} \gamma_{\ell+j}\langle\underline{x}, \underline{\tau}\rangle^{\ell+j} \frac{k!A_{m-2}}{(m-3)_{k}}\binom{\ell+j}{j}\left(-y_{1}\right)^{\ell}(i \rho)^{j} L\left(k, \frac{m-3}{2}, j\right) e^{-\frac{y_{1}^{2}+\rho^{2}}{2}} A\left(y_{1}, \rho\right) \underline{e}_{1} M_{k}(\underline{s})$
where $L(n, \alpha, j)$ is defined in (8). Denote $\lambda=\langle\underline{x}, \underline{\tau}\rangle, I_{1}$ can be written as

$$
\begin{aligned}
I_{1}=\frac{\pi^{\frac{m-1}{2}}}{16} & \left(\frac{4\left((-1)^{k}+1\right)}{\Gamma\left(\frac{2-k}{2}\right) \Gamma\left(\frac{k+m-1}{2}\right)}{ }_{1} F_{2}\left(1 ; \frac{2-k}{2}, \frac{k+m-1}{2} ;-\frac{\rho^{2} \lambda^{2}}{16}\right)\right. \\
& \left.+i \frac{\left((-1)^{k}-1\right) \rho \lambda}{\Gamma\left(\frac{3-k}{2}\right) \Gamma\left(\frac{k+m}{2}\right)}{ }_{1} F_{2}\left(1 ; \frac{3-k}{2}, \frac{k+m}{2} ;-\frac{\rho^{2} \lambda^{2}}{16}\right)\right) e^{-\frac{y_{1}^{2}+\rho^{2}-y_{1} \lambda}{2}} A\left(y_{1}, \rho\right) \underline{e}_{1} M_{k}(\underline{s}),
\end{aligned}
$$

where ${ }_{1} F_{2}\left(a_{1} ; b_{1}, b_{2} ; z\right)$ is the hypergeometric function defined in e.g. [16]. Let us consider the scalar function

$$
C_{m, k}(\lambda, u, v)=\frac{1}{8} \frac{\pi^{\frac{m-1}{2}}}{\Gamma(u) \Gamma(v)} e^{-\frac{y_{1}^{2}+\rho^{2}-y_{1} \lambda}{2}}{ }_{1} F_{2}\left(1 ; u, v ;-\frac{\rho^{2} \lambda^{2}}{16}\right),
$$

then $I_{1}$ can be written as

$$
I_{1}= \begin{cases}-i \rho \lambda C_{m, k}\left(\lambda, \frac{3-k}{2}, \frac{m+k}{2}\right) A\left(y_{1}, \rho\right) \underline{e}_{1} M_{k}(\underline{s}) & k \text { is odd } \\ 4 C_{m, k}\left(\lambda, \frac{2-k}{2}, \frac{m+k-1}{2}\right) A\left(y_{1}, \rho\right) \underline{e}_{1} M_{k}(\underline{s}) & k \text { is even. }\end{cases}
$$

Following a similar procedure, we can have

$$
I_{2}= \begin{cases}4 C_{m, k}\left(\lambda, \frac{1-k}{2}, \frac{m+k}{2}\right) B\left(y_{1}, \rho\right) \underline{s} M_{k}(\underline{s}) & k \text { is odd } \\ i \rho \lambda C_{m, k}\left(\lambda, \frac{2-k}{2}, \frac{m+k+1}{2}\right) B\left(y_{1}, \rho\right) \underline{s} M_{k}(\underline{s}) & k \text { is even. }\end{cases}
$$

Therefore we obtain the following theorem.
Theorem 3. The Bargmann-Radon transform for axially monogenic functions can be written in the form

$$
R_{\underline{\tau}}[f](\underline{x})= \begin{cases}\frac{\tau \tau^{\dagger}}{(2 \pi)^{m / 2}} \int_{\mathbb{R}} \int_{0}^{+\infty}\left(-i \rho^{m-1} \lambda C_{m, k}\left(\lambda, \frac{3-k}{2}, \frac{m+k}{2}\right) A\left(y_{1}, \rho\right) \underline{e}_{1}\right. & \\ \left.+4 \rho^{m-2} C_{m, k}\left(\lambda, \frac{1-k}{2}, \frac{m+k}{2}\right) B\left(y_{1}, \rho\right) \underline{s}\right) M_{k}(\underline{s}) d \rho d y_{1}, & k \text { is odd } \\ \frac{\tau \tau^{\dagger}}{(2 \pi)^{m / 2}} \int_{\mathbb{R}} \int_{0}^{+\infty}\left(4 \rho^{m-2} C_{m, k}\left(\lambda, \frac{2-k}{2}, \frac{m+k-1}{2}\right) A\left(y_{1}, \rho\right) \underline{e}_{1}\right. & \\ \left.+i \rho^{m-1} \lambda C_{m, k}\left(\lambda, \frac{2-k}{2}, \frac{m+k+1}{2}\right) B\left(y_{1}, \rho\right) \underline{s}\right) M_{k}(\underline{s}) d \rho d y_{1}, & k \text { is even. }\end{cases}
$$

where $k$ is the degree of homogeneity of monogenic homogeneous polynomial $M_{k}(\underline{s})$.

## 4 Bargmann-Radon transform for the C-K extension

In this section, we compute the Bargmann-Radon transform of the C-K extension of analytic function $g(\rho \underline{\eta})$ defined in a radially symmetric domain. In addition, we apply these results to the case when $g(\rho \underline{\eta})=(\rho \underline{\eta})^{s} M_{k}(\rho \underline{\eta})$.

In general, every monogenic function $f(\underline{x})$ is determined by its restriction $f(0, \underline{v})$ to the hyperplane $x_{1}=0$, where $\underline{x}=x_{1} \underline{e}_{1}+\underline{v}, \underline{v} \in \mathbb{R}^{m-1}$. Conversely, any given real analytic function $g(\underline{v})$ has a monogenic extension, which is the so-called C-K extension and reads as

$$
f(\underline{x})=C K(g)(\underline{x})=e^{-x_{1} \underline{e}_{1} \partial_{\underline{v}}} g(\underline{v})
$$

where $g(\underline{v})=\left.f(\underline{x})\right|_{x_{1}=0}$, see more in $[10,22]$. Therefore, we have

$$
\begin{equation*}
C K(g)(\underline{x})=\sum_{\ell=0}^{\infty} \frac{\left(x_{1} \underline{e}_{1} \partial_{\underline{v}}\right)^{\ell}}{\ell!} g(\underline{v}) . \tag{14}
\end{equation*}
$$

In the following, we compute the Bargmann-Radon transform for axially monogenic functions which are obtained via the C-K extension of the function

$$
\begin{equation*}
g(\underline{v})=\left(a\left(|\underline{v}|^{2}\right) \underline{e}_{1}+\underline{v} b\left(|\underline{v}|^{2}\right)\right) M_{k}(\underline{v}) \tag{15}
\end{equation*}
$$

where the polynomial $M_{k}(\underline{v})$ is monogenic and homogeneous of degree $k$.
Remark 4. Any real analytic function in a radially symmetric domain can be decomposed into a series of functions of the form (15). Therefore, it is sufficient for us to consider $g(\underline{v})$ in the following computation.
Theorem 4. The C-K extension of $g(\underline{v})$ of the form (15) can be written as

$$
\begin{equation*}
f(\underline{x})=\left(A\left(x_{1},|\underline{v}|^{2}\right) \underline{e}_{1}+B\left(x_{1},|\underline{v}|^{2}\right) \underline{v}\right) M_{k}(\underline{v}) \tag{16}
\end{equation*}
$$

where $A$ and $B$ are scalar-valued functions.

In order to find the explicit form of the functions $A$ and $B$ in (16), we substitute $g(\underline{v})$ of the form (15) in the C-K extension (14), i.e.

$$
C K(g)(\underline{x})=\sum_{\ell=0}^{\infty} \frac{\left(x_{1} \underline{e}_{1} \partial_{\underline{v}}\right)^{\ell}}{\ell!}\left(\underline{e}_{1} a\left(|\underline{v}|^{2}\right) M_{k}(\underline{v})\right)+\sum_{\ell=0}^{\infty} \frac{\left(x_{1} \underline{e_{1}} \partial_{\underline{v}}\right)^{\ell}}{\ell!}\left(\underline{v} b\left(|\underline{v}|^{2}\right) M_{k}(\underline{v})\right) .
$$

To compute the C-K extension, we need to investigate the actions $\partial_{\underline{v}}^{\ell}\left(a\left(|\underline{v}|^{2}\right) M_{k}(\underline{v})\right)$ and $\partial_{\underline{v}}^{\ell}\left(\underline{v} b\left(|\underline{v}|^{2}\right) M_{k}(\underline{v})\right)$. To this end, we require the following lemmas.

Lemma 2. Let $n \in \mathbb{N}, \underline{x} \in \mathbb{R}_{m}$, then

$$
\partial_{\underline{x}} \underline{x}^{n}= \begin{cases}-n \underline{x}^{n-1}+\underline{x}^{n} \partial_{\underline{x}} & \text { if } n \text { is even }, \\ -(m+n-1) \underline{x}^{n-1}-\underline{x}^{n} \partial_{\underline{x}}-2 \underline{x}^{n-1} \mathbb{E} & \text { if } n \text { is odd } .\end{cases}
$$

Lemma 3. For any given real-valued function $f\left(|\underline{x}|^{2}\right)$, we have

$$
\partial_{\underline{x}} \underline{x}^{n} f\left(|\underline{x}|^{2}\right)= \begin{cases}-n \underline{x}^{n-1} f\left(|\underline{x}|^{2}\right)+2 \underline{x}^{n+1} f^{\prime}\left(|\underline{\mid x}|^{2}\right)+\underline{x}^{n} f\left(\left|\underline{\left.\right|^{2}}\right|^{2}\right) \partial_{\underline{x}} & \text { if } n \text { is even, } \\ -(m+n-1) \underline{x}^{n-1} f\left(|\underline{x}|^{2}\right)+2 \underline{x}^{n+1} f^{\prime}\left(|\underline{x}|^{2}\right)-\underline{x}^{n} f\left(|\underline{x}|^{2}\right) \partial_{\underline{x}}-2 \underline{x}^{n-1} f\left(|\underline{x}|^{2}\right) \mathbb{E} & \text { if } n \text { is odd. }\end{cases}
$$

Proof. Denote by $P(\underline{x})$ any Clifford-valued polynomial. Consider even and odd cases separately with respect to $n$.

1. When $n$ is odd, we apply Lemma 2 and obtain

$$
\partial_{\underline{x}} \underline{x}^{n} f\left(|\underline{x}|^{2}\right) P(\underline{x})=\left(-(m+n-1) \underline{x}^{n-1}-\underline{x}^{n} \partial_{\underline{x}}-2 \underline{x}^{n-1} \mathbb{E}\right) f\left(|\underline{x}|^{2}\right) P(\underline{x}) .
$$

By further computation of the Dirac operator $\partial_{x}$ and the Euler operator $\mathbb{E}$ on the function $f\left(|x|^{2}\right)$, we thus obtain

$$
\partial_{\underline{x}} \underline{x}^{n} f\left(|\underline{x}|^{2}\right) P(\underline{x})=\left(-(m+n-1) \underline{x}^{n-1} f\left(|\underline{x}|^{2}\right)+2 \underline{x}^{n+1} f^{\prime}\left(|\underline{x}|^{2}\right)-\underline{x}^{n} f\left(|\underline{x}|^{2}\right) \partial_{\underline{x}}-2 \underline{x}^{n-1} f\left(|\underline{x}|^{2}\right) \mathbb{E}\right) P(\underline{x}) .
$$

2. When $n$ is even, we apply Lemma 2 again

$$
\begin{aligned}
\partial_{\underline{x}} \underline{x}^{n} f\left(|\underline{x}|^{2}\right) P(\underline{x}) & =-n \underline{x}^{n-1} f\left(|\underline{x}|^{2}\right) P(\underline{x})+\underline{x}^{n} \partial_{\underline{x}} f\left(|\underline{x}|^{2}\right) P(\underline{x}) \\
& =\left(-n \underline{x}^{n-1} f\left(|\underline{x}|^{2}\right)+2 \underline{x}^{n+1} f^{\prime}\left(|\underline{x}|^{2}\right)+\underline{x}^{n} f\left(|\underline{x}|^{2}\right) \partial_{\underline{x}}\right) P(\underline{x}) .
\end{aligned}
$$

This proves the lemma.
Remark 5. Since $\underline{x}=x_{1} \underline{e}_{1}+\underline{v}$, with $\underline{v}=\sum_{i=2}^{m} \underline{e}_{i} x_{i}$. Let $\partial_{\underline{v}}=\sum_{i=2}^{m} \underline{e}_{i} \partial_{x_{i}}$ be the Dirac operator corresponding to $\underline{v}$. It is clear that $\underline{e}_{1}$ is orthogonal to $\underline{v}$, i.e. $\underline{e}_{1} \underline{v}=-\underline{v} \underline{e}_{1}$ and $\underline{e}_{1} \partial_{\underline{v}}=-\partial_{\underline{v}} \underline{e}_{1}$.

Now we consider the action of the operator $\underline{e}_{1} \partial_{\underline{v}}$ on $\underline{e}_{1} a\left(|\underline{v}|^{2}\right) M_{k}(\underline{v})$. We thus have the following lemma.

Lemma 4. Let $s=m+2 k, u=|\underline{v}|^{2}$. Let $M_{k}(\underline{v})$ be a monogenic homogeneous polynomial of degree $k$, then we have

$$
\begin{gathered}
\left(\underline{e}_{1} \partial_{\underline{v}}\right)^{\ell} \underline{e}_{1} a(u) M_{k}(\underline{v})= \begin{cases}2^{2 j+1} \sum_{n=0}^{j} \alpha_{2 j+1, n} \underline{v}^{2 n+1} a^{(n+j+1)}(u) M_{k}(\underline{v}) & \ell=2 j+1, \\
2^{2 j} \underline{e}_{1} \sum_{n=0}^{j} \alpha_{2 j, n} \underline{v}^{2 n} a^{(n+j)}(u) M_{k}(\underline{v}) & \ell=2 j,\end{cases} \\
j=0,1,2, \ldots, \text { where } \alpha_{2 j+1, n}=\frac{(-1)^{j+n}\left(j_{j-n}^{j}\right) \Gamma\left(j+\frac{s+1}{2}\right)}{\Gamma\left(n+\frac{s+1}{2}\right)} \text { and } \alpha_{2 j, n}=\frac{(-1)^{j+n}\left(j_{j-n}^{j}\right) \Gamma\left(j+\frac{s-1}{2}\right)}{\Gamma\left(n+\frac{s-1}{2}\right)} .
\end{gathered}
$$

Proof. We prove the Lemma by using induction on $\ell$.

1. For $\ell=1$, we easily compute

$$
\left(\underline{e}_{1} \partial_{\underline{v}}\right) \underline{e}_{1} a(u) M_{k}(\underline{v})=2 a^{\prime}(u) \underline{v} M_{k}(\underline{v}) .
$$

2. For $\ell=2$, we obtain from the previous case that

$$
\left(\underline{e}_{1} \partial_{\underline{v}}\right)^{2} \underline{e}_{1} a(u) M_{k}(\underline{v})=2 \underline{e}_{1}\left(-(s-1) a^{\prime}(u)+2 \underline{v}^{2} a^{\prime \prime}(u)\right) M_{k}(\underline{v}) .
$$

3. Suppose cases when $\ell<2 p$ are true. For $\ell=2 p$, using the induction hypothesis results in

$$
\left(\underline{e}_{1} \partial_{\underline{v}}\right)^{2 p} \underline{e}_{1} a(u) M_{k}(\underline{v})=\underline{e}_{1} \partial_{\underline{v}}\left(2^{2 p-1} \sum_{n=0}^{p-1} \frac{(-1)^{p+n-1}\binom{p-1}{p-n-1} \Gamma\left(p+\frac{s-1}{2}\right)}{\Gamma\left(n+\frac{s+1}{2}\right)} \underline{v}^{2 n+1} a^{(n+p)}(u) M_{k}(\underline{v})\right) .
$$

By using Lemma 3 and the fact that $M_{k}(\underline{v})$ is monogenic, we have

$$
\left(\underline{e}_{1} \partial_{\underline{v}}\right)^{2 p} \underline{e}_{1} a(u) M_{k}(\underline{v})=2^{2 p} \underline{e}_{1} \sum_{n=0}^{p} \frac{(-1)^{p+n}\binom{p}{p-n} \Gamma\left(p+\frac{s-1}{2}\right)}{\Gamma\left(n+\frac{s-1}{2}\right)} \underline{2}^{2 n} a^{(n+p)}(u) M_{k}(\underline{v})
$$

which proves the result for $\ell=2 p$.
4. When $\ell=2 p+1$, we use the induction hypothesis again and obtain

$$
\left(\underline{e}_{1} \partial_{\underline{v}}\right)^{2 p+1} \underline{e}_{1} a(u) M_{k}(\underline{v})=\underline{e}_{1} \partial_{\underline{v}}\left(2^{2 p} \underline{e}_{1} \sum_{n=0}^{p} \frac{(-1)^{p+n}\binom{p}{p-n} \Gamma\left(p+\frac{s-1}{2}\right)}{\Gamma\left(n+\frac{s-1}{2}\right)} \underline{v}^{2 n} a^{(n+p)}(u) M_{k}(\underline{v})\right) .
$$

Similarly, by Lemma 3 we get

$$
\left(\underline{e}_{1} \partial_{\underline{v}}\right)^{2 p+1} \underline{e}_{1} a(u) M_{k}(\underline{v})=2^{2 p+1} \sum_{n=0}^{p} \frac{(-1)^{p+n}\binom{p}{p-n} \Gamma\left(p+\frac{s+1}{2}\right)}{\Gamma\left(n+\frac{s+1}{2}\right)} \underline{2}^{2 n+1} a^{(n+p+1)}(u) M_{k}(\underline{v}),
$$

which proves the result for $\ell=2 p+1$.

Remark 6. The coefficients $\alpha_{2 j+1, n}$ and $\alpha_{2 j, n}$ in the lemma have recurrence relations which are

$$
\left\{\begin{array}{l}
\alpha_{2 j+1, n}=-(n+1) \alpha_{2 j, n+1}+\alpha_{2 j, n},  \tag{17}\\
2 \alpha_{2 j, n}=-(m+2 k+2 n-1) \alpha_{2 j-1, n}+2 \alpha_{2 j-1, n-1},
\end{array}\right.
$$

where $n=0,1,2, \ldots, j-1$.
Using the same method, we can obtain the following Lemma.
Lemma 5. For any given function b(u), we have

$$
\left(\underline{e}_{1} \partial_{\underline{v}}\right)^{\ell} \underline{v} b(u) M_{k}(\underline{v})= \begin{cases}2^{2 j+1} \underline{e}_{1} \sum_{n=0}^{j+1} \beta_{2 j+1, n} \underline{v}^{2 n} b^{(n+j)}(u) M_{k}(\underline{v}) & \ell=2 j+1, \\ 2^{2 j} \sum_{n=0}^{j} \beta_{2 j, n} \underline{v}^{2 n+1} b^{(n+j)}(u) M_{k}(\underline{v}) & \ell=2 j,\end{cases}
$$

$j=0,1,2, \ldots$, where $\beta_{2 j+1, n}=\frac{(-1)^{j+n+1}\left({ }_{j-n+1}^{j+1}\right) \Gamma\left(j+\frac{s+1}{2}\right)}{\Gamma\left(n+\frac{s-1}{2}\right)}$ and $\beta_{2 j, n}=\frac{(-1)^{j+n}\left({ }_{j}^{j}\right) \Gamma\left(j+\frac{s+1}{2}\right)}{\Gamma\left(n+\frac{s+1}{2}\right)}$.

Remark 7. The coefficients $\beta_{2 j+1, n}$ and $\beta_{2 j, n}$ also satisfy the recurrence relations

$$
\left\{\begin{array}{l}
2 \beta_{2 j+1, n}=-(s+2 n+1) \beta_{2 j, n}+2 \beta_{2 j, n-1}  \tag{18}\\
\beta_{2 j, n}=-(n+1) \beta_{2 j-1, n+1}+\beta_{2 j-1, n}
\end{array}\right.
$$

where $n=0,1,2, \ldots, j-1$.
Now we can compute the explicit formula of the general C-K extension

$$
C K(g)(\underline{x})=\sum_{\ell=0}^{\infty} \frac{\left(x_{1} \underline{e}_{1} \partial_{\underline{v}}\right)^{\ell}}{\ell!}\left(\underline{e}_{1} a(u) M_{k}(\underline{v})\right)+\sum_{\ell=0}^{\infty} \frac{\left(x_{1} \underline{e}_{1} \partial_{\underline{v}}\right)^{\ell}}{\ell!}\left(\underline{v} b(u) M_{k}(\underline{v})\right)
$$

Denote the right-hand side of the above formula by

$$
I_{1}=\sum_{\ell=0}^{\infty} \frac{\left(x_{1} \underline{e}_{1} \partial_{\underline{v}}\right)^{\ell}}{\ell!}\left(\underline{e}_{1} a(u) M_{k}(\underline{v})\right)
$$

and

$$
I_{2}=\sum_{\ell=0}^{\infty} \frac{\left(x_{1} \underline{e}_{1} \partial_{\underline{v}}\right)^{\ell}}{\ell!}\left(\underline{v} b(u) M_{k}(\underline{v})\right)
$$

Firstly, we compute $I_{1}$. Making use of Lemma 4 gives

$$
\begin{aligned}
I_{1}= & \sum_{j=0}^{\infty} \frac{x_{1}^{2 j+1}}{(2 j+1)!}\left(\underline{e}_{1} \partial_{\underline{v}}\right)^{2 j+1}\left(\underline{e}_{1} a(u) M_{k}(\underline{v})\right)+\sum_{j=0}^{\infty} \frac{x_{1}^{2 j}}{(2 j)!}\left(\underline{e}_{1} \partial_{\underline{v}}\right)^{2 j}\left(\underline{e}_{1} a(u) M_{k}(\underline{v})\right) . \\
= & \sum_{j=0}^{\infty} \frac{x_{1}^{2 j+1}}{(2 j+1)!}\left(2^{2 j+1} \sum_{n=0}^{j} \frac{(-1)^{j+n}\binom{j}{j-n} \Gamma\left(j+\frac{s+1}{2}\right)}{\Gamma\left(n+\frac{s+1}{2}\right)} \underline{v}^{2 n+1} a^{(n+j+1)}(u) M_{k}(\underline{v})\right) \\
& +\sum_{j=0}^{\infty} \frac{x_{1}^{2 j}}{(2 j)!}\left(2^{2 j} \underline{e}_{1} \sum_{n=0}^{j} \frac{(-1)^{j+n}\binom{j}{j-n} \Gamma\left(j+\frac{s-1}{2}\right)}{\Gamma\left(n+\frac{s-1}{2}\right)} \underline{v}^{2 n} a^{(n+j)}(u) M_{k}(\underline{v})\right) .
\end{aligned}
$$

Rearranging the summation above yields

$$
\begin{aligned}
I_{1}= & \sum_{n=0}^{\infty} \frac{(-1)^{n} 2^{2 n+1}}{\Gamma\left(n+\frac{s}{2}+\frac{1}{2}\right)} \underline{v} u^{n} x_{1}^{2 n+1} a^{(2 n+1)}(u) \sum_{j=0}^{\infty} \frac{(-1)^{j} 2^{2 j}\binom{j+n}{j} \Gamma\left(j+n+\frac{s+1}{2}\right)}{\Gamma(2 j+2 n+2)} x_{1}^{2 j} a^{(j)}(u) M_{k}(\underline{v}) \\
& +\sum_{n=0}^{\infty} \frac{(-1)^{n} 2^{2 n}}{\Gamma\left(n+\frac{s}{2}-\frac{1}{2}\right)} \underline{e}_{1} u^{n} x_{1}^{2 n} a^{(2 n)}(u) \sum_{j=0}^{\infty} \frac{(-1)^{j} 2^{2 j}\binom{j+n}{j} \Gamma\left(j+n+\frac{s-1}{2}\right)}{\Gamma(2 j+2 n+1)} x_{1}^{2 j} a^{(j)}(u) M_{k}(\underline{v})
\end{aligned}
$$

Denote

$$
\Phi_{\alpha, \beta, \kappa}\left(x_{1}, \partial_{u}\right)[f(u)]=\frac{2^{\kappa} x_{1}^{\kappa} \partial_{u}^{\kappa}}{(-1)^{\alpha} \kappa!}{ }_{1} F_{1}\left(\alpha+\frac{s+1}{2} ; \beta+\frac{1}{2} ;-x_{1}^{2} \partial_{u}\right) f(u)
$$

where ${ }_{1} F_{1}(a ; b ; z)=\sum_{k=0}^{\infty} \frac{(a)_{k}}{(b)_{k}} \frac{z^{k}}{k!}$ is the hypergeometric function. Then $I_{1}$ can be written as

$$
I_{1}=\sum_{n=0}^{\infty} \underline{v} u^{n} \Phi_{n, n+1,2 n+1}\left(x_{1}, \partial_{u}\right)[a(u)] M_{k}(\underline{v})-\sum_{n=0}^{\infty} \underline{e}_{1} u^{n} \Phi_{n-1, n, 2 n}\left(x_{1}, \partial_{u}\right)[a(u)] M_{k}(\underline{v})
$$

Similarly, we can obtain $I_{2}$ in terms of $\Phi$, which gives us the following result.

Theorem 5. Let $\underline{x}=x_{1} \underline{e}_{1}+\underline{v}$ where $\underline{v} \in \mathbb{R}_{m-1}, u=|\underline{v}|^{2}$. Any function $g(\underline{v})$ of the form (15) has an axially monogenic extension $f(\underline{x})$ of the form (16) in which the function $A\left(x_{1}, u\right)$ can be written as

$$
\begin{aligned}
A\left(x_{1}, u\right)= & -(s-1) x_{1} \Phi_{0,1,0}\left(x_{1}, \partial_{u}\right)[b(u)]-\sum_{n=0}^{\infty}\left(u^{n} \Phi_{n-1, n, 2 n}\left(x_{1}, \partial_{u}\right)[a(u)]\right. \\
& \left.+\frac{1}{n+1} u^{n+1} \Phi_{n, n+1,2 n+1}\left(x_{1}, \partial_{u}\right)[b(u)]+\frac{2 n+1}{2 n+2} u^{n+1} \Phi_{n, n, 2 n+1}\left(x_{1}, \partial_{u}\right)[b(u)]\right),
\end{aligned}
$$

and the function $B\left(x_{1}, u\right)$ can be written as

$$
B\left(x_{1}, u\right)=\sum_{n=0}^{\infty}\left(u^{n} \Phi_{n, n+1,2 n+1}\left(x_{1}, \partial_{u}\right)[a(u)]+u^{n} \Phi_{n, n, 2 n}\left(x_{1}, \partial_{u}\right)[b(u)]\right),
$$

where $s=m+2 k$.
Remark 8. It is easy to check that the C-K extension $f(\underline{x})$ we obtained in Theorem 5 is monogenic and satisfies the restriction condition.
Remark 9. In the case when $g(\underline{v})=\left(a\left(|\underline{\mid}|^{2}\right)+\underline{e}_{1} \underline{v} b\left(|\underline{v}|^{2}\right)\right) M_{k}(\underline{v})$, the $C$ - $K$ extension $f(\underline{x})$ in Theorem 4 can be written as

$$
\begin{equation*}
f(\underline{x})=\left(A\left(x_{1},|\underline{v}|^{2}\right)+B\left(x_{1},|\underline{v}|^{2}\right) \underline{e}_{1} \underline{v}\right) M_{k}(\underline{v}) . \tag{19}
\end{equation*}
$$

Theorem 6. Let $\underline{y}=y_{1} \underline{e}_{1}+\rho \underline{\eta}, \underline{\eta} \in \mathbb{S}^{m-2}, f\left(y_{1}, \rho \underline{\eta}\right)=C K\left((\rho \underline{\eta})^{s} M_{k}(\rho \underline{\eta})\right)$. Then the Bargmann-Radon transform for the $\bar{C}-K$ extension $f\left(y_{1}, \rho \underline{)}\right)$ can be written as

$$
R_{\mathcal{I}}[f](\underline{x})= \begin{cases}\sigma_{k, 2 n}\left(x_{1}+i\langle\underline{x}, \underline{s}\rangle\right)^{2 n+k} \frac{\tau}{\tau^{\dagger}} M_{k}(\underline{s}), & s=2 n, \\ \sigma_{k, 2 n+1}\left(x_{1}+i\langle\underline{x}, \underline{s}\rangle\right)^{2 n+k+1} \underline{\sim} M_{k}(\underline{s}), & s=2 n+1 .\end{cases}
$$

where $\sigma_{k, \text {. }}$ is constant.
Proof. Recalling the Bargmann-Radon transform (5), we rewrite it as

$$
R_{\underline{\tau}}[f](\underline{x})=\frac{1}{(2 \pi)^{m / 2}} \sum_{\ell=0}^{\infty} \gamma_{\ell}\langle\underline{x}, \underline{\tau}\rangle^{\ell} \underline{\tau} \underline{\tau}^{\dagger} \int_{\mathbb{R}^{m}} e^{-|\underline{y}|^{2} / 2}\left\langle\underline{y}, \underline{\tau}^{\dagger}\right\rangle^{\ell} f(\underline{y}) d \underline{y} .
$$

We first consider the integral, denoted by $I$, in the above formula. Let $\underline{y}=r \underline{\omega}, \underline{\omega} \in \mathbb{S}^{m-1}$, then $|\underline{y}|^{2}=r^{2}$ and the integral can be written as

$$
I=\int_{0}^{+\infty} \int_{\mathbb{S}^{m-1}} e^{-r^{2} / 2} r\left\langle\underline{\omega}, \underline{\tau}^{\dagger}\right\rangle^{\ell} f(r \underline{\omega}) r^{m-1} d S(\underline{\omega}) d r
$$

We recall that $f$ is a spherical monogenic function to the variable $y$ of degree $k+s$. Then for fixed $r>0, f(r \underline{\omega})=r^{k+s} f(\underline{\omega})$ and

$$
I=\int_{0}^{+\infty} e^{-r^{2} / 2} r^{m+k+s} d r \int_{\mathbb{S}^{m-1}}\left\langle\underline{\omega}, \underline{\tau}^{\dagger}\right\rangle^{k+s} f(\underline{\omega}) d S(\underline{\omega})
$$

Due to the orthogonality of spherical monogenics, only the case of $\ell=k+s$ remains in the transform. Therefore, using cylindrical coordinates, we have

$$
\begin{aligned}
R_{\underline{\tau}}[f](\underline{x}) & =\frac{1}{(2 \pi)^{m / 2}} \gamma_{k+s}\langle\underline{x}, \underline{\tau}\rangle^{k+s} \underline{\tau} \underline{\tau}^{\dagger} \int_{\mathbb{R}^{m}} e^{-|\underline{y}|^{2} / 2}\left\langle\underline{y}, \underline{\tau}^{\dagger}\right\rangle^{k+s} f(\underline{y}) d \underline{y} \\
& =\frac{1}{(2 \pi)^{m / 2}} \gamma_{k+s}\langle\underline{x}, \underline{\tau}\rangle^{k+s} \underline{\tau} \underline{\tau}^{\dagger} \int_{\mathbb{R}} \int_{0}^{+\infty} \int_{\mathbb{S}^{m-2}} e^{-\frac{y_{1}^{2}+\rho^{2}}{2}}\left(-y_{1}+i \rho\langle\underline{\eta}, \underline{s}\rangle\right)^{k+s} f\left(y_{1}, \rho \underline{\eta}\right) d S(\underline{\eta}) d \rho d y_{1} .
\end{aligned}
$$

Similar to Theorem 2, we can obtain the Bargmann-Radon transform via the Funk-Hecke Theorem. Making use of the two forms (16) and (19) of the C-K extension $f\left(y_{1}, \rho \underline{\eta}\right)$, the transform can be written as

$$
R_{\underline{\tau}}[f](\underline{x})=\langle\underline{x}, \underline{\tau}\rangle^{k+s} \underline{\tau} \underline{\tau}^{\dagger}\left(T_{k, s} \underline{e}_{1}+S_{k, s} \underline{s}\right) M_{k}(\underline{s})
$$

or

$$
R_{\underline{\tau}}[f](\underline{x})=\langle\underline{x}, \underline{\tau}\rangle^{k+s} \underline{\tau} \underline{\tau}^{\dagger}\left(T_{k, s}+S_{k, s} \underline{e}_{1} \underline{s}\right) M_{k}(\underline{s})
$$

where $T_{k, s}$ and $S_{k, s}$ are constants. Furthermore, we have the relations

$$
\underline{\tau} \underline{\tau}^{\dagger} \underline{e}_{1} \underline{s}=-i \underline{\tau} \underline{\tau}^{\dagger}, \quad \underline{\tau} \underline{\tau}^{\dagger} \underline{e}_{1}=i \underline{\tau} \underline{\tau}^{\dagger} \underline{s}=2 \underline{\tau}
$$

Making use of the relations above results in

$$
R_{\underline{\tau}}[f](\underline{x})= \begin{cases}\sigma_{k, 2 n}\left(x_{1}+i\langle\underline{x}, \underline{s}\rangle\right)^{2 n+k} \tilde{\tau}^{\dagger} M_{k}(\underline{s}), & s=2 n \\ \sigma_{k, 2 n+1}\left(x_{1}+i\langle\underline{x}, \underline{s}\rangle\right)^{2 n+k+1} \underline{\tau} M_{k}(\underline{s}), & s=2 n+1\end{cases}
$$

which is the Bargmann-Radon transform for the C-K extension of the polynomial $(\rho \underline{\eta})^{s} M_{k}(\underline{\eta})$.
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