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Abstract: In this paper we study the Bargmann-Radon transform and a class of monogenic
functions called axially monogenic functions. First we compute the explicit formula of the
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1 Introduction

Johann Radon first introduced the Radon transform as an integral transform over a line, see
[11, 18]. The Radon transform is widely used in pure mathematics e.g. partial differential
equations as well as applied mathematics e.g. tomography and X-ray transforms, e.g. [9, 24].
Therefore, it is an essential tool in technologies in medicine and engineering. The transform
has also been generalized into higher-dimensional Euclidean spaces and provided some new
insights in domains such as geometry and functional analysis, see e.g. [5, 14].

In this paper, we further investigate the Radon transform in the Clifford analysis setting.
Some initial results can be found in [19, 20, 23]. More recently, other associated transforms
such as the Segal-Bargmann, the Szeg6-Radon and the Bargmann-Radon transforms have
been investigated, see e.g. [7, 8, 17].

In our work, we continue the study of the Bargmann-Radon transform. This transform is de-
fined as the projection of the real Bargmann module (of monogenic square integrable functions
with Gaussian density) on the closed submodule of monogenic plane waves (z, I)ZL where
T =t+1is,t L s. A complete characterization of this projection in the general monogenic
setting can be found in [8].

Our main goal is to study the action of the Bargmann-Radon transform on a specific type
of monogenic functions, namely axially monogenic functions. These are null solutions of the
Dirac operator with an additional axial symmetry, modelled by a Vekua-type system, e.g.
[10, 12, 15, 22, 25]. This theory is closely related to holomorphic functions of a single com-
plex variable and the plane elliptic system, see [6, 21]. Some preliminary work has already
been done in [7] where the authors obtained the Cauchy-Kowalewski extension and inversion
formula for of axially monogenic functions.

This paper is organized as follows. In Section 2, we introduce preliminary results related to
Clifford analysis, in particular to Bargmann-Radon transform. In Section 3, we introduce
a certain type of monogenic functions called axially monogenic functions. We compute the
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Bargmann-Radon transform for axially monogenic functions by using the Funk-Hecke The-
orem [13]. We also give an explicit formula for the transform in terms of hypergeometric
functions [2, 16]. In Section 4, we introduce the Cauchy-Kowalewski extension [4, 10] and
give an explicit formula for the general C-K extension. Finally we make use of the C-K
extension in an example of the Bargmann-Radon transform for axially monogenic functions.

2 Preliminary results

The real Clifford algebra R,, is generated by the standard basis {e;, €s, ..., ¢,,} of R™ where

the multiplication is defined by the relations ee; +eje; = —26;5. A general element of Ry,
can be written as @ = ) 4, eqa4, where A = {i1,...,4,} C {1,2,...,m}, i1 < ... <4, isa
multi-index, e4 = ¢;,¢;,...¢; and e; = 1, aq € R. In particular, vectors in R™ are of the

form z = Y " e;x; which are equipped with the inner product (z,y) = > ;" z;y; and the
norm |z| = (312, 27)'/2.

We can also define the complex Clifford algebra by C,, = C ® R,,, whose elements are of the
form ¢ =) 4 eaca, where ¢4 € C. Moreover, the Hermitian conjugation is then defined as

O =uf X (pae)t = el el =—¢;, j=1,....m, ApeCy,
where (14 stands for the complex conjugate of the complex number fi4.

Definition 1 (Monogenic function). A function f(x) is called (left-)monogenic on an open
subset of R™ if it is differentiable and

8@]0(@) =0,
where 0y = Y, €;04, 1s the Dirac operator.

i=1=

Definition 2 (Harmonic functions). Any function f: R™ — R,, that satisfies the relation
Agpf(z) =0
is called a harmonic function, where A, is the Laplacian operator A, = —8; = 27:1 8_,%j.
Remark 1. A polynomial My (zx) is called inner spherical monogenics of degree k if
OxMy(z) =0, EM(z) = kM (z)

where & = ZTzl 10y, is the Euler operator. Similarly, a polynomial Hy(z) is called spherical
harmonics of degree k if

AgHy(z) =0, EHg(z)=kHg(x).

Let B(0,1) be the unit ball {z € R™ : |z| < 1} in R™ and S™~! be its boundary, the unit
sphere.

Definition 3. Let ML?(B(0,1)) be the right C,,-module of monogenic functions, f : B(0,1) —
C,, for which the restriction to unit sphere is square integrable, i.e.

[/Sml F1(w) f(w)dS(w) <o

The projection operator [.]o maps an element a € C,, to its scalar-valued part which in this
case s a positive real number.



To study the Bargmann-Radon transform, it is necessary to introduce the real and the
complex monogenic Bargmann module. Denote by £2(R™) the space of Clifford-valued square
integrable functions on R™.

Definition 4 (Monogenic Bargmann module). Denote the monogenic Bargmann module by
MB(R™) which consists of monogenic functions f on R™ such that

Fz)e kel /4 e c2(mm)y,

This module is equipped with the C,,-valued inner product

(2ﬂ-;m/2 /Rm e 2 (z)g () dx. (1)

<f7 g)MB =

Remark 2. These concepts are usually introduced in the setting of several complex variables.
Let z = z + iy where x,y € R™, i.e. z = E;nzl €%, where zj = xj +1iy; € C. Denote
by M(C™) the right module of entire holomorphic functions f(z) on C™ which are complex
monogenic, i.e. Jyf(z) =0, where 9, =371, €;0,;, 0,; = %(&W — 10y, ).
The Segal-Bargmann-Fock space B(C™) is the Hilbert module of C,,-valued holomorphic
entire functions in C™ which are square-integrable with respect to the 2m-dimensional Gaus-

sian density, i.e.

1
— | e (o) P dedy < oo
T cm -

This space is equipped with the inner product
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{(f98=— . = £1(2)g(2)dady. (2)
Thus we can define the monogenic Bargmann module MB(C™) = M(C™) N B(C™) which is
equipped with the same inner product as in (2).

Definition 5. For any given T =t +1is, t,s € R™, where |t| = |s| =1 and t L s, denote by
MB(1) the closure of the right C,,-module which consists of all finite linear combinations of
(z,7)'7, € €N, where (z,7) = (z,1) + i(z, s).

In the following, we introduce the Bargmann-Radon kernel and the Bargmann-Radon
transform, more details can be found in [7, §].

Definition 6 (Bargmann-Radon kernel associated with 7). Let xz, y € R™. For any given
T=t+is, t,5s € R™, where |t| = |s| =1 and t L s, the Bargmann-Radon kernel B, (z,y) is
defined as

T
Br(z,y) = %e*%@@(g,ﬂ) )
or _
Br(z,y) =Y yelz,r)rri(y. ) "
=0

—1)¢
where vy = 622%

Remark 3. The Bargmann-Radon kernel B;(x,y) is a reproducing kernel for the C,,-module

MB(1), i.e. f(y) = (Br(z,y), f(x))mp and it is Hermitian, i.e. B;(y,z) = By (z,y)'.

Definition 7 (Bargmann-Radon transform). The Bargmann-Radon transform is a projection
operator from MB(R™) to MB(1), which can be written as the integral

1

R:[fl(z) = W /Rm 67‘3|2/2Bl(g,g)f(y)dy. (5)
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Funk-Hecke theorem is essential for our computation. By using the previous notations,
the theorem can be stated as follows (see [1, 13]).

Theorem 1 (Funk-Hecke theorem). Let §,n € S™=1 and let ¢ be a real-valued function whose
domain contains [—1,1]. Let Hy(&) be a spherical harmonic polynomial of degree k. Then we
have

w@mmwwwz“%*mw[ywﬁ1wuﬁwﬂ%t<®

sm—1 (m — Q)k
where dS(n) is the scalar element of surface area on S™~1. C&(t) is a Gegenbauer polynomial,

Am = 72;(7;/)2 is the area of the unit sphere in R™ and (a) = a(a+1)---(a + k — 1) is the
2

Pochhammer symbol.

To be able to calculate the integral on the right hand side of (6), we need the following
lemma (see [16]).

Lemma 1. Let Ci(t) be a Gegenbauer polynomial, then we have

/%%$@ﬂ—ﬁféﬁ=L%ﬂJ) (7)
1

where )
72720701 (k 4 2a)T(j + 1)

ED()T(1+%+a+HrA+4-5%)

L(k,a,j) = ((=1)"** +1)

for all j e NU{0}.

3 Bargmann-Radon transform for axially monogenic functions

In this section we first introduce axially monogenic functions. Then we compute the Bargmann-
Radon transform for axially monogenic functions and give explicit formulas for the transform.

Let €2 be an open subset of R™ which is invariant under SO(m —1). According to [21, 22],
any left monogenic function f(z) in Q can be written as

fl@) =Y Tif(z),
k=0

where ITj, f () is a so-called axial monogenic function of degree k. Let (z1, p,n) € RxR, xS™~2

be cylindrical coordinates such that z = x1e; + pn. Then for a fixed pair (1, p), the function
ITj f(z) has the form

e f(z) = (A(21, p)ey +nB(x1,p)) Mi(n), (9)
or equivalently

1. f(z) = (A(z1,p) + e1nB(z1, p)) Mi(n), (10)
where My(n) is inner spherical monogenic polynomial of degree k on Sm=2. Moreover, the
functions A and B satisfy the Vekua-type system (see [22]),

a2 A(x1,p) — &B(x1,p) = B2 B (a1, p),
aigng(xhp) + %A(xlap) = %A(xlvp)'

Functions of the form (9) and (10) are called axially monogenic functions, see e.g. [10, 12,
15, 22, 25]. For the sake of simplicity, we will project axially monogenic function of the form
(9) on the submodule MB(r) with t = e; and s € S™ 2. The other case can be obtained in
a similar way.



Theorem 2. The Bargmann-Radon transform of an azially monogenic function f(y) of the
form (9) can be written as

Re(f)(z) = 22" (B((z,7))ey + F({z, 1))s) M(s)

where E and F are holomorphic functions of the variable (x,T), My is spherical monogenic
of degree k.

Proof. Let (y1,p,n) € R x Ry x 8™~ 2 be cylindrical coordinates such that Yy = yie; + pn.
Since 7 =t +is,t =e;, s € S" 2t L s, we have

(y,7") = (yiey + pn, —t + is) = —y1 +ip(n, s)-
Therefore Bargmann-Radon kernel (3) can be written as
By(z,y) == e 20 (ontiets) — £ 118 ((2, 1), —y1 + ip(n, 5)),

where B((z,7), —y1 +ip(n, s)) = %e—%@@(—yﬁzp(g@). By using cylindrical coordinates, the

Bargmann-Radon transform (5) can be expressed as

1 —+o0 B y2+p2 -
R:(fl(z) =7 e” 7 Br(z,yiey + pn) f(yr, p,0)p™2dS () dpdy
(27T)m/2 R Jo Sm—2

In order to further compute the transform, we substitute the function f by its axially mono-
genic form (9). Then we obtain

Tl oo y1+ﬂ
R0 = o [ [ /S B, it )
x (A(y1, p)es + B(yr, p)n) My(n)p™>dS(n)dpdy,.

We first consider the spherical integral in R[f](x), i.e.

I= /Sm , 6}%?25(@7 ), —y1 + ip(n, 5)) (A(y1, p)e; + B(y1, p)n) Mi(n)dS(n).

It is natural to split the above integral into two parts

y%-&-pz

= e Bl -+ it ) Al p)es Mi(n)dS ()

and

= /Sm_2 e—y%;pz B((g,z% —y1 + ip<ﬂ7§>)B(3/17P)ﬂMk(ﬁ)dS(n).

Applying Funk-Hecke theorem on I; results in

y%+p2

A2 / Bllaz) -+ )G (1= )" (5 A peadie)) . (1)

(m — 3)k

1=

Similarly, we obtain

y%er

/ B({z,T), —y1 —I—zpt)Ckfl (1-t)" dt( 2 2B(;gl,p)ssjwk(s)) :
(12)

(k+ 1)1A; o
(m 3k+1

I =



Therefore, the transform can be written as
R.[fl(z) = 77" (E((z,1))e; + F((z,1))s) My(s)

in which

oo _ui+e? ms 9y m=4 m—2
(z,1) ¢k 2 B((z, 1), —y1 +ipt)Cy, (l—t) 2 A(y1, p)p™ ™ “dtdpdyr,

and

+oo it +p
F((z,1) ¢k+1/ / / 2 (x,T), —1n —i—zpt)C’k_fl (1-— t2) B(yl,p)pm_thdpdyl

where ¢, = W is a scalar coefficient. Since the Bargmann-Radon kernel Br(z,y)
2

3k
is holomorphic, therefore functions F and F' are also holomorphic of the variable (z,7). O

In the following, we investigate the explicit form of the Bargmann-Radon transform for
axially monogenic functions. We first compute the integrals (11) and (12). Then we try to
present the result in a concrete form.

Similar to [8], the Bargmann-Radon kernel can also be written as in (4), then we have

B((z,1), —y1 +ip(n, s Zw (@, 7)" (—y1 +ip(n, 5))". (13)

First we consider [; again in (11). Replacing the kernel in I; results in

2+2

k:'A

e / Zw (2, 1)~ +ipt)(C, (1 — )" dt < -5 A(y1,p)ele(S)>
=0

Using the binomial formula to compute (—y; + ipt) gives

1 y%+p2
I o () ey [ 6 1= (" A i)

(=0 j=0 J

Making use of formula (7) to compute the integral results in

L= ZZ% z,7)" (linAm?))2 (Eﬂ>(_yl)( Py (k mz?’1> y%;pQA(yl,p)ﬁle(ﬁ)

§=0 £=0 J

where L(n,a, j) is defined in (8). Denote A = (z,7), I; can be written as

[ 4((-1)F +1) 2—k k+m—1 p>\?
I = 1B | 1 ) ;=
r ktm-1 2 2 16

(D~ 1) pA 3—k ktm  pPA\) st
+1M€1FQ (1; 5 9 ;_p16 ) e — - A(yl,p)gle(§),

where 1 F5 (a1;b1,be; 2) is the hypergeometric function defined in e.g. [16]. Let us consider
the scalar function

1
T 2 y%+p2 —y1 A

C (Auv)—lie* 2 | Lu v'—ﬂ
m,k\ Ny Uy 78]?(’&)].—‘(1)) 142 y Wy Uy 16 )



then I; can be written as

7 J —ipACoi( ,377 ) Ay, p)ey Mi(s) K is odd,
! 4C k(N 53 2ok mt )A(yl,P)Ele@) k is even.

Following a similar procedure, we can have

I 4cm,k(A,% 2E) B(ys, p)sMy(s) k is odd,
2 ipACy (N, 255, m+k+1)B(y1,p)§Mk(§) k is even.

Therefore we obtain the following theorem.

Theorem 3. The Bargmann-Radon transform for axially monogenic functions can be written
in the form

( 7'7'Jr +OO 1 k
(27r m/2// p" T AC, k(A7T7mT)A(y17p)

P2 Cm i ( 7Tk77 (y1,p s)dpdyx, k is odd,

+oo
rrf m— —k m
o m/z// (4p™2Cm (N, 255, PHE=1) Ay, p)ey
p" 1)\ka , 258, ML) By, p)s ) k(s)dpdyi, k is even.

where k is the degree of homogeneity of monogenic homogeneous polynomial My(s).

4 Bargmann-Radon transform for the C-K extension

In this section, we compute the Bargmann-Radon transform of the C-K extension of analytic
function g(pn) defined in a radially symmetric domain. In addition, we apply these results to

the case when g(pn) = (on)° My.(pn).
In general, every monogenic function f(z) is determined by its restriction f(0,v) to the

hyperplane z; = 0, where 2 = z1e; + v, v € R™"!. Conversely, any given real analytic
function ¢g(v) has a monogenic extension, which is the so-called C-K extension and reads as

f(z) = CK(g)(z) = e "C1%¢(0)
where g(v) = f(x)|z,=0, see more in [10, 22]. Therefore, we have

. (z16,0,)"
CK(g)(z) =30 9 o) (14)

£=0

In the following, we compute the Bargmann-Radon transform for axially monogenic functions
which are obtained via the C-K extension of the function

9(v) = (a(|v*)e; + vb(|v]*)) My (v) (15)
where the polynomial My (v) is monogenic and homogeneous of degree k.

Remark 4. Any real analytic function in a radially symmetric domain can be decomposed
into a series of functions of the form (15). Therefore, it is sufficient for us to consider g(v)
i the following computation.

Theorem 4. The C-K extension of g(v) of the form (15) can be written as

f@) = (Al |o)ey + Blar, [0 o) Mi(w) (16)

where A and B are scalar-valued functions.



In order to find the explicit form of the functions A and B in (16), we substitute g(v) of
the form (15) in the C-K extension (14), i.e

[e.o] [e.o]

=SB () + 380 ()

/=0 /=0

To compute the C-K extension, we need to investigate the actions 9% (a (Jo|*) My, (v)) and
8ﬁ(yb(ly|2)Mk(y)). To this end, we require the following lemmas.

Lemma 2. Letn € N, z € R, then

Opz™ =

—na" ! + "0, if n is even,
—(m+n—1)z"t - 2", — 22" 'E ifn is odd .

Lemma 3. For any given real-valued function f(|g|2), we have

8,z f(|z]?) = { —nz" L f(lzf*) + 22" £ (|2)?) + 2" £ (|2)*)Op if n is even,
s P2 == 1 (af?) + 20 ) — 2 F(2)0s — 20 (2B if s odd,

Proof. Denote by P(x) any Clifford-valued polynomial. Consider even and odd cases sepa-
rately with respect to n.

1. When n is odd, we apply Lemma 2 and obtain
dpz" f(12*) P(z) =(—(m +n —1)z"~" - 2"0, — 22" 'E) f(||*) P(2).

By further computation of the Dirac operator 0, and the Euler operator E on the
function f(Jz|?), we thus obtain

0" (12" P(x) = (=(m+n = )"~ f(12) + 20" £ () - " f(12*)0, — 2"~ f(12)E) Pa).

2. When n is even, we apply Lemma 2 again

Opa” f(|1z*) P(x) = — nz" =" f(|z*) P(x) + 2" 0, f (12[*) P(2)
=(—nz" " f(|1z*) + 22" f(|2f?) + 2" f(|2[*) ) P(a).

This proves the lemma. O

Remark 5. Since © = x1e; +v, with v = >, e;x;. Let &, = >t €;0,, be the Dirac
operator corresponding to v. It is clear that e; s orthogonal to v, i.e. equ = —ve; and

€10y = =0y ey.

Now we consider the action of the operator e;d, on e;a(|v|*)M(v). We thus have the
following lemma.

Lemma 4. Let s = m+ 2k, u= ]y|2. Let My(v) be a monogenic homogeneous polynomial of
degree k, then we have

92j+1 Zi—o i, n02n+1a(n+j+1)(u)Mk(g) (=2j+1,

(€100) €ra(u) My (v) = {

2% ey 30, g al") (u) My (v) 0 =2j,
. _ ()T _ (2 )ri+Et)
Jj=0,1,2,..., where agji1n = F(iz—k‘“gl) and o, = F(ZH-S;l) .



Proof. We prove the Lemma by using induction on ¢.

1. For ¢ =1, we easily compute
(€10s)era(u) My, (v) =2a'(u)uMj,(v).
2. For £ = 2, we obtain from the previous case that

(100)era(u) My () =2¢; (—(s — 1)a’ (u) + 2v°a” (u)) M (v).

3. Suppose cases when £ < 2p are true. For £ = 2p, using the induction hypothesis results
in

—1)ptnt (pfgil)r (p+°37) o2+ g (n+p)

(e10y)*Peya(u) My(v) =€,0, (22p ! Z I (n+ =)

(U)Mk(v)> :

By using Lemma 3 and the fact that My (v) is monogenic, we have

1)“”( 2T (0 +23)
”+s21)

(€100) ey au) My (v) =27, Z v a" ) (u) My (v)

which proves the result for ¢ = 2p.

4. When £ = 2p + 1, we use the induction hypothesis again and obtain

(518£)2p+1g1a(u)Mk( ) =€10y <22 5] Z )p+n(7j+)1; (f?)+ %)ana(nﬂ)) (“)Mk(v)) .
2
Similarly, by Lemma 3 we get
(€100)% ey a(u) My (v) =227+ Z W( +) Eﬁ; T o 1 ),
2
which proves the result for £ = 2p + 1.
O

Remark 6. The coefficients a1, and agjp in the lemma have recurrence relations which
are
azjrin = —(n+ D)agjne1 + a2jm,
(17)
209jn = —(m + 2k +2n — D)agj—1,n + 202j—1,n-1,

where n =0,1,2,...,7 — 1.
Using the same method, we can obtain the following Lemma.

Lemma 5. For any given function b(u), we have

92+ e ST By 1 b (u) My (v) £ =25 + 1
8y) vb(u) My, (v) = G Zm=0P2j+1nl X A )
O { 5 Bt D M) =2

Jj=0,1,2,..., where Bajy1n =




Remark 7. The coefficients B2j11,n and [2j, also satisfy the recurrence relations

{ 2B2j11;m = —(5+2n+1)B2jn + 2B2jn—1,
Bojn = —(n+1)B2j—1n+1 + B2j—1,n,

wheren =0,1,2,...,7 — 1.

Now we can compute the explicit formula of the general C-K extension

. (z1e,0,)"
=y A ),

and

. (z16,0,)"
1= 3" OB ) ).

Firstly, we compute I;. Making use of Lemma 4 gives

2j+1

z:2]—1—1 007" (era Z

_ i": (x?“ (22#1 ZJ: (=1)7*n (jfn)F (1] + 321)U2n+1a(n+j+1)(u)Mk(v)>

618 7 (era(u) My (v)) -

00 o) 2 ]+7L s+1

(-pr2>tt 241, (2n+1)( —DR2Y(TT (At ) )

I = ;F(n—i— n )vu xy Z 23+2n+2) xy aV (u) My (v)

(=172 (750 (j +n+ 531)
I'2j+2n+1)

o’ al9 (u) My (v).

Denote

s+1 1
O‘/:;L! 1B (a +——B+ > —1%5u> fu)

Do g (21,00) [f (u)] = 2

where 1Fi(a;b;2) =Y 12, %4 is the hypergeometric function. Then I; can be written as

o0 o

L= 00" i1 gn1 (01, 0) ()] Mi(0) = 3 et @1 mom (21, ) [a(u)] My (v).

n=0 n=0

Similarly, we can obtain I in terms of ®, which gives us the following result.
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Theorem 5. Let z = x1e; +v where v € Ry,—q,u = \Q|2. Any function g(v) of the form (15)
has an axially monogenic extension f(z) of the form (16) in which the function A(z1,u) can
be written as

[e.e]

A(zy,u) =— (s — D)x1Po 10 (z1,0,) [b(w)] — Z (u”@nl’n’gn (21, 0y) [a(u)]
n=0

1 2n+1

+7un+1q)n,n+172n+l (71, 0y) [b(u)] + o + 2

o WD it (21,00) [b(un) ,

and the function B(x1,u) can be written as

o0

B(ai,u) =) (0" Pp i1 201 (21,0,) [a(w)] + 0" @20 (21, 0) [b(w)]),
n=0

where s = m + 2k.

Remark 8. It is easy to check that the C-K extension f(x) we obtained in Theorem 5 is
monogenic and satisfies the restriction condition.

Remark 9. In the case when g(v) = (a(|v)?) + e;vb(jv[*)) My (v), the C-K extension f(z) in
Theorem /4 can be written as

f@) = (Alwr, [oP) + Blow, [oP)ere) Mi(w). (19)

Theorem 6. Let y = yiey + pn, n € S™72, f(yr,pn) = CK((pn)*My(pn)). Then the

Bargmann-Radon transform for the C’ K extension f(y1,pn) can be written as

R.[f](z) = Ohon(T1 +i(z, )2 i My (s), s =2n,
- s Uk,2n+1($1 + i<§>§>)2n+k+lek(§), s=2n+1.

where oy, . is constant.

Proof. Recalling the Bargmann-Radon transform (5), we rewrite it as

Felilte) :(27r)1m/2 > velz)'rr! /m el 20y 10 £ () ay.
=0

We first consider the integral, denoted by I, in the above formula. Let y = rw, w € sm—1,

then }y|2 = 72 and the integral can be written as

“+oo
=[] e e e as(wdr.
0 §m—1

We recall that f is a spherical monogenic function to the variable y of degree k + s. Then for
fixed 7 > 0, f(rw) = r**f(w) and

+0o0
I / o7/ g, / (w0, 1Y £ () dS (w).
0 Sm—l

Due to the orthogonality of spherical monogenics, only the case of £ = k + s remains in the
transform. Therefore, using cylindrical coordinates, we have

Rolf@) =yl ozt [ el g1y gy

(27)
+oo e
;m/ﬂk“@ ooz // /gm ez (= +ip(n, ) (un, pn)dS (m)dpdyr.

(27r
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Similar to Theorem 2, we can obtain the Bargmann-Radon transform via the Funk-Hecke
Theorem. Making use of the two forms (16) and (19) of the C-K extension f(y1,pn), the
transform can be written as

R, [f(z) =(z, )" 1 71 (Ty se1 + Sk.o8) M (s),
or

R.[f(z) =(z, )" 1 71 (T}, s + Skse15) M (s),

where T}, ¢ and Sj, , are constants. Furthermore, we have the relations

rrle s =—irr!, r1le; =irrls=2r.

Making use of the relations above results in

Re[fl(z) =

o on(1 +i(z, 8))" TR TTM(s), s =2n,
Okont1(m1 +i(z, 8))2" TR M (s), s=2n+1,

which is the Bargmann-Radon transform for the C-K extension of the polynomial (pn)*Mj(n).
O
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