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Abstract

G-quadruplexes can form a wide variety of structures, depending, amongst others, 

on the number and length of the G repeats, the length and composition of the loops, 

and the cations binding within the central channel. Several X-ray and NMR structures of 

G-quadruplexes have been determined, however there are still no guidelines which enable 

the structure of a G-quadruplex to be determined from its sequence. A combination of 

X-ray crystallography and molecular modelling has been used to obtain more insight into 

this problem. Due to the large number of factors involved in quadruplex folding, this 

study was limited to the influence of loop length and composition.

The crystal structures of (G4 T 3 G4 ) 2  and (G4 T 2 AG4 ) 2  have been determined. Both 

sequences form antiparallel quadruplexes with lateral loops. Moreover, (G4 ®‘'U T 2 G4 ) 2  

formed two different antiparallel structures, a head-to-tail and a head-to-head dimer 

within the same crystal, suggesting that these are very similar in energy. Prior to crys­

tallisation, structure prediction was undertaken using molecular dynamics simulations. 

Although both lateral and diagonal T 3 and T 2 A loops were equally possible, shorter T 2  

loops restricted the quadruplex structures likely to form in solution.

Molecular dynamics simulations using AG3 T 2 AG3 T 2 AG3 T 2 AG3  X-ray and NMR struc­

tures as templates were able to show further effects of loop length on quadruplex folding. 

T  and T 2 loops could form only parallel or lateral loops, however this was dependent on 

the length of all loops in the quadruplex. Longer loops could form equally stable parallel 

and antiparallel structures. Simulations of ligand-quadruplex complexes were dependent 

on the initial structure of the quadruplex, emphasising the importance of quadruplex 

structure knowledge for ligand design.

The combination of experimental and theoretical techniques has provided further in­

sight into quadruplex structure, and has enabled the beginning of guidelines for quadru­

plex folding to be established.
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Chapter 1

Introduction

1.1 G-quadruplexes

The assembly of G-rich DNA sequences into multi-stranded quadruplex structures, formed 

from TT-stacks of hydrogen bonded G-quartets, was first identified in 1962^’^. G-quartets 

are planar arrangements of Hoogsteen hydrogen bonded G residues, as shown in Fig­

ure 1 .1 (a). G-quadruplex structures are formed by the successive stacking of G-quartets, 

with a 3.3 Â average separation, shown in Figure 1 .1 (b). The first G-quadruplex struc­

tures were solved in 1992, with the report of both X-ray^ and NMR structures^ of 

(G4 T 4 G4 )2 - The former was later re-determined^. The (TG 4 T ) 4  structure shown in 

Figure 1.1(b) was also solved by NMR in 1992®’^, and slightly later by X-ray crystal­

lography^. Structures determined by NMR spectroscopy and X-ray crystallography are 

summarised in Section 1.4.1.

The formation of G-quadruplexes is cation-dependent, due to the strong negative 

electrostatic potential created by the G residue 0  atoms in the central channel of the 

G-quartet s t a c k Quadruplexes require cations to bind within this channel for sta­

bility. The location of the cations between the quartets is ion dependent^®, and also 

varies throughout the quadruplex. This is shown in Figure 1.1(b), with Na"*" ions within 

the channel. K+ is another common G-quadruplex stabilising ion, however it occupies 

binding sites which are equidistant from the eight 0  atoms between each quartet plane.

G-quadruplexes can be formed by the assembly of four G-rich strands, each con­

tributing one G residue to the G-quartets, or by the association and folding of two or 

a single strand. In the latter case, residues forming the G-quartets are separated by 

linker regions, which form the quadruplex loops. The combination of the number of 

G-stacks, the polarity of the strands, and the location and length of the loops leads to

14



k=NH

NH;

,.'0= ^

NH;cr

(a) G-quartet (b) G-quadruplex

Figure 1.1: (a) G-quartet formed from Hoogsteen hydrogen bonded G residues and 
(b) (TG4 T ) 4  structure formed from stacked G - q u a r t e t s T h e  T residues have been 
omitted, and Na+ ions within the central channel are shown as blue spheres.

the observed plurality of G-quadruplex structures. Potential monomeric G-quadruplex 

forming sequences can be described as follows:

Gm Gm Gm

where m is the number of G residues involved in G-quartet formation, and Xp, Xq and 

Xp can be any combination of residues, including G, forming the loops. It follows that 

if one of the runs of Gs is longer than the others, some of the G residues will be located 

in the loop regions.

1.2 G-quadruplexes within the genome

1.2.1 Telomeric G-quadruplexes

The most studied potential G-quadruplex forming sequences occur in the telomeric, or 

end region, of eukaryotic chromosomes. Telomeres are composed of non-coding tandem 

repeats of G-rich sequences. Most of telomeric DNA is double stranded, however the 

extreme 3’ end consists of single-stranded G-rich DNA. The length of the single stranded 

overhang varies between species, but is around 100-200 bases in humans^^. Figure 1.2 

shows a diagram of telomeric DNA, along with telomeric sequences found in various 

organisms. Telomeres protect the chromosome ends from events such as end-to-end 

fusions or formation of dicentric chromosomes through recombination. Telomeric DNA

15
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Figure 1.2: Schematic diagram of the telomeric single stranded overhang. Three exam­
ples of telomeric tandem repeats are listed, with G-runs in blue.

is extensively protein-bound, both on the double stranded portion (e.g. TR Fl, TRF2)^^ 

and along the single stranded overhang (e.g. PO Tl) These proteins prevent telomeric 

DNA from being recognised as damaged DNA, and eliciting an apoptotic response.

In normal somatic cells, telomeres are shortened at each cell division, due to the 

end-replication effect, whereby DNA polymerase is unable to fully replicate the lagging 

DNA strand. After 20 to 30 divisions, cells enter a growth arrest phase (replicative 

senescence), and apoptotic death can follow. In cancerous cells, there is no shortening 
of the telomeres at each cell cycle. Instead, the enzyme telomerase is expressed, which 

adds repeats onto the ends of the chromosomes, in order to maintain their length 

As telomerase is expressed in 80-85% of tumour cells, it is an attractive target for 

anti-cancer drugs^^.

Telomerase inhibition can be achieved through targeting of the enzyme itself, or 

through targeting of its substrate, which is the single stranded G-rich overhang. The 

formation of a G-quadruplex type structure at the overhang could prevent telomerase 

from binding to its substrate, and inhibit telomere e l ongat i onRecent l y ,  Cech et al 

showed that G-quadruplexes are poor substrates of telomerase, and that the hPOTl 

protein might be involved in disrupting them, enabling telomerase to bind and elongate 

its s u b s t r a t e M u c h  effort is currently being put to developing ligands which promote 

the formation of G-quadruplexes, and these will be discussed further in Chapter 5.

1.2.2 Non-telomeric G-quadruplexes

G-rich sequences occur not only at the telomeres, but throughout the genome 

There is growing interest in the potential of G-quadruplexes forming naturally elsewhere 

in the genome to perform functions such as gene transcription regulation. G-rich se­

quences have been found to occur in the promoter regions of some important genes, and 

within genes themselves, examples of which are shown in Table 1.1. Perhaps the most 

studied of these is the G-rich sequence found in the nuclease hypersensitivity element 

(NHE) n il of the c-myc oncogene promoter. This is a 27 nucleotide long repeat with

16



Table 1.1: Examples of potential G-quadruplex forming sequences within the genome 
and their associated genes.

Sequence Associated gene

TG4 AG3 TG4 AG3 TG4 A2 G2 c-myc oncogene 
G4 TGTG4 ACAG4 TGTG4  insulin-linked polymorphic region (ILPR)^^ 

CG2 CG2 CG2 CG2 fragile X syndrome FM Rl gene^^ 
TC 2 G2 AG4 CAG2 CTGAG3 CG2 C muscle creatine kinase (MCK) enhancer^^ 

G1 6 CG3 TG2 TG2 T chicken ^-globin gene^®

six G-runs, which has been shown to be able to form G-quadruplex structures'^. It has 

been postulated that quadruplex formation is involved in c-myc transcription in vivo, 

although this has not yet been conclusively shown

The main difference between telomeric and non-telomeric G-rich sequences is that 

the telomere ends are single stranded. In contrast, genomic DNA is double stranded, 

and quadruplex formation is in competition with the duplex form. Whether quadruplex 

or duplex DNA is favoured has been shown to depend on sequence^^ and experimental 

conditions^®. A mixture of AG3 T 2 AG3 T 2 AG3 T 2 AG3 and C3 TA2 C3 TA 2 C3 TA2 C3 T  was 

shown to exist predominantly as a double helix in near-physiological conditions, however 

lowering the pH or temperature induced quadruplex formation^®. The C-rich strand can 

form an i-m otif structure, which is stabilised at low pH values^^.

1.3 G-quadruplex formation in vivo

Possible biological functions of G-quadruplexes in vivo remain uncertain. However, 

the formation of G-quadruplexes has recently been shown to be controlled by telom­

ere end-binding proteins in vivo, suggesting that these structures are involved in the 

capping of telomeres®®. Several quadruplex-binding proteins have also been reported. 

The yeast RAPl protein®^ ®̂  and Oxytricha telomere binding protein®®'®  ̂ bind telom­

eric G-quadruplexes, as well as facilitating their formation. Helicases in Bloom's®® and 

Werner's®® syndromes also have the ability to unwind G-quadruplex DNA. Bloom's syn­

drome helicase preferably unwinds quadruplex over duplex DNA, as shown by competition 

studies, suggesting that G-quadruplex removal is a function performed in the cell. The 

existence of several proteins that are capable of binding and unwinding G-quadruplexes 

suggests that these structures could form in vivo, and could have a role in telomere pro­

tection and/or gene regulation. The quadruplex-binding properties of certain proteins
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have been used in the development of G-rich sequences as therapeutic agents. Human 

a-thrombin is inhibited by the G-quadruplex forming G2 T 2 G2 TGTG2 T 2 G2 aptamer^^, 

and the G4 TG3 AG2 AG3 T  aptamer has been shown to inhibit HIV - 1  integrase^®.

Non-telomeric DNA exists as a nucleosome-packaged double strand during most of 

the cell cycle, however strand separation occurs during replication and transcription, at 

which point G-quadruplexes could form. Risitano and Fox have shown that some G-rich 

sequences such as the Tetrahymena and c-myc sequences preferentially form quadruplex 

over duplex DNA in K"*" containing solutions, even in the presence of excess comple­

mentary C-rich s t r a n d H e n c e ,  separation of the two strands during transcription or 

replication could be sufficient to achieve quadruplex formation on the G-rich strand. 

On the other hand, the human telomeric sequence was found to adopt a quadruplex 

structure only at lower pH values, or higher temperatures, than the physiological con­

ditions^®. Thermodynamic studies do show that the human telomeric sequence is in 

equilibrium between the duplex form and the quadruplex/i-motif form®®. Which struc­

ture dominates is dependent on pH and cationic species. The small difference in stability 

between duplex and quadruplex DNA however suggests that the equilibrium could be 

shifted towards quadruplex formation by ligand binding®®.

Whether G-quadruplexes occur naturally in vivo or not, their formation can poten­

tially be induced by binding to quadruplex-stabilising ligands. Drugs are currently being 

developed to target both telomeric and non-telomeric G-quadruplex forming sequences. 

This allows the indirect targeting of proteins which would usually bind to the DNA 

single strand, and which become incapable of doing so. This approach has been en­

couraged by the results of cellular experiments. Many ligands for which G-quadruplex 

binding is the believed mode of action have been shown to inhibit telomerase. These 

include anthraquinones^®, porphyrins^^, triazines^^, acridines^® and telomestatin^^. A 

G-quadruplex stabilising porphyrin ligand has also been shown to repress the c-myc 

gene transcription^^. The characteristics of these G-quadruplex-binding ligands will be 

discussed in Chapter 5.

The design of selective G-quadruplex ligands requires a knowledge about the struc­

ture of their receptor. Selectivity is of paramount importance, due to the large number of 

G-rich sequences throughout the genome which could potentially form G-quadruplexes 

upon ligand binding. The G-rich sequences described above have varying G and loop 

regions, and can form a wide variety of quadruplex structures, which could be the key 

to their targeting.
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Table 1 .2 : G-quadruplex structures formed from four or more strands. G-quartets at the 
extremities are shown with planes, any number can occur in between those.

Structural type Examples

Parallel

Interlocked

(TG4 T ) 4  X-rayS'ii and 
NIVIR '̂7

possible structure for

1.4 Structural diversity

1.4.1 X-ray and N M R structures

The simplest G-quadruplex structures are formed from the association of four single 

G-rich strands, as shown in Table 1.2. In (TG4 T ) 4  X-ray®'^^ and NMR structures^'^, 

the strands are parallel to one another and the G residue glycosidic torsion angles are all 

anti*. However, even tetrameric G-quadruplexes can form more complex structures, as 

shown by (GsT)8 , in which eight strands form interlocked quadruplexes^^. An example 

of such a structure is shown in Table 1.2.

Dimeric quadruplexes are formed by two G-rich strands. Each strand can contribute 

two G residues to the G-quartets, however asymmetric dimérisation of three strands from 

one molecule and a single strand from a second has also been observed(Table 1.3). 

Examples of dimeric structures are shown in Table 1.3. Structures are generally classified 

according to the chain polarities and the location of the loops which link the G residue 

strands. Four parallel strands require the loops to link the bottom G-quartet with the 

top G-quartet, leading to strand-reversal, or propeller type loops. This structural type

*ln the quadruplex notation adopted here, sequences within brackets denote individual strands, and 
the composition o f each strand is always written explicitly. The brackets and number correspond to the 
quadruplex stoichiometry, i.e. the number of strands which associate to form a whole quadruplex.
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has been found both in crystal structures'^ and in solution^®.

Antiparallel quadruplexes are formed when at least one of the four strands is anti par­

allel to the others. This represents the majority of dimeric structures solved to date. 

Two types of loops exist in these structures. Lateral loops Join adjacent G-strands, as 

in the (TG4 T 2 G4 T ) 2  structure^®. These can be located either on the same, or oppo­

site faces of the G-quartets, corresponding to head-to-head or head-to-tail dimérisation, 

respectively. Strand polarities can vary, as in the case of the head-to-tail lateral loop 

dimers in which both all-antiparallel and a mixture of parallel/antiparallel strands has 

been found (see Table 1.3). The second type of loop joins diagonally opposed G-strands, 

as exemplified by the (G4 T 4 G4 )2 ^’^̂  structure. In this case the strand polarities alternate 

between parallel and antiparallel, as shown in Table 1.3.

The dimeric quadruplex structures have been described according to strand polarity 

and loop type, however nothing prevents a mixture of parallel and antiparallel loops in 

a single quadruplex. Mixed loop quadruplexes have been found, and (GsT4 G4 ) 2  is an 

example of a dimeric quadruplex in which both lateral and diagonal loops are formed

Table 1.4 shows examples of monomeric quadruplex structures, which are formed 

from the folding of a single G-rich strand. The same three loop types (parallel, lateral 

and diagonal) found in dimeric quadruplexes occur in monomeric structures. An all­

parallel stranded structure can form with three strand-reversal loops, as in the X-ray 

structure of AG3 T 2 AG3 T 2 AG3 T 2 AG3 . Several other sequences, mostly derived from 

the c-myc promoter sequence, have been found to adopt a parallel structure in solution. 

Parallel strand-reversal loops are also found in conjunction with lateral or diagonal loops, 

as in the T 2 G4 T 2 G4 T 2 G4 T 2 G4 ^  ̂ and G2 T 4 G2 CAG2 GT4 G2 T^^ NMR structures.

Tables 1.2-1.4 illustrate the structural diversity of G-quadruplexes. Only the struc­

tures solved with X-ray crystallography or NMR have been included, and it is clear that 

the possible variations of strand polarities and loop type combinations are not all rep­

resented. This by no means implies that these structures cannot be formed, as new 

structural types are continually being discovered.

The number of experimental structures determined is relatively small when compared 

to the conformational flexibility of G-quadruplexes. One of the main problems with 

determining G-quadruplex structures in solution is that in many cases there is no single 

structure formed. A G-rich sequence can fold in several different ways. This can be 

due to the formation of different loop conformations, such as lateral or diagonal loops. 

Many non-telomeric G-rich sequences contain unequal numbers of G residues in each 

G-run, meaning that the chain segment involved in G-quartet formation can vary. This 

is the case in the G-rich sequence found in the promoter region of the c-myc gene, for
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Table 1.3: Dimeric G-quadruplex structures (X-ray or NMR) which have been solved to 
date. Strand polarity is indicated by arrows in the diagrams. Structures which exist in 
several forms are shown by J,|.

Structural type Examples

Parallel loops

/

Antiparallel lateral 
loops 

A

A A

A

Antiparallel 
diagonal loops

V

Antiparallel mixed 
lateral/diagonal 

loops

human telomeric 
sequence 

(TAGgT2AG3T)2
x-ray 47

(G4 T 3 G4 ) 2  X-ray

it
(G4®'UT2G4)2

X-ray

(GsTzAGsTzAGs):

Oxytricha 
telomeric sequence 

(G4T4G4)2 
X-ray5.5i and 

N M R 4,52 ,53

(G3T4G4)2 NMR 57

(TAG3UTAG3T)2
NMR48

iî
49 (UAGaT^rUAGsT);

NMR 48

Tetrahymena 
telomeric sequence 

(TG4T2G4T)2

i î
(TG4T2G4T)2

NMR^o

(G4T4G3)2 NMR 54 (G3T4G3)2
NMR55.56
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Table 1.4: Monomeric G-quadruplex structures (X-ray or NMR) which have been solved 
to date. Strand polarity is indicated by arrows in the diagrams. Structures which exist 
in several forms are shown by J,|.

Structural type Examples

Parallel loops

/ I human telomeric sequence 
AG3 T 2 AG3 T 2 AG3 T 2 AG3

X-ray 47

Antiparallel mixed 
lateral/diagonal loops

r \  r \
i î

AG3 T 2 AG3 T 2 AG3 T 2 AG3
NMR62

c-myc structures 
TGAG3 TG3 TAG3 TG3 TA2 

NMR^o 
T G AG3 T G4 AG3 T G4 A 2 

NMR^i 
TG4 AG3 T 5 AG3 TG4 A 

NMR^^

Oxytricha telomeric 
sequence 

G4 T 4 G4 T 4 G4 T 4 G4

NMR^3

Antiparallel lateral loops
A A Thrombin binding

aptamer G3 T G3 T G3 T G3

G2 T 2 G2 T GT G2 T 2 G2 NMR-based model

W
X-ray37 ^^d NMR^^

Mixed parallel/antiparallel 
loops

A Tetrahymena telomeric 
sequence 

T 2 G3 GT2 GG3 T 2 GG3 T 2 G3 G
NMR58

G2T4G2CAG2GT4G2T
NMR59
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example^^. The wild-type sequence, TG4 AG3 TG4 AG3 TG4 A 2 G2 , contains six G-runs, 

one with two G residues, two with three Gs and three with four Gs. Many different 

quadruplex folds are possible, and indeed shown to be formed in solution by NMR 

spectra of the native sequence®^. In order to obtain a single structure and interpretable 

NMR spectrum, the sequence generally has to be truncated and/or mutated in order to 

include only four runs of Gs. The modified structures which have been solved by NMR 

spectroscopy in this manner are shown in Table 1.4.

1.4.2 Biophysical techniques

In order to gain more information about quadruplex structures in solution, many stud­

ies have been carried out using biophysical techniques. These techniques can reveal 

structural information about quadruplexes, however they generally rely heavily on the 

availability of suitable structural models. The possibility of intramolecular quadruplexes 

with parallel loops was only discovered in 2002 with the publication of the X-ray struc­

ture of AG3 T 2 AG3 T 2 AG3 T 2 AG3 ^^. Until then, only lateral and diagonal loop structures 

were considered when envisaging possible models for quadruplex structures. This can 

affect the conclusions drawn from experiments reported before that date.

Combinations of techniques such as low-resolution NMR, circular dichroism (CD) 

spectroscopy, IV /UV melting or flurorescence resonance energy transfer (FRET) are 

frequently used to study G-quadruplexes. CD spectroscopy is commonly used to verify 

the presence of quadruplexes in solution. G-quadruplexes give characteristic peaks which 

can differenciate them from duplex and other DNA structures. Different quadruplex 

structures also give different CD profiles depending on the polarity of the G-strands, and 

thus parallel and antiparallel quadruplexes have different CD s p e c t r a P a r a l l e l  

quadruplexes are associated with a maximum around 260 nm, and a minimum around 

240 nm, and antiparallel quadruplexes with a maximum around 295 nm, and a minimum 

around 260 nm. The CD signal is correlated to G glycosidic torsion angles, with the all­

ant/ G strands in parallel quadruplexes giving a different signal to the alternating syn-anti 

torsions in antiparallel quadruplexes. However, when there are multiple conformations 

present in solution, as is often the case, CD spectra can become difficult to interpret®^.

Thermodynamic data for the formation and dissociation of G-quadruplexes can 

be calculated using Tm measurements from temperature-dependent absorbance be­

tween 240 and 295 nm®^. Tm values are frequently used to determine the effect 

of s equenc ec a t i on  and cation c o n c e n t r a t i o n e t c . ,  on the stability of G- 

quadruplexes. These studies have shown that cation stabilisation generally follows the 

trend K+ >  Rb+ >  Na+ >  Cs"'" >  Li+ for most quadruplexes. The ionic effects are,
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however, not only limited to stabilisation as different cations can favour different struc­

tural types. Structural changes can be identified by CD spectroscopy, even if the struc­

tural characterisation is not straighforward. For example, both TG3 T and TG3 T 2 G3 T 

show different CD profiles in K+ and Na+ containing solutions^^.

A combination of CD, chemical probing and gel electrophoresis was used to in­

vestigate structural features of human telomeric repeat sequences of various lengths^^. 

T 2 AG3 T 2 AG3 T 2 AG3 T 2 AG3  and G3 T 2 AG3 T 2 AG3 T 2 AG3  were shown to form intramolec­

ular antiparallel quadruplexes, while G3 T 2 AG3 dimerises to form an intermolecular an­

tiparallel quadruplex. Chemical probing was further used to show that the loops of the 

dimer are adjacent on the same G-quadruplex face, and that two G-quadruplex dimers 

stack end to end, forming a dimer of dimers. The effect of loop length and sequence 

on the structure of the thrombin binding aptamer was also studied using UV melting, 

CD spectroscopy and differential scanning calorimetry (DSC)^°. Thermodynamic pa­

rameters showed that changing a single residue in the loops could greatly impact the 

quadruplex's stability. For example, changing a loop from TGT to T T  caused a decrease 

in the Tm of around 25 °C.

The techniques described above have enabled several potential quadruplex struc­

tures to be added to those described in Section 1.4.1. These have allowed the impact 

of sequence on stability, such as the number of G-stacks or residues in the loops, to 

be studied, as well as the effect of changing the monovalent ions bound within the 

quadruplex channel. However, these methods are not always reliable in providing struc­

tural information. CD spectroscopy is widely used to determine whether quadruplex 

structures are parallel or antiparallel, however its interpretation is not always straightfor­

ward. For example, NMR and modelling data suggest that the HIV integrase aptamer 

G3 TG3 TG3 TG3 T  adopts an antiparallel structure with three lateral loops, similar to the 

thrombin binding aptamer structure shown in Table 1.4®^. However, the CD spectrum 

of the same sequence is indicative of a parallel structure, with maxima around 2 1 0  and 

265 nm, and a minimum around 240 nm^^.

1.5 Factors governing G-quadruplex folding

X-ray, NMR and biophysical studies of G-quadruplexes have revealed the extent of G- 

quadruplex structural plurality. There are as yet no set of rules defining the folding of 

G-quadruplexes, however many influencing factors have been identified, and the most 

important are described below.

•  The length of the loops has an effect on quadruplex structure. CD and gel elec-
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trophoresis experiments have shown that (6 4 7 6 4 ) 2  folds into a parallel quadruplex, 

( 6 4 X3 6 4 ) 2  and ( 6 4 X 4 6 4 ) 2  fold into antiparallel quadruplexes, while ( 6 4 X 2 6 4 ) 2  

forms a mixture of both conformations®^.

•  Xhe length of the loops affects quadruplex stability. Smirnov and Shafer system­

atically changed the loop lengths and residues in the thrombin binding aptamer, 

and obtained thermodynamic parameters for each modified sequence using UV 

melting experiments^®. All modifications, including shorter and longer loops, were 

found to destabilise the 6 -quadruplexes formed. On the other hand, Risitano and 

Fox found that 6 3 X 6 3 X 6 3 T 6 3  was more stable than 6 3 X 2 6 3 X 2 6 3 X 2 6 3 ^^.

•  Changing the loop composition can change stability. Replacing the XTA loops 

with AAA loops in X 6 3 X 2 A 6 3 X 2 A6 3 X 2 A6 3  causes a decrease in stability, such 

that the X ^ could no longer be measured

•  Interactions between the loop residues are important. ( 6 3 X 4 6 3 ) 2  folds into an 

antiparallel dimeric 6 -quadruplex in Na+ solution, with hydrogen bonding inter­

actions between certain X residues in the loops®®. Replacing each X in turn with 

a C residue causes structural changes, as identified by gel electrophoresis and CD 

spectroscopy^®.

Replacement of the X 4  loops in ( 6 4 X4 6 4 ) 2  with non-nucleosidic linkers desta­

bilises the structures, suggesting the importance of stacking and hydrogen-bonding 

interactions^®. Similarly, melting experiments on the HIV integrase aptamer 

6 3 X 6 3 X 6 3 X 6 3  in which the X loops were replaced by non-nucleosidic linkers of 

the same length shows that this sequence is less stable than the n a t i v e X h e  Xm 

data suggests that both X and non-nucleosidic loop sequences fold in an analogous 

manner with fewer than 3 6 -quartet stacks. Xhis implies that the stacking inter­

actions formed by the loop residues in 6 3 X 6 3 X 6 3 X 6 3  contribute to the stability 

of the structure. On the other hand, the same study showed that when longer 

loops were replaced with non-nucleosidic linkers, the stability was increased.

Increasing the length of the 6 -runs does not necessarily increase stability. For 

example, 6 4 X 2 6 4 X 2 6 4 X 2 6 4  is less stable than 6 3 X 2 6 3 X 2 6 3 X 2 6 3 ^^.

The number of 6 -strand repeats can profoundly change the structure adopted. 

Xhe Tetrahymena telomeric sequence X 2 6 4 X 2 6 4 T 2 6 4 X 2 6 4  folds into the mixed 

parallel/antiparallel structure with three 6 -quartets shown in Table 1.4, whereas 

(7 6 4 X 2 6 4 7 ) 2  forms a dimeric structure with four 6 -quartets and lateral loops, 

shown in Table 1.3.
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•  Different cations can modulate quadruplex structure. Rujan et al have shown that 

quadruplexes formed from repeats of the human telomeric sequence T 2 AG3 form 

different structures in solutions containing high Na"*" or high K"*" concentrations^®. 

CD spectra in K+ suggest a parallel structure, compared to an antiparallel structure 

in Na+.

Cations can also induce changes in the conformation of the loops. (C4 T 4 C4 ) 2  

forms the same antiparallel dimeric structure in Na+ and K+ solutions (shown in 

Table 1.3), however the loop conformations are different®^.

•  Temperature affects structure. Phan and Patel have shown that UAC3 T^''UAC 3 T 

preferentially forms an antiparallel structure at temperatures below 50 °C, and 

a parallel structure at higher temperatures^®. Both conformations have different 

rates of folding and unfolding, which are also temperature dependent.

Predicting the structure adopted by C-rich sequences is beyond the scope of present 

knowledge. The examples above show how many different factors can contribute to 

the folding of C-quadruplexes. Another difficulty when attempting to predict, and also 

determine, quadruplex structure is the possible coexistence of several structural forms 

in solution. It was mentioned in Section 1.4.1 that sequences with unequal numbers of 

C residues in each C-run can form several different structures, depending on which C 

residues form the C-tetrads. However, it has emerged that the formation of multiple 

structures is not limited to such cases, and that it is a relatively common occurrence.

The human telomeric repeat TAC3 T 2 AC3 T  forms several structures in solution, as 

shown by NMR spectroscropy^®. Substitution of selected T  residues with U or ^''U was 

used to shift the equilibrium from one form, a parallel stranded dimer with double-strand 

reversal loops, to another, a dimeric antiparallel quadruplex with lateral loops^®. Both 

structures are illustrated in Table 1.3. The longer sequence AC3 T 2 AC3 T 2 AC3 T 2 AC3  

can also form parallel and antiparallel stranded structures, both of which are present in 

solution. This has been shown using cross-linking by mononuclear platinum complexes^®. 

(TC 4 T 2 C4 T ) 2  forms two antiparallel structures in solution, with adjacent or opposite 

lateral loops (see Table 1.3). In this case, both structures are similar in energy, and 

were solved simultaneously by NMR®®. On the other hand, certain sequences form a 

single, well defined species in solution and in the crystal, such as (C4 T 4 C4 ) 2 '̂ ’^’^^“ ^^. 

The reason for these differences is not clear.

The aim of the work in this thesis is to derive guidelines for the folding of C- 

quadruplexes. As there are many factors which may influence structure, the study was 

restricted to loop length and composition effects. X-ray crystallography was used in
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order to determine the structure of quadruplexes with varying loops, and experimental 

data was complemented with molecular modelling studies.

27



Chapter 2

Molecular modelling

Computational methods are increasingly being used to complement and interpret exper­

imental data. Both molecular dynamics (MD) and quantum mechanical (QM) calcu­

lations have been used in this work. As discussed in Chapter 1, structural data for G- 

quadruplexes is not always readily available experimentally. Lower resolution techniques, 

such as chemical probing and CD, often require theoretical models for interpretation of 

the results. Classical force field methods such as minimisation and molecular dynamics 

are common techniques used to explore the conformation of molecules in solution.

Until approximately 1995, MD simulations of DNA suffered from instabilities, even 

though protein simulations were much more stable at that time. DNA structures dis­

torted during the simulations, and base pairing was not maintained. This was due 

in part to the inappropriate handling of long-range electrostatic interactions. Simple 

truncation methods of dealing with these were unable to represent the electrostatics in 

highly charged systems such as DNA and RNA, but fared much better with proteins. In 

1995, Kollman et al reported MD simulations of DNA double helices which were able 

to  reproduce the experimentally observed B-DNA structure^®. This was possible due to 

the development of new methods to properly account for the long-range electrostatic 

interactions, such as the particle mesh Ewald (PME) m e t h o d S t a b l e  DNA and 

RNA simulations can now be routinely carried out on tens of nanosecond timescales®^.

2.1 Molecular dynamics force fields

Several MD force fields have been developed to model protein and nucleic acid structure 

and function. Different force fields are parameterised to reproduce different molecular 

properties, and hence must be selected according to the system and properties to be
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determined. Amber ff99®^ (for MD simulations), CVFF®'^ (for docking) and CFF®^ (for 

simulated annealing) were used in the present study. The Amber force field, within 

the Amber 8  package®®, was used most extensively and is discussed in detail in Sec­

tion 2.1.1. The Amber general atom force field (gaff)®^ was used for simulations of small 

ligand molecules, and will be discussed further in Chapter 5. The Amber force field has 

been shown to reliably simulate DNA systems®^, and was chosen for consistency with 

previously reported simulations of G-quadruplexes®®” ®"̂ .

2.1.1 Amber force fields

The general form of the pairwise potential energy function in the Amber force fields is 

shown in Equation 2.1. The bond and angle energies are approximated by quadratic 

potentials, where K x ,x =  (r, 0 ) is the force constant, and rgq,^eq are the equilibrium 

bond length and angle, respectively. The torsional energy is represented by a truncated 

Fourier series, where V n ,n ,0 , 7  are the torsional barrier, periodicity, dihedral angle and 

phase respectively. The final term includes all non-bonded interactions. A Lennard-Jones 

potential represents the van der Waals interactions, where Rjj is the distance between 

atoms i and j, and Ajj, Bÿ are coefficients derived from the well depth and collision 

diameter of i and j. The electrostatic term is calculated from the Coulombic interactions 

of atom-centred point charges, with q,,qj the atomic point charges of atoms i and j. 

This is an effective pairwise potential, so that many-body effects are included in the 

model, by proper parameterisation, without requiring any further terms in Equation 2.1.

E to ta l —  X )b o n d s  ^ r ( > '  • 'eq )^  T  W a n g le s  ~  ^ e q )^

+  E d ih e d ra ls  ^ [ 1  +  COs(n</) -  7 )] (2.1)

+  Z i < j
All B|| , qiq,
^  ^  +  eR,

The complete force field includes both the potential function, and the set of em­

pirical parameters in Equation 2.1. The latter were determined by empirically fitting 

Equation 2.1 to reproduce certain properties, for example free energies of solvation or 

conformational energies^®. As ff99 was developed for the simulation of proteins and 

nucleic acids, it contains parameters for the common amino acids and nucleotides. The 

Amber force field was parameterised to reproduce the conformational energies and inter- 

molecular interactions of proteins and nucleic acids, and is hence suited to the structural 

studies carried out in this work^®. The potential function contains fewer terms than
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many other force fields, however the simulations carried out since its development show 

that this appears to be sufficient to model most biological systems. The Amber force 

field has been found to perform well for nucleic acid simulations compared to other force 

fields^^

The set of parameters used in the force field are as important, if not more, as the 

form of the po te n tia lP a ra m e te risa tio n  of ff99 was carried out using a mixture of 

experimental data and simulations®^. For example, rgq and 0gq were obtained from 

X-ray structures, while the force constant Kg was derived from vibrational analyses of 

simple systems, such as benzene. Dihedral parameters were kept simple, and in many 

cases only two atoms are used to define the torsion angles. This more general approach 

has the advantage of being less dependent on the set o f molecules used for the initial 

parameter development. This should enable the force field to be applied to a greater 

range of biomolecular systems, without requiring any reparameterisation. Van der Waals 

parameters were derived from Monte Carlo simulations of small systems, and the values 

were adjusted in order to reproduce the density and enthalpy of vaporisation of liquids. 

Restrained electrostatic potential (RESP) fitting  to quantum mechanically-calculated 

electrostatic potentials yielded the atomic charges used in the Coulombic term® '̂®®. 

The Hartree-Fock (HF) level of theory and 6-31G* basis set were used in the QM 

calculations®^.

As ff99 was mostly developed for the simulation of biomolecules, a separate general 

atom force field (gaff), was used for the ligand molecule simulations®^. Gaff has been 

parameterised specifically for small molecule ligands and is designed to be used in con­

junction with ff99 in simulations of DNA- or protein-1 igand complexes. The form of the 

potential is the same for both ligands and biomolecules (Equation 2.1), although the 

parameters are adapted to each.

The simplicity of the Amber force field means that it can be applied to a large range 

of biomolecules and small molecule ligands. Parameters for new molecule types can be 

derived and added to the existing model. Charges can be determined for ligand molecules 

using the RESP fitting  approach, although this requires QM minimisation of each new 

molecule, before calculation of the electrostatic potential. RESP charges, however, can 

be conformation dependent, and the choice of which conformation to use is unclear®®.

2.1.2 Consistent and constant valence force fields (CFF and C VFF)

CFF is a class II force field, and its potential function includes many more terms than the 

ff99 potential in Equation 2.1. In CFF, the bond and angle terms are anharmonic and 

include cubic and quartic terms as well as the quadratic term in Equation 2.1. Moreover,
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cross-terms between the bond lengths, angles and dihedrals are included. Class II force 

fields are complex, and hence require a large number of parameters. Parameterisation 

of CFF has been carried out using least-squares fitting  of parameters to the potential. 

Most of the initial parameters were derived from ab initio  calculations®^’^^, giving the 

force field its consistency. This is in comparison to ff99, where the empirical derivation 

of parameters necessarily means that parameters come from many different sources.

CVFF was used when docking ligands onto quadruplexes, as CFF is not available 

in the Docking module of Insight II This force field again uses a different potential 

function, and in this case the quadratic bond stretching term is replaced by a Morse 

potential. The potential also contains cross-terms, however these were not used as they 

can become unstable when structures are far from a minimum, which can be the case 

when docking molecules to a receptor.

2.2 Conformational search in M D  simulations

MD simulations, using the force fields above, sample the dynamics of a system over 

time, yielding a trajectory from which time-averaged properties can be calculated. The 

conformational changes of a molecule through time can be monitored, and its energy 

can be calculated, for example. MD simulations are useful when simulating a system for 

which the coordinates are known, for example from X-ray or NMR data. However, when 

starting from a model-built structure which may be far away from the minimum energy 

conformation, methods for increasing the conformational sampling during simulations 

are often required. This can be achieved by giving more kinetic energy to the system, 

so it is able to overcome higher energy barriers, or by reducing the height of the barriers 

between conformations. Using these methods, a much greater range of conformations 

can be sampled during a simulation.

2.2.1 Simulated annealing

MD simulations can easily become trapped in a local potential energy well, which might 

be far from, and much less energetically favourable than, the global minimum. This 

is not a problem when simulating experimental structures which are already close to 

the minimum. However, in order to observe many conformations of a molecule when 

there is no experimental model, a much larger subset o f conformational space needs to 

be sampled than can be achieved simply by room temperature simulations. In order 

to achieve this, the simulations can be carried out at higher temperatures, thereby
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increasing the kinetic energy of the molecules. The latter are then able to overcome 

high potential energy barriers.

Generally, simulated annealing simulations involve a period of heating to a high 

temperature (for example 1000 K), followed by rapid cooling of the system. This enables 

the molecule to "fold" back into a close potential energy minimum. Simulations at 

lower temperatures such as 400 or 500 K can also be carried out for longer time periods, 

although there can be a danger of completely “unfolding” a molecule.

Simulated annealing allows the molecule to pass over high potential energy barriers, 

and hence sample configurational space more fully. However, the number of annealing 

runs necessary to find the global minimum is prohibitively high in practise when looking 

at biomolecules. Instead, simulated annealing runs are generally carried out for shorter 

time periods which are not guaranteed to find the global minimum, but rather yield a set 

of low energy conformations of the molecule. These conformations can then be analysed 

in terms of their energy, or their stability in further simulations.

2.2.2 Locally enhanced sampling

Enhanced conformational sampling can also be carried out with MD simulations without 

necessarily using the simulated annealing procedure described above. The Amber set 

of programs enables locally enhanced sampling (LES) to be carried out during simula- 

tions^°^’^°^. The LES method is particularly useful when one part of the system (e.g. 

the quadruplex loops) is more flexible than the rest (e.g. the G-quartet stem). In LES, 

the flexible loop regions are replaced with multiple copies of themselves, which do not 

interact with one another. Each copy interacts in an average way with the rest of the 

system outside the LES region. In this manner, the non-LES part of the system interacts 

with the average energy of all the individual LES copies. As each LES copy can move 

independently from the others, they can sample different conformations within a single 

simulation, with only a limited increase in computational cost. Moreover, as the system 

interacts with an average of the LES copy energies, each copy has a reduced barrier, 

and can more easily move across the potential energy landscape. This enables each LES 

copy to sample more space than a single loop in a non-LES simulation. The LES method 

can also be combined with simulated annealing runs as described in Section 2.2.1

LES simulations can either be carried out in implicit or explicit solvent. The ad­

vantage of carrying out implicit solvent simulations in this case is that each LES copy 

can interact with its own continuum solvent a p p r o x i m a t i o n I n  explicit solvent, the 

solvent molecules only see an average of the LES copies, and these cannot therefore 

drift too far apart or large gaps would be created in the solvent. This means that in
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explicit solvent simulations the LES copies have less individual freedom. However, each 

copy still has lower energy barriers than in single-copy non-LES simulations.

2.3 Analysis of M D  simulations

The stability of molecules during MD simulations can be assessed from simple visu­

alisation of the trajectory over time, and by calculation of values such as root mean 

square (rms) deviations. This gives a first indication of whether a system is stable in 

solution. However, when comparing different possible conformations of a molecule, or 

I igand-receptor complexes, free energy information is the ultimate goal.

Binding free energy differences can be calculated accurately by several methods 

such as free energy perturbation (FEP) and thermodynamic integration (T l). These are 

numerical methods which can be used on biological molecules; however, as sufficient sta­

tistical sampling is necessary, they are very time consuming. Moreover, these methods 

only allow the calculation of binding energy differences and not absolute binding free en­

ergies. Recently, other methods have been developed which are less accurate, but enable 

absolute binding free energies to be estimated. Examples of these methods are the linear 

interaction energy m e t h o d a n d  the molecular mechanics-Poisson Boltzmann/Surface 

area (MM-PBSA) method, which was used in this work^°^’ °̂®. MM-PBSA is a post­

processing method which allows the evaluation of absolute free energies and absolute 

binding free energies from an MD trajectory. The calculated energy is averaged over a 

subset of conformations sampled during the simulation.

Binding free energies are calculated according to the thermodynamic cycle below:

receptorgas +  ligandgas —  ̂ receptor-ligandgas
I A/'solvation i A r;solvation
^  receptor-|-l igand receptor—ligand

receptoraq +  ligandaq —  ̂ receptor-ligandaq

^^b?nding

AGbinding in solvent is determined according to:

AGbinding =  Gaq(complex) -  [Gaq (receptor) -f Gaq(ligand)]

Each of the above terms is calculated using the equations below. Gaq (receptor) can 

be calculated on its own in the same manner if absolute free energies are being estimated 

rather than binding free energies.
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Gaq — E|\/||\/| +  ^G so lva tlo n  T S  

^Gsolvation — ^Gpolar "4" ^Gnonpolar — ^Gpolar 4" ("^SA +  b)

E m m  — Ejnternal “b Eelectrostatic “t“ E^dW

Einternal ~  Ebond 4" Egngle Etorsion

In the above, Emm is the absolute molecular mechanical energy, which can be further 

divided into Ebond. Eangie and Etorsion, the bond, angle and torsion energies, respectively, 

and the non-bonded energies Eeiectrosta tic  and E ^ d w -  G p o ia r is the polar (electrostatic) 

contribution to the solvation free energy, and Gnonpoiar the non-polar component. The 

latter can be approximated by a term dependent on the surface area SA, 7 SA -j- (3, 

where 7  =  0.00542 kcal.Â~^ is the microscopic surface tension coefficient and j3 =  0.92 

kcal.mol” ^ 7  and /5 have been determined by fitting  the molecular surface area to 

experimental G  hydration values for small alkanes^°®. G p o ia r can be calculated in several 
ways, but generally a continuum model is used, in which a high dielectric continuum sol­

vent surrounds the solute with a low dielectric. The Poisson-Boltzmann finite-difference 

method enables the calculation of the reaction field energy of taking the solute from a 

vacuum to the solvent. Salt effects can also be included in the continuum approximation. 

T  is the temperature and S is the entropy.

This method assumes the additivity of all energy components, an approximation 

which is alleviated by using solvation models which are compatible with the force field 

used. This includes using coherent atomic charge and radii values for the calculation 

of each term, for example. Although the MD simulations are generally carried out in 

explicit solvent, the AGpoiar term is calculated using a continuum approximation. The 

large number of water molecules surrounding the systems during simulations would make 

the calculation of all pairwise electrostatic terms unfeasible.

2.4 Applications of molecular dynamics

MD simulations have been applied to many protein and DNA systems, as well as to 

G-quadruplex molecules. A variety of areas have been investigated, such as structural 

features of G-quadruplexes and stability in solution, ion binding and loop conformation.
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2.4.1 G-quadruplex structure

The structure and dynamics of several quadruplexes in solution have been studied using 

MD simulations. Features of the (6 3 7 4 6 3 ) 2  NMR structure were studied in 1994 using 

Md^o^. Simulations were limited to 150 ps, but were able to show energetic differences in 

stacking energies depending on the glycosidic angles of the 6  residues. Syn-syn, anti-anti 

and syn-anti 6 -quartet stacks were all equally stable, whereas the anti-syn stack was less 

stable. Early simulations were however limited to short timescales due to computational 

cost and the instability of DNA structures in longer simulations. Later simulations which 

used a more appropriate method of accounting for long range electrostatic interactions, 

such as PME, could provide much more information about the stability of quadruplexes.

MD simulations of both ( 6 4 ) 4  and ( 6 4 X4 6 4 ) 2  showed that these structures were 

stable over the 2-3 ns length of the simulations^^. Some changes were however observed 

in the ( 6 4 ) 4  quadruplex, as bifurcated hydrogen bonds were formed in the two central 

6 -quartets, replacing the Hoogsteen hydrogen bonding. This artifact was attributed 

to the use of a non-polarisable (additive) force field. ( 6 4 ) 4  was also simulated at 400 

K, and remained in the same quadruplex conformation. The loops in the ( 6 4 X 4 6 4 ) 2  

structure exhibited more flexibility during the simulations.

The stability of quadruplexes with mixed 6 -C-quartets has also been investigated 

using MD. Both ( 6 6 6 6 X 4 6 6 6 6 ) 2  and (6 6 6 6 X4 6 6 6 6 ) 2  yielded stable trajectories, 

and the mixed quartets did not destabilise the structures^®. The simulations were able 

to reproduce two different 6 6 6 6  quartet geometries depending on coordinating ions, 

as found in the NMR structures. The T 4  loops adopted different conformations, stable 

on nanosecond timescales. This suggests that the sampling of different quadruplex loop 

conformations requires simulations longer than 1 - 2  ns.

2.4.2 Ion binding

The binding of ions within the central channel of 6 -quadruplex molecules has elicited 

much attention due to their structural influence. Different ionic effects have been inves­

tigated using MD, however this has often revealed inadequacies in the force fields when 

dealing with ions. A comparison of quantum mechanical and MD calculations showed 

that only 60% of the binding energy of Na"^ to 6  residue 0  atoms is accounted for in 

the Amber potential function®®. The Amber potential is moreover inadequate in that 

the optimal Na+ - 6  residue 06 distance is overestimated by between 0.25 and 0.3 Â, 

meaning that unlike in experimental structures, Na+ ions never occupy in-6 -quartet- 

plane positions during MD simulations. In the case of K+ ions, only 70% of the binding
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energy is represented in the MD potential, however in this case the optimal distance 

between K"*" and 06 corresponds to the QM results. These discrepancies are most likely 

due to the nature of the additive force field, which neglects any polarisation between 

atoms. The energetics of cation-G-quartet interactions were also studied using classical 

force fields^^®. Although these calculations could explain the binding of ions be­

tween quartet stacks, they could not explain why Na+ stabilises G-quadruplexes whereas 

Li+ does not. K+ or Na’’’ binding within the quadruplex channel was however found to 

affect the hydrogen bonding distances within G-tetrads, in order to accommodate the 

different ions^^.

MD simulations do, however, show that ions are required for the stability of some G- 

quadruplex structures in solution. (G4 ) 4  formed structures with slipped strands when no 

cations were placed within the central channel prior to simulation On the other hand, 

(G7 ) 4  did not undergo such distortions when simulated in solution with no coordinating 

ions^^. However, Na"*" ions and water molecules did enter the channel to stabilise the 

structure over the 2 ns simulation. These simulations suggest that G-quadruplexes can 

be stable even when the central channel is not fully occupied with cations, and that Na+ 

ions can diffuse from the surrounding solution into the channel.

Force field calculations were used to locate potential K+ binding sites in the NMR 

structure of G2 T 2 G2 TGTG2 T 2 G2 ^^^’^^^. Minimisations of the NMR structures located 

two potential K+ ion binding sites, however these have not been confirmed experimen­

tally or with further MD simulations. In fact, a G2 T 2 G2 TGTG2 T 2 G2 crystal struc­

ture in Na’*' containing conditions found no evidence of cation binding within the G- 

quadruplex^^. The conformation of the DNA in this structure is ambiguous, and this 

could be masking the weak Na+ ion diffraction, especially if these are located within 

loop regions

2.4.3 Loop conformation and folding

MD simulations in combination with MM-PBSA free energy analyses can provide infor­

mation about the preferred conformations of biomolecules. MM-PBSA was shown to be 

successful in comparing the relative energies of A- and B-form DNA in explicit solvent 

simulations in 1998^°^. Since then, free energy calculations have been applied to the 

folding of small proteins and protein fragments, and the conformation of protein and 

RNA loops^^^. In several cases, correctly folded protein conformations could be identi­

fied compared to misfolded c o n f o r m a t i o n s M M - P B S A  calculations were used to 

show whether X-ray or NMR structures had identified the lowest energy conformation 

of a molecule^^^. The LES method has also been used when searching for possible loop
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conformations in p r o t e i n a n d  RNA^^° molecules, in order to improve conformational 

sampling during simulations.

A few studies of G-quadruplex folding and loop conformation have been carried out 

using the methods described here. StefI et al have investigated the folding pathway 

of a tetrameric G-quadruplex, (G4 )4 ^^. MD simulations show that this sequence can 

adopt "slipped-strand" structures which are stable over nanosecond timescales. These 

are however less stable than the native quadruplex structure, as shown by MM-PBSA 

calculations, and could represent intermediates in the assembly process. The models also 

suggested that cations are involved in G-quadruplex formation, and contribute strongly 

to the stabilisation of the structure. Moreover, the free energy calculations provided 

meaningful results only when the cations within the quadruplex channel were included 

explicitly, rather than as an implicit salt contribution.

A combination of MD, LES and MM-PBSA was used in a detailed study of (G4 T 4 G4 ) 2  

l o o p s T h e  LES simulations allowed conformational transitions to occur in the loops. 

However, both LES and MM-PBSA calculations favoured a loop conformation different 

from the experimentally observed conformation. The mutual agreement of LES and 

MM-PBSA over loop conformational preference suggests that the inability to predict 

the experimental conformation is due to the force field. This is also suggested by the 

fact that the experimental (G4 T 4 G4 ) 2  diagonal loop is unstable in the MD simulations 

carried out. This study indicates that great care must be taken when trying to predict 

quadruplex loop conformations using MD.

2.5 Limitations of molecular dynamics

The above examples have already illustrated some of the shortcomings of MD simulations 

in structural studies. Some of the main limitations and possible ways of circumventing 

these are summarised here.

MD simulations have to be carried out with a time step of 1  or 2  fs, in order to sample 

the highest frequency motions, meaning that the length of simulations which are carried 

out is typically limited to the 10-100 ns range. Most biological processes occur over 

longer time periods, and hence cannot be simulated fully. Long timescale simulations 

have been carried out, such as a 1  /xs simulation of the folding of a small protein, 

the villin headpiece^^^’^^^. However, these kind of timescales require large amounts 

of computational power. Most simulations are still restricted to sampling the folded 

and unfolded states in different simulations, without observing the transition pathway 

between the two.

37



The timescale of the simulations also restricts the extent of conformational sampling 

which can be carried out. This is a limitation when looking at possible conformations 

of loop regions, especially with many degrees of freedom. As already mentioned in Sec­

tion 2.4.3, some methods are available which enable more of the conformational space to 

be sampled. However, most of the uncertainty in absolute free energies calculated comes 

from the fact that the whole conformational space of a molecule has not been sampled 

during the simulations. The energy of the substates which the molecule can occupy 

contribute to the value of the total free energy, however these substates are generally 

not all sampled during a simulation. This also affects the calculation of the entropie 

contribution to the free energy. One of two methods is commonly used to calculate 

the entropy of a biological system. Both methods compute the atomic fluctuation ma­

trix, either from a normal mode calculation or from snapshots collected over an MD 

simulation Each method has its limitations. The former uses a harmonic approxima­

tion to the normal modes, and hence the anharmonic contribution is neglected, which 

can mean that low frequency modes, leading to large movements, are not correctly ac­

counted for. Moreover, snapshots from a simulation have to be minimised before normal 

mode analysis, which is time consuming. The latter method requires a proper sampling 

of configurational space, and often suffers from convergence problems, requiring longer 

simulations to be carried out.

One of the main drawbacks of current molecular dynamics simulations is the inabil­

ity of the force fields to deal with ionic effects correctly. This is especially the case for 

simulations of G-quadruplexes, in which cations form an integral part of the system. 

The experimentally observed influence of cations on structure cannot be reproduced in 

MD simulations. For example, the (G4 T 4 G4 ) 2  X-ray structure shows K+ ions binding 

within the loop regions, as well as in the central G-quadruplex cavity^. However, dur­

ing MD simulations, the K"*" ions do not remain bound to the loops and diffuse into 

s o l u t i o n F r e e  energy perturbation calculations were also unable to reproduce the ex­

perimentally observed preference for K+ over Na'*' in G-quadruplex structures^^^. This 

is due to electronic effects of the ions which are not accounted for in the simulations. 

The development of suitable parameters for the treatment of ions has not followed the 

improvements in the force fields, which means that in many cases they are inadequate®^. 

The parameterisation of ions in quadruplex channels was investigated in this work, and 

is detailed in Chapter 6 .

Polarisable force fields are currently being developed which should enable ionic effects 

to be taken into account. Pairwise potentials represent the atoms as point charges only, 

which are fixed from the beginning of the simulation. However, if the environment
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of an atom changes during the simulation, the atomic charges cannot respond to the 

change. In the Amber force field, 6-31G* RESP charges are used, which are known to 

overestimate the dipole moments of monomers. This is considered to account for some 

of the polarisation effects on the charge distribution.

Despite these limitations, molecular dynamics simulations have been shown in many 

cases to be useful in studying the structure and dynamics of biomolecules. The Amber 

force field has been extensively tested on DNA and G-quadruplex systems, as described 

above. From past performance, the instability of structures in simulations is unlikely to be 

due to artefacts in the force fields used, but rather represent real structural phenomena. 

It is however necessary to consider force field effects when looking at certain processes. 

This is certainly the case when looking at ion binding within G-quadruplex structures.

2.6 Quantum mechanical calculations

Classical MD simulations are unable to represent detailed features of cation interactions 

within the central channel of G-quadruplexes. Although MD simulations have been used 

to investigate these (described in Section 2.4.2), this has tended to reveal problems 

in the force field treatment of the interactions, rather than provide any real answers. 

On the other hand, quantum mechanical calculations have been able to explain the 

different quadruplex-stabilising abilities of cations. The drawback of these non-classical 

calculations is that the computational cost is much higher, and the system size which 

can be studied is accordingly limited. Currently, only one or two G-quartet stacks are 

considered in the calculations.

In ab initio  calculations, the electronic structure of each atom is taken into account, 

and there are no empirical parameters which might bias the results. The choice of 

level of theory and basis set governs how the interactions will be calculated, which can 

influence the results obtained, as will be illustrated below.

The first QM study of G-quartets in 1999 identified a strongly electronegative region 

in the centre of the q u a r t e t T h e  G-quartet was minimised with no ions bound in the 

centre, and the structure stabilised with bifurcated hydrogen bonds, in which the amino 

group is closer to the 06 than N7 atom. However, the existence of bifurcated hydrogen 

bonds in the absence of a cation is still not clear as their formation depends on the basis 

set used for the c a l c u l a t i o n M i n i m i s a t i o n s  of G-quartets with ions in the centre 

do not exhibit any bifurcated hydrogen bonds, instead the normal Hoogsteen hydrogen 

bonds are f o r m e d S e v e r a l  studies have compared the stabilisation properties of 

various cations binding within the central channel. Gas phase stability calculations
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suggested that the stabilisation follows Li+ >  Na"*" >  K+. However, when the hydration 

energy was taken into account, the trend was K+ >  Na+ >  This accounts for

the necessary dehydration of the ions before entering the G-quadruplex channel. This 

trend was later confirmed experimentally using solid-state NMR^^®. Smaller cations 

were shown to enable shorter hydrogen bonds between the G residues, however this was 

not a determinant of stability. Instead, the relative energies of hydration of K+ and Na+ 

determined the observed ion s e le c tiv ity M in im is a tio n s  of a G-quartet with a Li"*" ion 

formed a non-planar complex, which would prevent further stacking of G-quartets, and 

could explain this ion’s destabilising effect on G-quadruplexes

QM calculations can also identify the most favourable binding sites of various ions 

within the G-quartets. K+ ions within the plane of the G-quartets, rather than between 

successive quartets, lead to less stable structures due to lengthening of the hydrogen 

b o n d s O n  the other hand, planar and non-planar structures with Na"^ had sim­

ilar energies. This explains why, experimentally, ions are always observed between 

the G-quartet planes, whereas Na"*" ions adopt sequence-dependent positions (see Fig­

ure 1.1(b), page 15). Mulliken charges calculated from the minimised structures also 

show that there is a significant charge transfer from the 06 atoms to the cations in the 

channel

QM calculations are useful in describing local phenomena, such as the binding of ions 

within the quadruplex channel. However, although individual and stacked G-quartets can 

be minimised, this is usually carried out with the bases only, and no phosphate backbone 

or sugar. The global effect of ions on quadruplex conformation, for example, cannot be 

studied using these methods, due to the computational cost. Currently, G-quadruplex 

structures therefore have to be studied using a combination of methods, depending on 

the properties of interest.

In this work, MD simulations were used to generate new loop structures, and compare 

the stability of various quadruplexes in solution (Chapters 3 and 4). Both simulated 

annealing and LES simulations were employed to search for loop conformations. Ligand 

binding simulations were carried out after docking of ligands onto the G-quadruplexes, 

and this will be detailed further in Chapter 5. In order to  study the binding of Câ "*" ions 

within the quadruplex channel, a combination of MD and QM calculations was used 

(Chapter 6 ).
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Chapter 3

(04X264)2» (G4T2^04)2 and 
(64X304)2 structures

The length and composition of loops can have an important effect on the structure of 

G-quadruplexes. In order to gain more understanding of the loop-dependent folding of 

G-quadruplexes, a series of three G-rich sequences with different loops was investigated. 

Structural features of the G4 T 2 G4 , G4 T 2 AG4  and G4 T 3 G4  sequences were studied using 

a combination of molecular dynamics simulations and X-ray crystallography. All three 

sequences are expected to form dimeric G-quadruplexes. The topology of the related 

(TG 4 T 2 G4 T ) 2  quadruplex was solved recently by NMR^°, and was shown to form two 

different dimeric structures with lateral loops, each with four G-quartet stacks (see 

Table 1.3, page 2 1 ).

In conjunction with crystallographic trials, the folding of the three sequences into 

dimeric G-quadruplex structures was investigated using MD simulations. The purpose 

of the simulations was to determine whether theoretical methods could be used to gain 

information about G-quadruplex folding. The crystal structures of both (G4 T 3 G4 ) 2  and 

(G4 T 2 AG4 ) 2  were subsequently obtained, enabling a comparison with theoretical results.

The sequences were chosen for comparison purposes with the already well charac­

terised and X-ray^'^^ structures of (G4 T 4 G4 )2 - This dimeric G-quadruplex

with T 4  loops forms an antiparallel structure with diagonal loops both in solution and 

in the crystal, and in and Na“̂  containing conditions. No other structural form has 

been reported for this G-rich sequence. The aim of this study was to establish whether 

single nucleotide changes in the loop region could have an influence on the G-quadruplex 

structure, and whether this influence could be predicted.
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3.1 Predictive modelling

As previously discussed in Chapter 1, a single G-rich sequence can fold into many different 

G-quadruplex structures. As current theoretical methods do not enable the modelling of 

the folding process from an unfolded sequence, simulations must be started from already 

folded quadruplexes. Possible models of the (G4 T 3 G4 )2 , (G4 T 2 AG4 ) 2  and (G4 T 2 G4 ) 2  

dimeric quadruplexes were constructed, however these were limited to structures con­

taining four G-tetrad stacks, and only non-G residues in the loop regions. Structures 

with fewer than four G-tetrads and with G residues within the loops can also poten­

tially form, however sampling of all possible structures would be too computationally 

expensive. Lateral, diagonal and parallel (strand-reversal) loop-type structures were 

considered.

3.1.1 Computational methods

MD simulations require a starting structure which is not too far removed from the min­

imum energy conformation. Starting conformations can be obtained either from model 

building, or derived from NMR or X-ray structures. A mixture of model and experimental 

templates was used here, in order to avoid bias due to different G-quadruplex stems on 

the loop conformations. When using experimental templates, only the G-quartets were 

retained, and loops of the desired length and composition were substituted.

The Oxytricha (G4 T 4 G4 ) 2  X-ray structure was used as a template for diagonal loop 

quadruplexes (PDB code IJPQ)^. Lateral loop templates were generated from a pre­

vious (though incorrect) X-ray structure of (G4 T 4 G4 ) 2  (PDB code 1D59)^, and the 

GCGGT3 GCGG NMR structure (PDB code 1 A 6 H)^^^. The latter has two mixed G-C 

quartets in the centre of the quadruplex. The C residues were replaced with G, and 

the quartet stem equilibrated for 2 ns to relieve any strain. Both lateral loop templates 

(1D59 and 1A6H) have alternating syn-anti glycosidic angles around the G-quartets, 

however the 1A6H template has syn-syn-anti-anti angles down each G-strand, compared 

to  syn-anti-syn-anti angles for the 1D59 template. The 1D59 template was used both 

as-is, and after a 2 ns MD equilibration, as this incorrect X-ray structure is in a quite high 

energy c o n f o r m a t i o n A  model-built antiparallel G-quadruplex stem was also included, 

containing two wide and two narrow grooves, and alternating syn-anti glycosidic angles 

down the G-strands. Parallel structures were generated from the (TAG3 T 2 AG3 T ) 2  X- 

ray structure (PDB code 1K8P)^^, in which a fourth G-quartet was added to the stem 

after removal of the loops and terminal T  and A residues. The resulting structure was 

minimised to relieve any strain in the backbone. The various structural templates which
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Table 3.1: T 3 , T 2 A and T 2 loop types which were included in the structure prediction 
simulations. The syn (s) and anti (a) glycosidic angles refer to G residues down the 
strands.

Loop sequence Template Loop type

T 3 s-s-a-a 1A6H lateral (wide groove)
s-a-s-a 1D59 lateral (wide groove)
s-a-s-a model lateral (wide groove) 

lateral (narrow groove)
IJPQ diagonal

T 2 A s-a-s-a 1D59 lateral (wide groove)
IJPQ diagonal
1K8P parallel

T 2 s-a-s-a model lateral (narrow groove) 
lateral (wide groove)

IJPQ diagonal
1K8P parallel

were included in the structure prediction simulations are summarised in Table 3.1. The 

structures are referred to in the text using the PDB code from which the template was 

derived, or "model" to indicate the model-built template.

All the initial model building and structural modifications were carried out using 

the Insight II suite of programs^®®. The T 4  loops in the IJPQ and 1D59 templates 

were replaced with Tg,T2 A or T 2 loops, and the backbones were minimised to relieve 

strain. The 1A6H template already contains a T 3  loop, which was kept as a starting 

structure, or modified to T 2 A or T 2 . Loop conformational space was searched with 

simulated annealing (SA) procedures using the Discover module of Insight II. During 

all SA runs the G-quartets were kept fixed, and only the loop residues were allowed to 

move. The SA runs were carried out in implicit solvent, using a distance-dependent 

dielectric (e =  4r) to mimic the solvent. Two SA protocols were tested, in which the 

choice of initial structure at each new cycle differed. In the first protocol, the initial 

loop conformation was minimised, then during each cycle the loop was first heated 

to 1000 K over 2 ps, simulated at 1000 K for 2 ps, cooled to 300 K over 1 ps and 

finally minimised. The next loop conformation was generated from heating of the latest 

minimised conformation. In the second protocol, known as slowly-quenched SA, the 

starting loop conformations at each cycle were generated from previous structures at
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300 K before minimisation. A t the end of the run, all the 300 K structures were recalled 

and minimised. The second procedure should enable a faster search of conformational 

space, since the starting structure at each step has not been minimised, is in a higher 

energy state, and hence should be able to overcome higher energy barriers.

The structures obtained from the SA runs were clustered into conformational families, 

according to root mean square (rms) deviation calculations between all structure pairs. 

The clustering method is described in Appendix A. Briefly, pairwise rms deviations 

between all the structures were calculated, then clustered according to the method used 

by the NMRCLUST p r o g r a m N M R C L U S T  was designed to cluster NMR structures, 

and is therefore not able to handle the large number of structures generated here in each 

simulated annealing run. A Python script was written which uses the same clustering 

methodology, but with an unlimited number of input structures. Moreover, it was written 

to directly read in the output files from the Insight SA runs, and output Insight format 

archive files for each cluster.

Selected structures from the clusters were subjected to more lengthy MD simulations 

in explicit solvent using the Amber 7 p r o g r a m o r  Amber 8  as it was released®®. The 

G-quadruplex equilibration procedure described here was used throughout this work, 

unless stated otherwise. 3 K+ ions were placed, one between each G-quartet stack, 

equidistant from the eight G 06 atoms, when these were not already present in the 

template. Further solution K'*’ ions were added using the Leap module of Amber to 

neutralise the system, which was then solvated in a pre-equi libra ted box of TIP3P water. 

The box size depended on the system, but always extended at least 10 Â from the solute 

in every direction. The equilibration procedure consisted of 10 steps, beginning with 

1000 steps of minimisation and 25 ps of dynamics of the solvent only. The whole system 

was then minimised for 1000 steps, followed by 3 ps of dynamics with a restraint of 25 

kcal.mol"^ on the DNA. The DNA restraint was lowered by 5 kcal.mol~^ during each 

of the next 5 1000-step minimisations. Finally, the system was heated slowly to 300 K 

over 20 ps, with no further restraints. MD simulations were carried out at 300 K, using 

a 2 fs time step, with SHAKE applied to constrain the bonds containing hydrogen. The 

PME method was used to deal with long range electrostatic interactions, and Lennard- 

Jones interactions were cut off at 1 0  A. Similar protocols were found to be reliable in 

previously reported simulations of G-quadruplexes^®’®̂ .

LES simulations were carried out on a subset of loop conformations. After an equi­

libration period of between 500 ps and 1 ns of dynamics in explicit solvent, 5 copies of 

each loop were generated using the Addles module of Amber. Both the LES (loops) and 

non-LES regions (G-quartets) were maintained at 300 K, using separate water baths.
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LES simulations were carried out in explicit solvent. After LES simulations, the final 

loop copies were averaged, and non-LES dynamics were carried out for at least 1  ns. The 

MM-PBSA energies calculated can then be compared to pre-LES energies. LES simula­

tions were also attempted using implicit solvent methods (Generalised-Born(GB)-LES), 

however this resulted in unrealistic loop conformations, with all T  residues completely 

exposed to the solvent. This is probably due to inadequacies in the solvent approxima­

tion by the GB method. Moreover, the GB method required the use of restraints on 

the G-quartet stem, which would hide any effect of the loops on the integrity of the 

G-quartets.

The Ptraj module of Amber was used to remove water molecules from the trajecto­

ries, overlap the snapshots for visualisation, and calculate average structures. The Carnal 

module was used to carry out rms deviation calculations. All loop rms deviations were 

obtained by first fitting  the G-quartets over all the trajectory snapshots, and calculating 

the loop rms deviation with respect to that fit. This enables global loop movements 

with respect to the quartets to be accounted for, as well as variations within the loops. 

MM-PBSA was used to calculate approximate free energies, as described in Section 2.3. 

Snapshots were collected every 20 ps for energetic analysis. The electrostatic contribu­

tion to the solvation free energy was calculated using Delphi 11̂ ^̂ . Dielectric constants 

of 1.0 and 80.0 were assigned to solute and solvent, respectively. A grid spacing of 

0.5 Â was chosen, with the longest linear dimension of the molecule occupying 80% of 

this grid. The Amber parm99 charge set and BONDI radii were u s e d A l l  MM-PBSA 

calculations included the three K+ ions within the quadruplex channel explicitly. The 

K+ radius was determined to be 2.025 Â, by adjusting it until (AGpoiar +  ^Gnonpoiar) 

was close to the experimental AGsoivation of —80.6 kcal.mol“  ̂ The Na"*" radius 

in the (G4 T 2 AG4 ) 2  crystal structure simulations (Section 3.4) was set to 1.656 Â, as 

determined previously®^. All other energy terms were calculated with the programs dis­

tributed with Amber. The solute entropie contribution was estimated with the NMODE 

program, using snapshots collected every 200 ps. Each snapshot was minimised in the 

gas phase, using a distance-dependent dielectric of e =  4r, before calculation of the vibra­

tional, rotational and translational entropies. The minimisations caused some structural 

distortion, however this did not have a significant impact on the entropies calculated.

Figures in this thesis were rendered using either Coot^^^ with Raster3D^^® or VMD^^® 

with POV-Ray^^°. Diagrams were drawn in Dia^^^.
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3.1.2 (G^T 3 6 4 ) 2  

Simulated annealing

Lateral and diagonal T 3 loop conformations were generated from simulated annealing 

runs, using the templates listed in Table 3.1. Lateral T 3 loops bridging two different 

groove widths were considered. In the 1D59, 1A6H and model-built quadruplexes, the 

wide grooves measure on average 15.5 Â (C4’ to C3' distance across the groove). Lateral 

loops over the narrow quadruplex groove were also considered using the model-built 

template, measuring 12.4 Â. The diagonal loops have to bridge an average C4' to C3' 

distance of 19.5 Â.

The simulated annealing runs generated large numbers of structures, and only the 

most frequently repeated conformations were considered. Results from the clustering 

of lateral T 3 loop conformations over the wide quadruplex groove are summarised in 

Table 3.2. A large number of loop structures generated were very solvent exposed, with 

no stabilising interactions between loop and G residues, probably due to the implicit 

solvent approximation used during the simulations. However, these loops were generally 

structurally very different from one another, and did not appear in the final clusters 

created. Clusters containing fewer than 5% of the total number of conformations were 

not considered. In this manner, the clustering method filters structures which appear very 

infrequently, and are therefore less likely to represent energy minima. The total number 

of structures in each simulated annealing run is indicated in Table 3.2, along with the 

occurrence frequency of each loop conformation. As mentioned in Section 2.2.1, the 

limited number of SA cycles cannot be guaranteed to find all possible loop conformations. 

Only a subset of the loop conformational space has been sampled, meaning that the loop 

occurrence frequencies in Table 3.2 cannot be directly related to  the potential energy 

of the loops. In theory, with a sufficiently large number of SA runs, the number of 

structures in each conformational cluster should be directly related to the depth of the 

potential energy wells. This is unlikely to be the case here, however the SA runs did 

provide a set of possible loop structures. Loop conformations containing stabilising 

interactions, such as stacking or hydrogen bonding, were found to occur with greater 

frequencies than loop conformations with no such stabilising interactions.

46



Table 3.2: T 3 lateral loop structures over the wide groove of antiparallel quadruplexes 
obtained during simulated annealing runs. The number of times structures occurred 
during the SA runs is indicated. The first SA protocol was used in all cases, except for 
one slow-quenched SA protocol (column two of the "model" template). In the structure 
notation, L denotes a lateral loop, as opposed to D, diagonal or P, parallel. The w 
specifies that the loop bridges the wide, as opposed to n, narrow groove.

Structure Model 1A6H 1D59 1D59
(MD)

Ts-Lw-l
29 14

(15%) (11%)
30 24

( 10%) (22%)

23 7 21
(12%) (6 %) (17%)

28
(26%)

T3-LW -3
13 8  7 53 8

(7%) (6 %) (6 %) (17%) (8 %)

T 3 -LW- 4
11 13 19

(6 %) (10%) (24%)

9
(5%)

27
(9%)

Continued overleaf

47



Table 3.2: Continued 

Structure Model 1A6H 1D59 1D59
(MD)

Ts-Lw-ô
6

(5%)
17

(5%)

T3-Lw-7
20

(6%)

AH structures 200 128 125 314 108

Despite large structural variations between the lateral loops shown in Table 3.2, 

some structural features emerged at this early stage. In all but one conformation (T 3 - 

Lw-1), the second T residue formed some kind of stacking interaction, either with the 

G-quartets (T 3 -Lw-2 , T 3 -Lw-3 , T 3 -Lw* 4  and T 3 -LW-6 ), or with another loop residue 

(Ts-Lw-S and T 3 -Lw-7 ). The first and third residues were less energetically confined by 

stacking interactions. Conformations with the second T stacking on the G-quartet were 

found with the first T either in the groove, at varying depths (T 3 -Lw-3 , T 3 -Lw- 4  and 

T 3 -LW-6 ), or extended in solution (T 3 -Lw-2 ). The third T either stacked with the G- 

quartet (T 3 -LW-I, T 3 -Lw- 3  and T 3 -Lw-5 ) or with the second T (T 3 -Lw- 2  and T 3 -Lw-4 ), 

or was extended out into the solvent (T 3 -LW- 6  and T 3 -Lw-7 ). Conformation T 3 -Lw- 3  is 

similar to one of the 1A6H T 3 loops determined experimentally using NMR, in which 

the first T residue is in the quadruplex groove, and the other two T residues stack on 

the G-quartet surface. This provides evidence that such simulated annealing runs can 

generate experimentally relevant conformations.

The SA simulations generated several potential loop conformations. However it was 

not possible to classify them in terms of their relative stabilities. Figure 3.1 shows the 

potential energy for each conformation of the wide groove lateral T 3 loops generated 

using 1D59 as a template, grouped into clusters. The energies were calculated using 

the Insight II Discover module. There are large variations in energy within, as well as 

between, the clusters. Moreover, the most populated clusters do not always contain
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Figure 3.1: Potential energy of all Tg lateral (wide groove) loops generated using the 
1D59 template. For each cluster, the total potential energy of each loop conformation 
within that cluster is shown. The clusters (loop conformations) which are included in 
Table 3.2 are highlighted in green.

the lowest potential energy conformations found. This is primarily due to the incom­

plete sampling of all loop conformations, so that the greater number of structures in a 

particular cluster does not mean that this conformation is in a deeper potential energy 

well. The structures in each cluster are similar, as measured by pairwise rms deviations, 

however there are large energy fluctuations within each cluster, due to local differences 

in loop conformations. On average, however, the energy of the most populated clusters 

tends to be lower than the average energy of smaller clusters.

The same simulated annealing protocol was used to generate possible conformations 

of lateral Tg loops over the narrow quadruplex groove (Figure 3.2). However, in this case, 

fewer recurrent conformations were found, and loop structures were less well conserved. 

The most populated clusters contained only 8  or 9 structures (out of 200 generated), 

with most conformations having two or more residues exposed to the solvent. This could 

indicate that the loop residues are able to form fewer stabilising interactions than over 

the wider groove. Structures similar to the Tg wide groove loops were found, where 

the second and third T residues stacked on the G-quartets, and the first T  residue was 

either located in the quadruplex groove or protruding into solution.
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T2

T2 T3

T1

T3

(b) T 3- U - 2 (c) T3-Ln-3

Figure 3.2: Most frequently occurring T 3 lateral loop conformations over the narrow 
quadruplex groove from simulated annealing runs.

s/s/

T1
T3

T1T1

(a) T 3-D - I (b) T 3-D - 2 (c) T 3-D - 3

Figure 3.3: Most frequently occurring T 3 diagonal loop conformations from simulated 
annealing runs.

Diagonal T 3 loop conformations which occurred the most frequently during simulated 

annealing runs are shown in Figure 3.3. The diagonal loop conformations were similar 

to the lateral loops, as two residues generally stacked on the G-quartets. As with the 

lateral loops, the first T residue was most frequently in the quadruplex groove or in 

solution, but more rarely stacking on the G-quartet surface. The diagonal loop topology 

allows residues to stack on the G-quartets on either side of the loop backbone, such as 

in the T 3 -D - 3  conformation (Figure 3.3(c)).

Although simulated annealing methods in implicit solvent were useful to generate 

many possible loop conformations, the stability of the resulting conformations could not 

be assessed. Even if the number of SA runs was large enough to be able to use the 

number of times a structure appeared as an accurate indicator of stability, no comparisons 

can be made between the lateral and diagonal loop types. Total potential energies 

of each system calculated using Discover are only approximate values, explaining the
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spread in energies obtained within each cluster in Figure 3.1. The calculations included 

solvent effects using a distance-dependent dielectric, which is only a crude approximation. 

Moreover, only the loop residues were allowed to move during the conformational search, 

meaning that the G-quartets could not respond to any pressure caused by strained loop 

conformations. In order to further assess the loop stability, fully solvated MD simulations 

were carried out.

M D  simulations

The T 3 lateral (over the wide and narrow grooves) and diagonal loops were further 

simulated using molecular dynamics in explicit solvent, accompanied with LES to en­

hance conformational sampling. With no restraints applied to the G-quadruplex stem, 

the effect of the loop conformations on the whole system can be studied. Due to the 

computational cost of fully solvated simulations, only a subset of structures were evalu­

ated.

MD simulations of lateral (wide groove) loops were carried out on the three most fre­

quently occurring loop conformations found for the alternating syn-anti model quadru­

plex, Ts-Lw-l, Ts-Lw-2 and Ts-Lw-S (Table 3.2). In the Tg-Lw-l conformation, the 
middle T  residue is in the quadruplex groove, while the first and third T  residues stack 

on the G-quartet plane. A structure with two loops in the Tg-Lw-l conformation showed 

no structural changes after 1 ns MD, apart from a slight movement of the middle T  

residues out of the quadruplex grooves (Figures 3.4(a) and (c)). A 4 ns LES simu­

lation was carried out starting from the 1 ns equilibrated structure. The two loops 

behaved differently during the LES simulation. The first loop remained in the same con­

formation throughout the dynamics, with only some fluctuations in the rms deviation 

(Figures 3.4(b) and 3.5(a)). After about 2 ns, a structural rearrangement of the second 

loop occurred, so that the second T  residue, previously in the quadruplex groove, moved 

to stack on top of the other two T  residues (Figures 3.4(d) and 3.5(a)). This happened 

gradually over a few hundred picoseconds, and the second conformation was stable for 

the remainder of the LES run. The new loop conformation was similar to the T 3 -Lw- 5  

structure in Table 3.2, sampled during simulated annealing. Lowering of the energy 

barriers enabled the third T  residue to flip by 180° in both loops during LES simula­

tions, allowing potential hydrogen bonds to form between the first and third T  residues. 

However, the T  residues were only within hydrogen-bonding distance in the second loop, 

and only after the conformational change to a T 3 -Lw- 5  type structure. During these 

simulations, each loop conformation was stable over nanosecond tim escales, even when 

using the LES increased sampling method.
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(a) Ts-Lw -l after 1 ns M D (b) Ts-Lw-l after 4 ns LES

(c) Ts-Lw-l after 1 ns M D (d) Ts-Lw-l after 4 ns LES 
(now in Ts-Lw-5 conformation)

(e) Ts-Lw-3 after 1 ns M D (f)  Ts-Lw-3 after 2.7 ns LES

(g) Ts-Lw-3 after 1 ns M D (h) Ts-Lw-3 after 2.7 ns LES 
(now close to Ts-Lw-2 confor­
mation)

Figure 3.4: Structures of the Ts-L^-l (a)-(d) and Tg-L^-S (e)-(h) loop conformations 
after 1 ns MD and after LES simulations. The overlap of all 5 loop copies at the end of 
the LES simulations is shown.
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Figure 3.5: Loop rms deviations during the LES simulations of Tg-L^-l and Tg-L^-S 
conformations. Only the rms deviations of single LES copies are shown, as all LES copies 
showed the same behaviour.

The SA runs generated several structures in which the first T residue was positioned 

in the quadruplex groove (Tg-Lw-S, Tg-Lw-4 and Tg-Lw-6 ). A In s  MD simulation of the 

Tg-Lw-3 loop types suggested that the latter were less stable than the previously sampled 

Tg-Lw-l and Tg-Lw-5 conformations. The Ts-Lw-3 loop residues were very flexible, 

especially the first and third T residues in the first loop (Figure 3.4(e)). The third T 

residue spent most of the simulation protruding into the solvent, and only returned to 

stack with the middle T  residue at the end of the dynamics. The first T  residue moved 

gradually out of the quadruplex groove in the first hundreds of picoseconds, and then 

remained exposed to the solvent. However, the second loop in the same conformation 

was stable over the simulation, the only rearrangement being the stacking of the third 

T with the G-quartet, rather than on top of the middle T (Figure 3.4(g)). During the 

subsequent 2.7 ns LES simulation, both loops rearranged to the conformations shown 

in Figures 3.4(f) and (h). Stacking of the second and third T residues was conserved 

during the LES simulation, however the first T residue was much more flexible. The 

final structures obtained are similar to the Ts-Lw- 2  conformation from the SA runs, 

in which the first T residue moves closer to stack with the other loop residues, thus 

minimising solvent exposure. The loop flexibility is apparent in Figure 3.5(b). The 

first loop rms deviation increased throughout the simulation, and never equilibrated into 

a specific conformation. This was also the case for the second loop, which showed
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large fluctuations in rms deviation throughout the LES dynamics, after a conformational 

change around 800 ps. This differs from the second loop in Figure 3.5(a), where a 

major conformational change caused the rms deviation to increase sharply, but a stable 

conformation was reached and little variation in rms deviation was subsequently observed.

The native 1 A 6 H Tg loops were simulated for 4 ns, after mutation of the C residues 

to G in the quadruplex stem, in order to allow energetic comparisons with predicted 

loops. Multiple loop conformations are present in the NMR structure, and the first PDB 

entry was chosen for MD. In this conformation, the first T  residue is in the quadruplex 

groove, the third T  stacks on the G-quartets, and the second T  is pointing into the sol­

vent. Within the first 400 ps of dynamics, the second T  residues of both loops formed 

stacking interactions with either the G-quartets, or the second T  residue, and these were 

stable throughout the simulation. This is in accordance with the NMR structures, some 

entries having both second and third T  residues stacking with the G-quartets. The first 

T  residue remained within the quadruplex groove in only one of the loops. In the second 

loop, this T  residue moved into the solution, corresponding to the second NMR structure 

in the 1A6H PDB entry. This simulation revealed that a loop with the first T  residue in 

the quadruplex groove can be stable, although rearrangements to other conformations 

can occur (in the 1A6H simulation as well as the Tg-Lw-S simulation described above). 

The Tg loops were flexible in the NMR structure, and interchange between the different 

experimental conformations was observed during the simulations. The final loop con­

formations obtained were similar to the Tg-L^-S and Tg-Lw-4 structures in Table 3.2. 

The loop flexibility within the NMR structure suggests that the conformational changes 

which occur during the simulations are due to real structural flexibility of the loops, 

rather than force field effects.

Lateral loops over the narrow quadruplex groove in the Tg-L„-2 conformation were 

simulated using MD. Over a In s  equilibration, the loop conformation changed little, with 

two residues forming a stack over the G-quartets, and the first T  residue moving slightly 

out of the quadruplex groove (Figure 3.6(a)). Over a 4 ns LES simulation, the loops were 

more flexible, although no major rearrangements were observed (Figure 3.6(b)). The 

individual loop copy rms deviations were around 3.0 Â, after fitting  of the G-quartets, 

however the final structure was very similar to the starting Tg-Ln-2 conformation. As with 

several other simulations, the first T  residue, originally within the quadruplex groove, 

adopted a slightly higher position, in order to form interactions with the other two loop 

residues.

A quadruplex with two diagonal Tg loops in the Tg-D-1 conformation was subjected 

to a 4 ns MD simulation. The two loops behaved differently during the dynamics. One
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(a) Ta-Ln-2 after 1 ns MD (b) T 3-Ln- 2  after 4 ns LES

Figure 3.6: MD simulation of the Ts-Ln-2 loop conformation, (a) 1 ns equilibrated 
structure and (b) overlap of the 5 loop copies at the end of the 4 ns LES simulation.

(a) Stable T 3-D - I  loop (b) Unstable T 3-D - I  loop

Figure 3.7: MD simulation of the T 3 -D -I loop structure, (a) Stable loop structure 
averaged over the final 2 to 4 ns MD and (b) final structure of the unstable loop 
occurring within the last 2 0 0  ps.

of the loops remained in the T 3 -D -I conformation, with the first T residue deep within 

the quadruplex groove. On the other hand, the first T  residue of the second loop moved 

in and out of the quadruplex groove during the dynamics. The latter loop also caused a 

G-quartet to become distorted during the final few hundred picoseconds of simulation, 

when a G residue left the quartet plane, and formed a hydrogen bond with the loop 

backbone. Both loops are shown in Figure 3.7. This shows the importance of carrying 

out lengthy simulations, as the loop conformation was stable for almost 4 ns before 

causing G-quartet distortion. This also shows how simulations can be sensitive to small 

changes in loop conformation, as the first loop in essentially the same conformation was 

stable during the dynamics.
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Many loop conformations were stable over nanosecond timescales, however inter­

change between different loop conformations was frequently observed. Similar loop con­

formations exhibited different behaviours within the same simulation, suggesting that 

several T 3 loop conformations are equally possible. Unstable loops did not generally 

affect the stability of the G-quadruplex stem, which always had a lower rms deviation. 

These results are encouraging in that there was generally a good agreement between the 

conformations found in the SA runs and during the dynamics. Conformations adopted 

during the MD simulations were structurally close to structures generated in the simu­

lated annealing runs (for example in Figures 3.4(d) and (h)). The diagonal loop simu­

lation outlined some of the main difficulties when using theoretical models as starting 

structures in MD simulations. Small differences in loop conformation can lead to ma­

jor structural changes over long timescales, and it can be difficult to establish whether 

these differences are due to the general loop conformation or to the particular starting 

structure which was used. Both simulated lateral Tg-L^-S loops suggested that confor­

mations with the first T  residue located within the quadruplex groove were not the most 

stable, as rearrangements occurred. However, this conformation was stable during a 

simulation of the 1A6H T 3  loops. The results from MD simulations are therefore highly 

dependent on the initial structure.

Comparison of diagonal and lateral loops

Using simulated annealing and molecular dynamics, stable conformations of both lateral 

and diagonal T 3  loops were found. Absolute free energy calculations using MM-PBSA 

were carried out in an attempt to energetically rank the different structures, and are 

shown in Table 3.3. The total free energy Gtotai was calculated for the structures 

simulated in explicit solvent. Gtotai was further subdivided into contributions from each 

of the loops, following the method of Fadrna et al^^. Gstem. Gstem+ioopi and Gstem+ioop2 

were each calculated, and Gioopi and G|oop2 were obtained from Gstem-hioopi — Gstem and 

G s te m + io o p 2  “  G g tem , respectively. In this manner, the contribution of the loop-G-quartet 

interaction is included in the loop free energies.

Table 3.3 shows that all the loop conformations are close in energy. This was also 

observed during the dynamics as one loop type could rearrange to  another, although 

both were stable for several nanoseconds. The LES simulations enabled more structural 

flexibility in the loops, and free energies after the LES simulations are generally lower 

than before the enhanced sampling. This suggests that during the LES simulations, 

more favourable loop conformations were formed. The T 3 -Lw- 5  conformation was the 

most favourable T 3 loop obtained, with a free energy of —461 kcal.mol"^ (Table 3.3).
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Table 3.3; Free energy values (kcal.mol""^) for selected T 3  loop conformations, calculated over MD simulations before and after 
LES simulations (apart from 1A6H and T 3 -D -I, for which LES simulations were not carried out). See text for a description of the 
simulations. Standard errors of the mean are in brackets.

Loop conformation ^ to ta l  G stem  G io o p l G |o o p 2  T S t o t a l

T 3 -LW-I (before LES) -4526 (4) -3628 (4) -449  (4) -449  (4) -5 8 5  (2 )

T 3 -LW-I (after LES) -4545 (4) -3632 (4) -451  (4) -581  (1)

T 3 -Lw- 5  (from T 3 -LW-I LES) -461  (4)

T 3 -LW- 3  (from 1A6H M D)t -4522 (5) -3620 (4) -455  (4) -5 8 2  (1)

T 3 -LW- 4  (from 1A6H MD)^ -447  (4)

T 3 -LW- 3  (before LES) -4517 (5) -3626 (4) -442  (4) -449  (4) -5 8 0  ( 2 )

T 3 -LW- 3  (after LES) -4543 (5) -3636 (4) -456  (4) -451  (4) -5 8 6  (1)

T 3 -Ln- 2  (before LES) -4525 (4) -3633 (4) -446  (4) -446  (4) -5 8 2  (1)

T 3 -Ln- 2  (after LES) -4532 (4) -3634 (4) -451  (4) -448  (4) -5 8 2  ( 1 )

T 3 -D -I -4525 (5) -3623 (4) -452  (4) -451  (4) -5 7 9  (1)

*G  values do not include the solute entropy 
^Values calculated after a 2 ns equilibration



Unfortunately, the Gioop values are not significantly different enough to be used to com­

pare the stabilities of various loop conformations. They are dependent on the particular 

loop conformation in each simulation, rather than on general structural features. Lateral 

T 3 loops over the narrow and wide groove of the quadruplex have similar free energies, 

suggesting that both topologies are equally possible. Moreover, the free energies of di­

agonal and lateral loops were also similar, which does not allow differentiation between 

the two. The free energy decomposition into loop and quadruplex stem contributions is 

an approximation, which adds further uncertainty to the energies calculated. However, 

as both loops often showed different behaviours during the simulations, the total free 

energy of the quadruplexes does not reflect the effect of each loop conformation.

The solute entropie contribution was not included in the G values in Table 3.3, 

although the solvent entropy is implicitly taken into account in the solvation energy 

term. The entropie contribution is the least reliably calculated component of the free 

energy, and was therefore included separately. The entropy was calculated for the whole 

quadruplexes, and was similar for the different quadruplexes considered. Some measure 

of the entropie component is, however, important, as its inclusion can alter the ranking 

of quadruplex energies.

Free energy calculations can also provide information about the state of equilibration 

during trajectories. In most cases, plots of Gtotai over the length o f the trajectories show 

that the structures did equilibrate over the timescale of the simulations. Figure 3.8 

shows the Gtotai variation over the simulations of the 1A6H template with native Tg 

loops (Figure 3.8(a)), and the model template with Ts-Ln-2 lateral loops after LES 

(Figure 3.8(b)). The latter structure is largely equilibrated, as indicated by the linear 

regression to the data. On the other hand, the first 2 ns of the 1 A 6 H simulation 

show a strong decrease in the free energy as the structure equilibrated, followed by a 

stabilisation after 2 ns. This was mostly due to the backbone rearrangements necessary 

after modification of the G-C mixed quartets to G-quartets. Free energy plots are thus 

a good indicator of how long a simulation should be carried out for.

3.1.3 (G 4 T  2 ^ 6 4 ) 2

The procedure followed to predict favourable conformations of T 2 A loops was essentially 

the same as that described for the Tg loops. Figure 3.9 shows the most frequently occur­

ring T 2 A loop conformations obtained during SA simulations. The T 2 A loop structures 

were similar to the Tg loop conformations. The replacement of T  by an A residue does 

not appear to cause any changes in the possible loop conformations. A -T  hydrogen 

bonds were observed in some of the loop conformations, however these were observed
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Figure 3.8: Variation of Gtotai over the trajectories of selected simulations. The purple 
line show the linear regression over (a) 0 to 2 ns and 2 to 4 ns and (b) 0 to 4 ns.

between co-planar T residues in the T 3 loops as well. MD simulations were carried out 

on a subset of these loop conformations, and confirmed that both lateral and diagonal 

loops were stable in solution during the dynamics.

Simulated annealing runs were also carried out using the 1K8P parallel quadruplex 

template, with strand-reversal loops. Results were less conclusive than for the antiparallel 

quadruplexes. The SA simulations were unable to identify any conformations which 

were particularly favourable compared to others. Instead, a wide range of different 

conformations were predicted, with average rms deviations of 5 A  between pairs of 

conformations. This is probably due to the nature of the interactions between loop 

residues and G-quartets. In the antiparallel quadruplexes, with either lateral or diagonal 

loops, the most favourable conformations generally include stacking interactions between 

loop residues and the G-quartets. In the parallel quadruplex structures, the loop residues 

can stack with each other, or interact with the quadruplex groove. However, these 

interactions appear to be much less specific, as particular loop conformations did not 

occur repeatedly. The results indicate that parallel strand-reversal loops might be more 

flexible in solution than antiparallel loops. This was illustrated during MD simulations, 

where some of the parallel T 2 A loop residues had rms deviations of greater than 6  A ,  

after fitting of the G-quartets.

T 2 A loops have been observed experimentally as lateral, diagonal^^ and parallel
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(a) T 2 A -U -5 (b) T 2A -U -3 (c) T 2 A -U -6

A3 T2
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(d) T 2A-D - 3 (e) T 2A -D - 4

Figure 3.9: Most frequently occurring T 2 A lateral and diagonal loop conformations from 
simulated annealing runs. The numbering of each conformational type is the same as in 
Table 3.2 and Figure 3.3 for the lateral and diagonal loops, respectively.
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l o o p s i n  structures of the human telomeric sequence containing three, rather than 

four, G-stacks. The simulations show that this can probably also be the case for 

the G4 T 2 AG4  sequence. The occurrence of both lateral and diagonal loops within the 

quadruplex structure of AG3 T 2 AG3 T 2 AG3 T 2 AG3  indicates that one loop type is unlikely 

to be much more favourable than the other

3.1.4 (G 4 T  2 G4 ) 2  

Simulated annealing

Different results were obtained for the T 2 loop simulations compared to the three- 

nucleotide loops. Simulated annealing runs generated several possible lateral, diagonal 

and parallel loop conformations, which are shown in Figure 3.10. As only the loop 

residues were allowed to move during the conformational search, no effect of the short 

loop length could be observed on the G-quartets. However, the loops themselves were 

under some strain in the diagonal and lateral loops over the wider groove. This was 

manifested through increased bond lengths, for example P-03' or P-05' distances of 

1.7 Â rather than around 1.6 Â. T 2 loops were much less conformationally flexible than 

T 3 and T 2 A loops. Both diagonal and lateral T 2 loops over the wide quadruplex groove 

formed only four different conformations during 200-step SA runs. The same lateral loop 

conformations were found with both the 1A6H and 1D59 templates, and two examples 

are shown in Figures 3.10(a) and (b). Diagonal T 2 loops are shown in Figures 3.10(f) 

and (g). The limited number of possible conformations, and the reduced flexibility, 

suggests that the loop backbones are under strain. Lateral T 2 loops over the narrow 

groove were much more flexible, and many possible conformations were obtained, the 

most frequently repeated being shown in Figures 3.10(c)-(e). In the latter case, the 

flexibility of the backbone suggests that the structures were not under strain.

Parallel T 2 loops were quite flexible, although most structures obtained during the 

SA runs were of the type shown on the left in Figure 3.10(h), in which the two residues 

are located in solution, on either side of the backbone. Only very few structures obtained 

showed any interactions between the loops, such as the stacking shown in Figure 3.10(h), 

on the right.

The simulated annealing runs suggest that T 2 loops bridging distances of 15 Â and 

above are under strain. However, the SA protocol did not allow the G-quartets to 

respond to the strain in the loops. Longer MD simulations with no restraints on the 

G-quartets were carried out in order to assess whether local changes in the G-quartets 

could relieve some of the strain caused by the loops.

61



( )

(d) T 2- U - 2

( f)  T 2-D - 1 (g) T 2-D - 2

(h) T 2-P -I (le ft) and T 2-P - 2  (right)

Figure 3.10: Possible J 2 loop conformations obtained during simulated annealing runs. 
The loop notation is the same as in Table 3.2. (a, b) lateral loops over the wide groove, 
(c, d, e) lateral loops over the narrow groove, (f, g) diagonal loops and (h) parallel loops 
(top view).
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M D  simulations

The diagonal-loop T 2 -D -I quadruplex was unstable during the simulation. After only 

400 ps of dynamics, the G-quartets directly below the T 2 loops were severely distorted, 

as shown in Figure 3.11(b). The strain caused by the short loop was apparent from 

the very beginning of the simulation, as the upper quartet G residues were forced closer 

together, making them t i l t  inside the quadruplex, and causing a K"*" ion to move out of 

the channel and into the loop region (Figure 3.11(b)). These simulations indicate that 

diagonal T 2 loops are unlikely to form in solution.

The same straining effect was observed for lateral T 2 loops over the wide quadruplex 

groove, although this was less pronounced than for the diagonal loops. Figures 3.11(c) 

and (d) show a selected lateral T 2  loop over the wider quadruplex groove at the be­

ginning and after 4 ns of dynamics. Over the course of the simulation, the G-quartets 

became distorted, and Hoogsteen hydrogen bonds were not maintained between all the 

G residues. However, the three K+ ions remained within the central channel, and stack­

ing between the G residues was mostly conserved. The lateral (wide groove) T 2 loop is 

less strained than the diagonal loop, however neither appears particularly favourable.

On the other hand, T 2 lateral loops bridging the narrow quadruplex groove caused 

no distortion of the G-quartets (Figure 3.11(f)). A parallel T 2 loop quadruplex was also 

stable over a 4 ns simulation (Figure 3.11(h)). A K+ ion moved out of the quadruplex 

channel, but remained at the channel exit for the duration of the dynamics. This did not 

cause any distortion to the G-quartets, or changes in the Hoogsteen hydrogen bonding.

MM-PBSA calculations were carried out to attempt to differentiate between the 

stable T 2 lateral and parallel loop quadruplexes which were obtained. Decomposition 

of the free energy into loop and stem components, as used above, is inappropriate in 

this case, due to the completely different manner in which lateral and parallel loops 

interact with the G-quartets. Antiparallel quadruplex loops (lateral or diagonal) inter­

act primarily with the G-quartet surface. On the other hand, parallel quadruplex loops 

interact with the groove region of the G-quartets. Only overall free energies of parallel 

and antiparallel quadruplexes can therefore be compared. The lateral (narrow groove) 

quadruplex was more favourable than the parallel quadruplex, with G to ta i =  —4237 and 

—4222 kcal.mol"^, respectively. This was still the case when the solute entropy was 

taken into account, as TS= 539 and 543 kcal.mol"^, respectively. For the particular 

loop conformations which were simulated, the antiparallel structure was more energeti­

cally favourable than the parallel structure. However, this does not imply that a more 

favourable parallel loop structure could not be found.

The T 2 loop results were in part confirmed by the publication of the topology of

63



(a) T 2-D - I after equilibra- (b) T 2-D - I after 400 ps
tion MD

(c) T2-Lw- 1 after equili­
bration

(d) T2-Lw- 1 after 4 ns MD

(e) T2-Ln-1 after equili­
bration

(f)  T2-Ln-1 after 4 ns M D

(g) T 2 -P -I after equilibra­
tion

(h) T 2 -P - I after 4 ns M D

Figure 3.11: T 2 loop structures before and after MD simulations in explicit solvent. For 
the antiparallel quadruplexes, one loop is shown with two G-quartets and channel K+ 
ions in red. All residues and channel K+ ions are shown for the parallel quadruplexes.
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the dimeric (TG4 T 2 G4 T ) 2  q u a d r u p l e x This sequence contains two extra terminal T  

residues which were not modelled here, but was shown to form two antiparallel dimers, 

both with lateral loops. The full structure and loop conformations were not, however, 

determined, and cannot be compared to the conformations suggested by the modelling 

studies.

3.1.5 Structure prediction

Initial simulated annealing runs enabled potential loop conformations to be identified. 

Loops in which hydrogen bonding or stacking interactions were formed were favoured 

over conformations which lacked such interactions. Simulated annealing generated sev­

eral possible lateral, diagonal and parallel loops for each loop length. MD simulations 

of several Tg and T 2 A loops were, however, unable to distinguish between different 

conformations. Loops were very flexible and often changed conformations during the 

simulations. Free energy calculations carried out for the Tg loop structures suggested 

that the most favourable loop conformation was Tg-Lw-5 (Table 3.3). In this confor­

mation, all three residues stack on top of the G-quartets (Figure 3.4(d)), and this was 

more energetically favourable than any other lateral or diagonal Tg loop. Free energy 

differences between loop types were however small, suggesting that even lateral and di­

agonal loop conformations might be similar in energy. Loop conformational preferences 

could be due to small differences in free energy which cannot be measured reliably using 

approximate methods such as MM-PBSA.

T 2  loop results were more conclusive, due to the strain caused by several of the loop 

types simulated. MD simulations showed that T 2 loops are unlikely to form diagonal or 

lateral loops over the wide quadruplex grooves. Both these loops caused distortion to the 

G-quartets, as shown in Figure 3.11. The instability of the G-quadruplexes was due to 

strain in the loop backbone, and is thus unlikely to be due only to force field artefacts. 

Free energy calculations suggested that lateral T 2 loops over the narrow quadruplex 

groove are energetically favoured over parallel loops.

3.2 Crystal structures of G4T3G4 and G4T2AG4

3.2.1 Materials and methods

Native and 5-^‘'dU DNA oligonucleotides for crystallisation purposes were purchased 

from Eurogentec and used without further purification. G4 TgG4  and G4 ^‘'U T 2 G4  were 

annealed at 85°C for 5 minutes in solutions containing 2 mM DNA, 80 mM KCI and 50
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mM K"*" cacodylate buffer, pH 7.0, then left to cool to room temperature. G4 T 2 AG4  

and G4 ^‘'UTAG4  were annealed in solutions containing 3 mM DNA and 40 mM Na"  ̂

cacodylate buffer, pH 7.0, in the same manner. Initial crystallisation trials, both with 

Hampton Research and in-house developed screens, were set up as hanging-drops. After 

initial crystals were obtained, the conditions were refined using under oil experiments. 

For the latter, 96-well plates were used, and 4 jA. drops were covered with between 20 

and 40 /xL of oil. Mixtures of paraffin and silicon oils were varied in order to control 

the evaporation rate of the drops. The crystallisation conditions are summarised in 

Table 3.4.

Crystals of G4 T 3 G4  from the original screen drop diffracted to 1.5 Â resolution, and 

diffraction data were collected on beamline ID 14-4 at the ESRF, Grenoble. Despite high 

resolution data, molecular replacement with various models did not yield any structure 

solution. Crystals of G4 ®‘'U T 2 G4  were subsequently grown under oil. Crystals in space 

group C2 appeared within a few days, however they diffracted poorly, and single crystals 

were difficult to obtain. Data were collected on an in-house R-axis IV detector. After 

about 1 month, smaller crystals in space group P2i appeared in drops containing a higher 

ratio of paraffin to silicon oil (corresponding to slower evaporation). These crystals 

diffracted to 2.8 Â and data were collected on beamline ID14-4 at the ESRF, Grenoble. 

MAD data were collected at four wavelengths for Br heavy-atom phasing purposes. 

The peak (0.9199 A), inflexion point (0.9201 A) and remote wavelengths (high remote 

0.9165 A and low remote 0.9235 A) were determined by carrying out a fluorescence 

scan.

Initially, the heavy atom search was carried out using all four wavelengths collected 

for the G4 ®‘'U T 2 G4  P2i crystal. However, due to poor merging statistics between the four 

wavelengths, an interprétable heavy-atom phased map was obtained with SHELXD/E^^^ 

only when using the peak data set on its own. This electron-density map was of poor 

quality, however two rows of three and seven discreet spherical density peaks were seen 

and interpreted as K+ ions within the quadruplex central channel. The three quadru­

plexes in the asymmetric unit were positioned around the K'*' ions, and ®‘'UT 2 loops 

were built into the remaining density. The poor quality of the initial map, despite the 

strong anomalous signal, was explained by subsequent calculation of the heavy-atom 

Patterson map from the refined Br atom positions in the structure. Several Br peaks 

in the Patterson map overlap onto a single peak in the Harker Section, creating a very 

large peak near the origin. The various phasing programs used could not separate out 

these peaks, and the initial heavy atom phased map was calculated from other heavy 

atom positions. Model building and density visualisation were carried out using Coot^^^,
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Sequence

Table 3.4: Crystallisation conditions. 

Drop solution Well solution Method Space group

G4 T 3 G4

G4®'’UT2G4

G4®''UT2G4

G4®’’UTAG4

2 pL of 1 mM DNA 
2  fiL  of well solution

0.3 M Nal 
0.05 M Na+ 
cacodylate 
pH 6.5
15% PEG 400)

2 //L of 1 mM DNA NA=* 
2 /xL of 
(0.3 M Nal 
0.05 M Na+ 
cacodylate, pH 6.5 
15% PEG 400)

2 /iL  of 1 mM DNA NA 
2  /iL  of 
(0.3 M Nal 
0.05 M Na+ 
cacodylate, pH 6.5 
15% PEG 400)

2 /iL  of 1 mM DNA NA
2  /iL  of
(0.05 M NaCI
0.05 M CaCb
0.1 M Na+
Hepes, pH 7.0 
30% PEG 400)

hanging
drop

C222

under oil 
20 /iL  of 1:2 
paraffin: 
silicon

under oil 
20 /iL  of 2:1 
paraffin: 
silicon

under oil 
30 /iL  of 1:1 
paraffin: 
silicon

C2

P2i

C222

‘ Not applicable
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and the refinement was carried out using R e f m a c S w i t h i n  the CCP4 package. The 

final R factor and Rfree were 16.8 and 24.2% respectively, and the structure coordinates 

have been deposited in the Protein Data Bank with the code 2AVJ.

The G4 ^'’UT2 G4  P2i solution was used as a model for molecular replacement of 

the C2 G4 ^‘'U T 2 G4 , G4 T 3 G4  and G4 ^‘'UTAG4  structures. The C2 G4 ^‘'UT 2 G4  structure 

contains a single quadruplex molecule in the asymmetric unit, and was solved using 

two strands of a P2i quadruplex. The EPMR^^^ program found the correctly packed 

solution, despite this having a low correlation coefficient of 20% and a high R factor of 

84%. The solution was only partially refined using RefmacS to an R factor of 25%, and 

an Rfree of 36%, due to the low quality of the data collected.

The G4 T 3 G4  structure contains a single strand (i.e. half a quadruplex molecule) in 

the asymmetric unit, and was solved by molecular replacement using a single strand from 

the P2i solution structure using EPMR. A correctly packed solution was found with a 

correlation coefficient of 28% and an R factor of 58%. This solution was refined using 

Refmac5 to a final R factor and Rfree of 19 8  and 20.8% respectively. The structure 

factor data and structure coordinates have been deposited in the Protein Data Bank, 

code 2AVH.

Diffraction data from G4 ^‘'UTAG4  C222 crystals were collected on beamline 10.1, 

at SRS, UK. The G4 ^"'UTAG4  structure contains a single chain in the asymmetric unit 

and was solved by molecular replacement using a single strand from the P2i solution. 

The first EPMR solution had a correlation coefficient of 79%, and an R factor of 41%. 

Structure refinement was carried out with CNS^^^, after mutation of a T  to an A residue. 

Due to the small number of reflections which were collected, the final R factor and Rfree 

were only refined to 25.0 and 28.6%, respectively.

Crystallographic data for all the structures is shown in Table 3.5.

3.2.2 Crystal packing of the ( 6 4  ̂ U T 2 G4 ) 2  P2i structure

The (G4 ^"'UT2 G4 ) 2  structure was solved in space group P2i. The P2i asymmetric 

unit contains three crystallographically and structurally distinct quadruplex molecules. 

Figure 3.12 shows the contents of the asymmetric unit. Two strands form a head-to-tail 

dimer, with lateral loops at either end of the quadruplex (Figure 3.12, on the left). This 

dimer is very similar to the asymmetric unit in the (G4 ^‘'U T 2 G4 ) 2  C2 structure. The 

P2 i  asymmetric unit contains two other G-quadruplex molecules, both head-to-head 

dimers, with lateral loops on adjacent sides of the G-quartet stem (Figure 3.12, on the 

right). The two dimers stack end-to-end via their free G-quartet face, forming an eight 

G-quartet stack. Seven K+ ions are equally spaced between the G-quartets, including
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Sequence

Table 3.5: Crystallographic data. 

G4®''UT2G4 G4®'UT2G4 G4 T 3 G4 G4®"UTAG4

Data collection

Space group P2i C2 C222 C222
Cell (a, b, c (A), 31.7, 33.3, 79.2, 30.1, 37.2, 45.0, 27.9, 37.1, 43.7, 30.1, 36.4, 40.2,

/? . 7  ( ° ) ) 90, 91.5, 90 90, 8 6 .8 , 90 90, 90, 90 90, 90, 90
Wavelength (A) 0.9199 (peak) 1.5418 0.9792 0.9200 (peak)

Resolution range (A) 79.1 - 2.4 44.9 - 2.8 43.6 - 1.5 23.0 - 2.6
Completeness (%) 94.6 93.2 98.9 77.1

Immerge O n 1 0.04 0.06 0.05 0.07
l/cr(l) 1 2 . 1 27.8 23.2 27.2

Number unique 6534 1 1 0 2 4066 576
reflections 

Refinement statistics

R ( % ) 16.8 25.0 19.8 25.0

R free  ( % ) 24.2 28.6 2 0 . 8 28.6
Rmsd bond 0.008 0.005 0.004 0.005

distances (A)
Rmsd angles (A) 1.73 0.79 1.15 0.79
DNA strands / 6 2 1 1

asymmetric unit
Water molecules 155 8 54 8

or Na"*" ions 14 4 4 4

PDB code 2AVJ 2AVH —



Figure 3.12: Contents of the (G4 ®’'UT 2 G4 ) 2  P2i asymmetric unit. The backbone is 
traced in blue, G residues are black, T residues are coloured green, residues purple 
and K+ ions red.

at the junction of the two dimers. The dimers stack 5’ to 3’, and are aligned so that 

the strands from one quadruplex to the next are nearly continuous. Linking phosphate 

groups could be added to the strands without requiring any relative rotation of the 

dinners.

Apart from the dimer stacking, crystal packing interactions are formed by the loop 

residues. The residue numbering scheme for all the structures is detailed in Figure 3.13, 

and dimers are referred to in the text according to the strand names given in this Figure. 

The loop-loop interactions contributing to crystal packing in the (G4 ^"'UT2 G4 ) 2  P2i 

structure are shown in Figure 3.14. Loop stacking interactions are very similar between 

the three quadruplexes. Figure 3.14(a) shows how loop B interacts with two symme-
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Figure 3.13: Numbering scheme used for the (G4 ^''UT2 G4 ) 2  P2i structure. The number­
ing scheme for the (G4 T 3 G4 ) 2  C222 crystal is the same as for strand A of the head-to-tail 
P2i quadruplex, on the left. The loop residues have been omitted for clarity. G residues 
with anti glycosidic angles are shown in yellow, and syn in blue.

try related head-to-tail dimers. The residue is folded back into the quadruplex

groove, and stacks on top of GIA, from a symmetry related molecule. This stacking 

is shown twice between three molecules in Figure 3.14(a). No hydrogen bonding inter­

actions are formed to the T17B residue, as the Br atom of ^'’U16B points towards the 

former. The T17B and T18B residues are not involved in packing interactions. Chain A 

of the head-to-tail quadruplex interacts in a completely different manner with symmetry 

related molecules. This is shown in Figure 3.14(c), in which the ^''U5A residue is inserted 

into a stack formed by the loop F residues T61F and T62F. The same stacking interac­

tion occurs between loops C and D and their symmetry-related selves (Figure 3.14(b)). 

Residues T28C and T29C stack with ^''U38D from a symmetry-related molecule. This 

extends the G-quartet stem by forming a three layer stack of loop residues, at both ends 

of the dimer of head-to-head dimers. The head-to-head dimers are related by a pseudo 

two-fold axis through the centre of the stack. The eight G-quartet stack has almost 

perfect two-fold symmetry, as have the last two residues of loops C and F. Loops D 

and E break the symmetry, and form different packing interactions. Loop D is shown 

in Figure 3.14(b), and loop E in Figure 3.14(c). In the latter, one residue stacks with 

the G-quartets (T51E), but the other two residues are flexible and not involved in any 

crystal packing interactions.
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The six loops in the (G4 ®‘'U T 2 G4 ) 2  P2i structure only form two distinct types of 

packing interactions, as described above. Packing interactions between each pair of 

dimer loops are through formation of a three-layer stack of loop residues, extending 

the G-quartet core. Only strand B interacts with symmetry-related B strands in a 

different manner, by forming a stack of only one residue on top of the G-quartets 

(Figure 3.14(a)). The repeated packing interactions are further reflected in the loop 

conformational similarities between the various quadruplexes. The loop structures will 

be discussed in Section 3.2.5.

3.2.3 Crystal packing in the C2 and C222 crystals

The (G4 ^‘'U T 2 G4 ) 2  structure also crystallised in space group C2. The C2 structure is 

very similar to the (G4 ®‘'U T 2 G4 ) 2  head-to-tail dimer in the P2i structure. (G4 TgG4 ) 2  

was solved in space group C222, using chain A from the P2i (G4 ^"'UT2 G4 ) 2  structure 

as a molecular replacement model. Only very small changes in the loop region were 

necessary in order to refine the structure. Both C2 and C222 crystals pack in essentially 

the same manner. The C2 crystal data were of much poorer quality than the P2i 

and C222 data, and will not be discussed in detail, other than to note the structural 

similarities.

Crystal packing interactions are shown for the C222 (G4 TsG4 ) 2  structure in Fig­

ure 3.15. The (G4 TgG4 ) 2  C222 asymmetric unit contains a single strand, and the two 

strands of each quadruplex molecule are related by a two-fold crystallographic axis. Fur­

ther packing interactions come from the loop residues. Figure 3.15 shows that a loop T 

residue (T l)  is flipped out into the quadruplex groove, and stacks with a G residue (GIO) 

from a symmetry related molecule. Unlike residue ®‘'U16 of loop B in the (G4 ®'’UT2 G4 ) 2  

P2 i  structure, which stacks with a terminal G residue, in the C222 crystal, T l  stacks 

with a G residue within the G-quartets. This stacking interaction causes the G residue 

to bend slightly out-of-plane with the other G residues, causing all four G-quartets to 

deviate slightly from planarity. This, however, does not have any effect on the Hoogsteen 

hydrogen-bonding integrity within the quadruplex. Figure 3.15 also shows the three K+ 

ion binding sites between each of the G-quartets.

The C2 (G4 ^"'UT2 G4 ) 2  and C222 (G4 TgG4 ) 2  structures are very similar, and form 

identical crystal packing interactions. The presence of the brominated residues therefore 

does not appear to have had any effect on the crystallisation or folding of the sequences 

considered.

Crystal packing in the C222 (G4 ^‘'UTAG4 ) 2  structure is identical to the (G4 TsG4 ) 2  

C222 structure. The residue is folded back into the quadruplex groove and stacks
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(a) loop B

(b) Loops C and D

(c) Loops A, E and F

Figure 3.14: Crystal packing interactions for (a) the single G-quadruplex, (b) and (c) 
the stacked G-quadruplexes in the (G4 ^'’UT2 G4 ) 2  P2i structure. The residue numbering 
(atom name, number and chain) corresponds to Figure 3.13.
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Figure 3.15: Crystal packing interactions in the C222 (G4 T 3 G4 ) 2  structure. The 2Fq —Fc 
electron density has been contoured at the 1 . 8  cr level. K+ ions are labelled in one 
quadruplex molecule, loop residues are labelled in two symmetry-related strands.

with a neighbouring G residue. The quartets are again slightly unplanar, due to this 

stacking interaction, as shown in Figure 3.16.

3.2.4 G-quartet structure

All the G residues were clearly defined, and formed Hoogsteen hydrogen bonded G- 

quartets. Figure 3.17 shows an example of G-quartet electron density in the C2 2 2  

(G4 T 3 G4 ) 2  structure. The K+ ion density below the plane of the G-quartet is also 

visible.

Two different quadruplex topologies were formed in the structures which were crys­

tallised, head-to-tail dimers in the P2i, C2 and C222 crystals, and head-to-head dimers 

in the P2i crystal. The head-to-tail dimers have a pattern of alternating syn-anti G 

glycosidic angles, both down the strands and around each of the G-quartets. This is 

illustrated in Figure 3.13. Two alternating groove widths are thus created, a narrow 

and a wide groove. All G-strands are antiparallel with respect to each other. The T 3 

(and ^"'UT2 ) loops bridge the wide quadruplex grooves. The second topology is formed 

by the head-to-head dimérisation of strands in the (G4 ^''UT2 G4 ) 2  P2i structure. Each 

G-strand in this dimer is neighboured by one parallel and one antiparallel strand. G
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Figure 3.16: C222 (G4 ^''UTAG4 ) 2  crystal structure. The T 2 A loops are shown in cyan, 
and Na+ ions as blue spheres. Two asymmetric units, forming a whole quadruplex are 
shown.

Figure 3.17: C222 (G4 T 3 G4 ) 2  G-quartet electron density, contoured at 1.5cr.
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(a) Inter G-quadruplex (b) Intra G-quadruplex

Figure 3.18: Inter- and intra-quadruplex G-quartet stacking in the P2i dimer of head- 
to-head dimers. K+ ions between the two G-quartets are shown as red spheres.

residue glycosidic angles still alternate syn-anti down the strands, however around each 

G-quartet, the pattern is now syn-syn-anti-anti. Different groove widths are thus cre­

ated, a narrow, two medium and one wide. The loops bridge each of the narrow and 

wide grooves on each of the two stacked dimers.

The stacking interaction formed by the two G-quartets at the interface of the two 

stacked dimers in the (G4 ®'’UT2 G4 ) 2  P2i structure is identical to that between G-quartets 

within a quadruplex. This is illustrated in Figure 3.18. This kind of quadruplex stacking 

interaction has not been seen in crystal structures before, although it has been suggested 

in solution, for example in the related sequence G3 T 2 AG3 "̂̂ . G-quadruplex forming 

sequences used in X-ray crystallography (and often NMR) generally have terminal T or 

A residues attached to the G-rich ends, in order to promote packing interactions between 

molecules. These structures then generally form 5’ to 5’ quadruplex stacks, rather than 

5' to 3’ , as observed here^.

The (G4 ®'’UT2 G4 ) 2  and (G4 T 3 G4 ) 2  structures were annealed and crystallised in 
containing solutions, and K+ ions were found between each of the G-quartet stacks in 

the P2 i,  C2 and C222 crystals. The ions are equidistant from the G 06 atoms in all 

cases. Several K+ ions were also identified in the quadruplex grooves, replacing water 

molecules. (G4 ^''UTAG4 ) 2  was annealed in a Na“̂  containing solution. Only two Na“̂  

ion binding sites were identified in the G-quadruplexes, one between each of the two 

terminal G-quartets. No extra density was found between the two central G-quartets.
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Figure 3.19: Na+ ion omit map in the (G4 ®''UTAG4 ) 2  structure. The density was 
contoured at 3.7a.

Figure 3.19 shows the Na+ ion omit map for the (G4 ^"'UTAG4 ) 2  structure. The two 

density peaks are located close to the outer G-quartet planes, confirming that the ions 

are Na + , rather than K+. The latter are too large to occupy in-plane positions. Due 

to the rather poor (G4 ^"'UTAG4 ) 2  data quality, it is difficult to determine whether the 

missing density in the centre of the G-quadruplex is due to the absence of any ions, or 

whether a very mobile Na^ ion is present. Na+ ions can occupy various positions within 

the quadruplex c h a n n e l a n d  diffract only weakly.

Clearly defined water molecules were located in most of the quadruplex grooves (Fig­

ures 3.20-3.23). The general hydration patterns are similar to those previously described 

for the (G4 T 4 G4 ) 2  structures^’̂ ^. Even though the latter structure has diagonal, rather 

than lateral loops, the groove widths are similar to those of the head-to-head dimers in 

the (G4 ^"'UT2 G4 ) 2  P2 i  structure (a wide, narrow and two medium grooves).

In the narrow groove, the phosphate backbone faces towards the inside of the groove, 

and hence few water molecules can approach the G residue atoms. Hydration is generally 

limited to one water molecule interacting with the G N2 or C8  atoms at each G-quartet 

step. Spines of hydration are formed from the G residues to the phosphate backbone, 

and extend to the loop residues located above the narrow grooves. Figure 3.20 shows 

the water molecules present in the (G4 T 3 G4 ) 2  grooves, and Figure 3.21 shows the water 

molecules within the four narrow grooves formed in the (G4 ^"'UT2 G4 ) 2  P2 i  quadruplexes.

In the wide quadruplex grooves, the phosphate backbone faces outwards, which pro-
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Figure 3.20: Hydration in the (G4 T 3 G4 ) 2  grooves. Loop residues are coloured purple, 
water molecules red and ions blue. Hydrogen bonds are represented with dotted 
lines. Symmetry related residues are indicated with *.
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Figure 3.21: Hydration in the narrow grooves of the (G4 ^''UT2 G4 ) 2  P2i structure. Loop
residues are coloured purple, water molecules red and ions blue. Hydrogen bonds
are represented with dotted lines. Symmetry related residues are indicated with *.
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Figure 3.22: Hydration in the wide grooves of the (G4 ®‘'U T 2 G4 ) 2  P2i structure. Loop
residues are coloured purple, water molecules red, ions blue and As pink. Hydrogen
bonds are represented with dotted lines. Symmetry related residues are indicated with
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Figure 3.23: Hydration in the medium grooves of the (G4 ^''UT 2 G4 ) 2  P2i structure. Loop
residues are coloured purple and water molecules red. Hydrogen bonds are represented
with dotted lines.
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vides greater access to the floor of the groove for water molecules to bind. Hydration 

of the wide grooves is shown in Figures 3.20 and 3.22. Out of the five wide grooves 

considered here (one in the ( 6 4 7 3 6 4 ) 2  6222 structure, and four in the ( 6 4 ^‘'U T 2 6 4 ) 2  

P2i structure), four have a symmetry related residue located within the groove. This 

residue either hydrogen bonds directly to a 6  residue (such as T28C to 637D in the 

(6 4 ®‘'U T 2 6 4 ) 2  P2i structure. Figure 3.22(c)) or more frequently forms water-mediated 

interactions with the 6  residues in that groove. Only the wide groove formed by chain 

E in the ( 6 4 ^‘'U T 2 6 4 ) 2  P2i structure has no interactions with a loop residue (Fig­

ure 3.22(d)). The presence of loop residues within the grooves prevents water molecules 

from binding to certain inaccessible residues. Water molecules form hydrogen bonds to 

N2, N3 and 6 8  6  atoms, which is in contrast to the ( 6 4 7 4 6 4 ) 2  structure, where only 

contacts to N2 and 6 8  were found

The medium grooves in the head-to-head ( 6 4 ^‘'U T 2 6 4 ) 2  dimers have similar hydra­

tion patterns to those described above (Figure 3.23). 6 ontinuous spines of hydration 

were found in three of the medium grooves, however only very few water molecules were 

detected in the groove formed by 6 -strands 630-633 and D41-D44 (Figure 3.23(b)). 

The groove is probably hydrated in the crystal, but the water molecules might be less 

ordered, explaining the lack of density.

Figures 3.20-3.22 also show the location of several K+ ions bound within the wide and 

narrow grooves. Two arsenic ions (from the K+ cacodylate buffer) were also located 

within the wide quadruplex groove in the ( 6 4 ^"'UT2 6 4 ) 2  P2i structure. These were 

unequivocally identified due to the strong anomalous peak. However, the density was 

spherical and did not allow unambiguous positioning of the 0  and 6  atoms in the 

cacodylate ion.

3.2.5 Ts and T 2 A loop conformations

The ( 6 4 ^"'UT2 6 4 ) 2  P2i and ( 6 4 7 3 6 4 ) 2  6222 structures provided seven independent T 3  

(or "̂"1 1 7 2 ) loop conformations. Five of these (the single T 3 6222 loop, two ^ ' ' 1 1 7 2  

loops from the head-to-tail dimer and one ^ ' ”1 1 7 2  loop from each of the head-to-head 

dimers in P2i), bridge wide quadruplex grooves. A further two ^ ‘' 1 1 7 2  loops (from the 

head-to-head P2i dimers) bridge narrow grooves. The loops are all in crystallographically 

different environments, however there are considerable similarities between them. All but 

one of the loops bridging a wide groove are in the same conformation (type 1 ), where 

the first 7  (or ^ ’’U) residue is folded back in the quadruplex groove, and the other two 7  

residues stack on the 6 -quartet plane. Figure 3.24(a) shows the overlap of ®‘'U7 2  loops 

A, B and D in the P2i crystal, and the 7 3  loop in the 6222 crystal. The groove 7  residue
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position is variable, due to different crystal packing interactions between the different 

loop environments. This residue either stacks between two other residues (^''UT 2 P2i 

loops A and D), in which case it points out of the groove (green and blue loops in 

Figure 3.24(a)). On the other hand, in the ®'‘UT2 P2i loop B, it stacks with a single G 

residue, and is deeper into the quadruplex groove (yellow loop in Figure 3.24(a)). The 

C222 T 3  loop T 1  residue stacks with a G residue from a neighbouring quartet, and is 

therefore also quite far out of the groove (grey loop in Figure 3.24(a) and side view in 

Figure 3.15).

The type 1 loop is found in both the head-to-tail dimers in the C222 and P2i crystals 

(loops A and B), and the head-to-head dimer in P2i (loop D). The A, B and D G-strands 

are identical hairpins, with the same G residues and loop conformations. The second and 

third T  residues in the type 1 loop are in very similar positions, despite the lack of any 

hydrogen-bonding interactions between them. This suggests that only the stabilisation 

gained by stacking with the G-quartets governs their position. These two T  residues are 

not involved in crystal packing interactions in the (G4 ^ ‘'UT 2 G4 ) 2  P2i crystal, however 

in the (G4 TsG4 ) 2  C2 2 2  structure there is a water-mediated hydrogen bond between the 

third T  residue and its symmetry-related self. The type 1 loop conformation is therefore 

independent of the Br atom (it occurs for both ®‘'U T 2 and T 3  loops), of the G-quartet 

topology (head-to-head or head-to-tail) and crystal packing interactions. This suggests 

that this loop conformation is due to real structural preferences, and not only to crystal 

packing effects.

The fourth loop over a wide quadruplex groove (^"^UT2 P2i loop E) is less well 

defined (Figure 3.25). However, the third T  residue also stacks on the G-quartet, in a 

similar position to that shown in Figure 3.24(a). The first and second ^ ‘'U and T  residues 

in loop E are much more flexible (^"'U49E and T50E are shown in Figure 3.14(c)). Their 

B-factors are amongst the highest obtained for the loop residues in the P2i structure 

(Table 3.6).

A second conserved loop conformation is formed over the narrow quadruplex grooves 

in the (G4 ^"'UT2 G4 ) 2  P2i structure (type 2 loop), and is shown in Figure 3.26(a). In 

this case, the loop conformation is governed by crystal packing interactions. The second 

and third T  residues form a stack on the G-quartet, with space in between them for a 

symmetry related residue (from loops A and D). This loop conformation is of course 

unlikely to be stable in solution in the absence of stacking of another residue. In the 

type 2 loop, only one T  residue stacks on top of the G-quartets, which may be due to 

the narrower groove width prohibiting two residues from lying side-by-side. The first 

residue is displaced into the solution, and is much more flexible than the other two, as
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(a) P2i ^'UTz loops A. B, D and C222 T 3 loop (b) ^U T A  C222 loop
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(c) T 3 C222 loop
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'U 1
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Figure 3.24: Type 1 loop conformation in the crystal structures, (a) Top view of the 
overlap of P2i ^"'UT2 loops A (blue), B (yellow) and D (green) and the C222 T 3 loop 
(grey). The structures were overlaid using the two upper G residues only (shown in thin 
lines), (b) Top view of the ^''UTA loop, (c) and (d) side view of the T 3 and ^''UTA 
loops.
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Figure 3.25: P2i ^''UT2 loop E. (a) Side view and (b) top view.
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(a) P2i ^'UTz loops C and F

T3

U1
IT2

U1

(b) P2i ^'UTz loop C

Figure 3.26: Type 2 loop conformation in the crystal structures, (a) Side view of the 
overlap of the P2i ®''UT2 C (green) and F (blue) loops. The structures were overlaid 
using the two upper G residues only, (b) Top view of ^""UT] loop C. The symmetry 
related ®'’U38D residue is also shown in pink.

shown by the B-factors in Table 3.6.

Crystallographic B-factors for all loop residues in both the (G4 ^''UT2 G4 ) 2  P2 i  and 

(G4 TgG4 ) 2  C222 structures are shown in Table 3.6. Loops in the head-to-tail dimers 

(C222 Tg loop and P2% ^"'UT2 A and B loops) have the lowest B-factors. The loops 

in the P2i head-to-head dimers have higher B-factors, matching the higher average B- 

factors of the G-strands in these dimers. Loop F residues T61F and T62F form stacking 

interactions with loop A residue ^""USA, and have lower B-factors than the other head- 

to-head dimer loop residues.

The (G4 ^"'UT2 G4 ) 2  P2 i  head-to-head dimers have adjacent loops on the same G- 

quadruplex face, enabling stabilising interactions to form between the loop residues. 

Similar hydrogen-bonding interactions are formed at both ends of the eight G-quartet 

stack (Figure 3.27). Three T residues from loops C and D form a planar hydrogen bonded 

triplet on the G-quartet surface (Figure 3.27(a)). Residues T29C and T40C interact via 

two hydrogen bonds, and form a further water-mediated hydrogen bond with residue 

T39D. In loops E and F, two residues hydrogen bond and stack on the G-quartet plane 

(T51E and T62F), however the third T residue (T50E) is further removed, and does 

not stack with the G-quartet. Instead, the latter forms a water-mediated hydrogen 

bond with a symmetry-related ^""USA residue, forming a second stacked layer on top of 

the first (Figure 3.27(b)). These interactions contribute to stabilising the two adjacent
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Table 3.6: B-factors for the P2i ^''UT2 and C222 T 3  loops. 

Loop First T /^ ‘'U Second T  Third T

C222 T 3 18 25 17
P2i BruT2 A 22 27 28
P2i B'"UT2 B 19 18 18
P2i BrUT2 C 57 44 41
P2i BrUT2 D 35 47 35
P2i BruT2 E 56 52 29
P2i BrUT2 F 30 24 22

lateral loops in the head-to-head dimers. In the P2i ®‘'U T 2 loop D, the hydrogen 

bonding interactions with loop C on the G-quartet surface do not affect the type 1  loop 

conformation shown in Figure 3.24(a). Residues T39D and T40D are in the same type 1 

conformation as residues which are not involved in hydrogen bonding interactions (such 

as loops A and B in the (G4 ®'‘UT2 G4 ) 2  P2i head-to-tail dimer).

A single independent structure of the ^""UTA loop was observed in the (G4 ®''UTAG4 ) 2  

C222 crystal. This adopts a conformation nearly identical to the type 1 T 3  loops, with 

the ®'’U residue located within the quadruplex groove, and the T  and A residues stacking 

on top of the G-quartets (Figures 3.24(b) and (d)). The groove ®'‘U residue adopts the 

same position as the groove T  residue in the (G4 T 3 G4 ) 2  C222 structure, and these 

form identical crystal packing interactions. In common with the ^ ‘'U T 2 and T 3 loops, 

the second residue is the least well defined of the loop residues in the (G4 ®‘'UTAG4 ) 2  

structure. The ^ ‘'UTA loop conformation is governed only by the formation of stacking 

interactions, as there are no hydrogen bonds between the second T  and A residues. T 2 A 

and T 3  are therefore able to adopt similar conformations, independently of the nature 

of the third loop residue.

3.3 Comparison with other G-quadruplex structures

(G4 ^ ‘'U T 2 G4 ) 2  formed two distinct quadruplexes, a head-to-tail and a head-to-head 

dimer, within the same crystal. This suggests that both conformations are energetically 

similar. It remains unclear, however, whether the extra stabilisation gained by forming 

a stack of two G-quadruplexes is necessary for the formation of a dimer with adja­

cent lateral loops. The adjacent loops are able to form hydrogen-bonding interactions, 

which are not possible with the opposite-sided lateral loops (Figure 3.27). However,
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T51E

(a) P2i ^'UTz loops C and D (b) P2i ^'UTz loops E and F

Figure 3.27: Hydrogen bonding and water-mediated hydrogen bonding interactions 
formed between residues on adjacent G-quadruplex faces in the head-to-head P2i dimers. 
A * indicates a symmetry related residue. Water molecules are drawn as red spheres 
and hydrogen bonds are indicated with dotted lines.

crystals containing a single quadruplex structure, such as the C2 and C222 forms of 

(G4 ^''UT2 G4 ) 2  and (G4 T 3 G4 )2 , formed only head-to-tail dimers. It is difficult to assess 
whether the formation of two stacked head-to-head dimers in the P2 i  crystal is due 

to crystal packing forces, or whether these structures exist, stacked or not, in solution. 

Evidence in favour of the potential coexistence of both dimeric forms in solution comes 

from the (TG4 T 2 G4 T ) 2  NMR structure, and chemical probing of the G3 T 2 AG3 sequence. 

The former was shown to form both head-to-head and head-to-tail dimers in solution, 

both having very similar e n e r g i e s A  head-to-head dimer of the G3 T 2 AG3 sequence 

was also found to form in solution, by detection of interactions between adjacent loop 

r e s i d u e s I t  was further suggested that these dimers aggregated, presumably by stack­

ing of the G-quartet planes. In order to gain a further understanding of the energetics of 

the head-to-tail and head-to-head (G4 T 3 G4 ) 2  dimers, MD simulations and free energy 

calculations were carried out to compare the relative stabilities of the two structural 

forms. The simulation results are described in Section 3.4.

The two (G4 ^"'UT2 G4 ) 2  structures obtained here are reminiscent of the (TG4 T 2 G4 T ) 2  

head-to-head and head-to-tail dimeric solution structures^®. Both (G4 ^"'UT2 G4 ) 2  and 

(TG4 T 2 G4 T ) 2  form head-to-head dimers of an identical topology. Each strand is neigh­

boured by a parallel and an antiparallel strand, and glycosidic angles are syn-syn-anti-anti 

around the G-quartets (Figure 3.13, page 71). On the other hand, the head-to-tail dimer 

formed by TG4 T 2 G4 T differs from that of the G4 ^"'UT2 G4 sequence illustrated in Fig­



ure 3.13. In (7 6 4 7 2 6 4 7 )2 , the strand orientation is still alternating parallel/antiparallel, 

whereas the (64®‘'U7264)2 head-to-tail structure has all adjacent strands antiparallel. 

In the (7 6 4 7 2 6 4 7 ) 2  structures, both head-to-tail and head-to-head dimers have iden­

tical 6-quartet stems, which is not the case for the (64^‘'U7264)2 structures. Both 

(64^"'U7264)2 and (7 6 4 7 2 6 4 7 ) 2  structures are assembled from the dimérisation of 

two different 6-strand topologies only. 7 wo different hairpins of the 64^‘'U7264 se­

quence are formed, either creating a wide groove (P2i strands A, B, D and E) or a 

narrow groove (P2i strands C and F). 7he 64^'’U7264 strands dimerise by forming ei­

ther homodimers of the wide groove strands (head-to-tail dimer), or heterodimers of one 

wide groove and one narrow groove strand (head-to-head dimers). On the other hand, 

the 7 6 4 7 2 6 4 7  sequence dimerises only by forming heterodimers of one wide groove and 

one narrow groove strand, either forming head-to-tail or head-to-head dimers.

Due to the different experimental conditions between the crystal and NMR structures, 

it is difficult to ascribe structural differences to the effects of loop length only, however 

there is some evidence that this might be having an effect. In the (64^"'U7264)2 head-to- 

tail dimer, the loops bridge the wide grooves of the quadruplex. However, quadruplexes 

with lateral 72 loops over the wide grooves were shown to be unstable during molecular 

dynamics simulations (Section 3.1.4). In the head-to-head (64^‘'U7264)2 dimer, the 

loops bridge a wide and a narrow groove, rather than two wide grooves. In this structure, 

the strain caused by one 72 loop bridging a wide groove could be compensated for by 

the second loop bridging a narrow groove. 7he coexistence of two different 6-tetrad 

cores within the same (64®‘'U7264)2 P2i crystal structure implies that both have similar 

stabilities. 7his is in contrast to the NMR structure of (7 6 4 7 2 6 4 7 ) 2  in which the same 

tetrad core was formed for both types of quadruplex coexisting in solution 7he authors 

suggested that this reflected the greater stability of the syn-syn-anti-anti arrangement 

of 6 residues around the 6-quartets, compared to syn-anti-syn-anti. 7his is not the case 

for the three-nucleotide loop structures in the present study, as both types of 6-quartet 

core are present. It is possible that in the NMR study, the determining factor for the 

type of structure formed was not 6-quartet core stability, but rather the effect of the 

shorter loops. As mentioned in Chapter 1, loops have been shown to have a profound 

effect on the 6-quadruplex structure formed.

7he structural plurality of 6-quadruplexes is such that different structures are formed 

even within the same crystal. 7his raises the question of how feasible the targeting of 

specific 6-quadruplex structures in solution is. 7he structures presented here do offer 

some scope for specifically targeting 6-rich structures with 7g loops over structures 

with 7 4  loops. 7he latter form antiparallel quadruplexes with diagonal loops in all the

8 9



structures which have been solved to date. On the other hand, all the T 3 loops observed 

here were of the lateral type. Drugs could be designed to differentiate between lateral 

and diagonal loops. However, differentiating between T 3 and T 2 loops could be more 

difficult as both form lateral loop structures.

Both T 3 and ^"'UTA were able to form lateral loops of the same conformation (type 

1), irrespective of the ions within the quadruplex channel. The (G4 ®''UTAG4 ) 2  structure 

was solved in Na+ ions, which did not alter the loop conformation. This is in contrast 

to the T 4  diagonal loop structure, which was shown to be dependent upon the ion in 

solution Of course, both the T 3 and ^ ‘'UTA loops could adopt different conformations 

in different ionic conditions. However, the T 4  loop was also shown to be stabilised by 

the binding of a K'*’ ion within the loop region^, whereas such ion-specific interactions 

were not observed in any of the structures solved here.

There are similarities between the type 1 T 3  loop structure obtained here, and that 

formed in the (GCGGT3 GCGG) 2  NMR structure^^^, shown in Figure 3.28. Both T 3  

loops adopt the same general conformation, in which the first T  residue is flipped out 

into the quadruplex groove, while the other two residues are positioned on top of the 

G-quartet plane. In the NMR structure, the third T  residue is the most well defined, 

and stacks with the G-quartet plane. The second residue is located further away from 

the G-quartets, and is less well defined. This is similar to the T 3 loop conformation in 

the (G4 T 3 G4 ) 2  C222 crystal structure, where the second T  residue has a higher B-f actor 

than the other two T  residues (Table 3.6). The first T  residue, in the quadruplex groove, 

is however well defined in the crystal structure, because it is involved in crystal packing 

interactions, unlike in the NMR structure where it is more mobile. Lateral T 2 A loops 

have also been observed previously, in the NMR structure of AG3 T 2 AG3 T 2 AG3 T 2 AG3 , 

which contains a diagonal and two lateral loops®^. However, in the latter, the T  residues 

were ill-defined, and the structures cannot be compared.

G-quadruplex folding is not only determined by loop length. (TAG3 T 2 AG3 T ) 2  forms 

a dimeric parallel quadruplex with strand-reversa I loops in the crystal in the presence of 

K+ ions^^. However, T 2 A loops are not sufficient to drive the formation of a parallel 

quadruplex, as the crystal structure of (G4 ^ ‘'UTAG4 ) 2  shows (although this was obtained 

in the presence of Na+ ions). Crystal structures of G-quadruplexes can hide the con­

formational flexibility of these molecules. NMR studies of G-quadruplexes have often 

revealed the presence of several structures in solution^®’^®, which were not identified in 

the crystal.
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(a) (GCGGT3GCGG)2 (b) (G4T3G4)2 loop

Figure 3.28: (GCGGTgGCGG)] ( 1 A6 H PDB entry 1 ) and (G4 T 3 G4 ) 2  Tg loops. A single 
G-quartet is also shown.

3.4 Comparison of X-ray structures and modelling

Theoretical methods were used in an attempt to predict the structure formed by the dif­

ferent sequences in this study (Section 3.1). No crystals of the G4 T 2 G4 sequence were 

obtained, however the simulation results were compared to the NMR-determined topol­

ogy of the closely-related TG4 T 2 G4 T sequence (Section 3.1.4). Both the G4 T 3 G4 and 

G4 T 2 AG4 sequences formed dimeric quadruplexes with lateral loops in all the structures 

obtained. The most favourable T 3 loop predicted was a lateral, rather than diagonal 

loop, however diagonal loops had similar free energies (Table 3.3, page 57). Lateral loops 

bridging different groove widths also had similar free energies. The crystal structure of 

(G4 ^"'UT2 G4 ) 2  in space group P2 i contains ®''UT2 loops bridging both wide and narrow 

quadruplex grooves, which suggests that these are indeed energetically similar.

3.4.1 (647304)2 modelling

A range of possible lateral T 3 loop conformations were obtained using simulated anneal­

ing and MD simulations. Conformations similar to the T 3 type 1 loop (Figure 3.24(a)) 

were obtained using simulated annealing for both the T 3 (conformation T 3 -Lw- 3  in Ta­

ble 3.2) and the T 2 A loops (conformation T 2 A-Lw- 3  in Figure 3.9). However, these loop 

conformations were not identified as being more favourable than other conformations. In 

fact, during LES simulations of T 3 -L^-3 , the loops adopted different conformations, with 

all three residues above the G-quartets, and no residue within the quadruplex groove. 

During the simulation of the 1A6H template with native T 3 loops, the type 1 confor­

mation was maintained, although the first T residue within the quadruplex groove was
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very flexible.

In order to further compare theoretical and experimental results, simulations of the 

X-ray structures were carried out. Head-to-tail and head-to-head dimers were simulated 

after replacing the ^ ‘'U with T  residues. Five separate, fully solvated, 4 ns simulations 

were carried out. Each of the three dimers in the (G4 ^''UT2 G4 ) 2  P2i asymmetric unit 

was simulated separately, and the two head-to-head dimers were also simulated stacked 

as in the crystal structure. The (G4 T 3 G4 ) 2  C222 crystal structure was also simulated. 

Figure 3.29 shows selected average loop conformations over the final 2 to 4 ns of sim­

ulation. The (G4 ^"'UT2 G4 ) 2  head-to-tail dimer, formed by strands A and B, was stable 

during the simulations, and the average structures of the loops, shown in Figures 3.29(a) 

and (b) are very close to the X-ray conformation. This suggests that the type 1 loop, 

in which two residues stack with the G-quartets, and the first residue is located in 

the groove, is stable in solution. The head-to-tail dimers, in both (G4 ^ ‘'U T 2 G4 ) 2  and 

(G4 T 3 G4 ) 2  crystal structures, had slightly buckled G-quartets (Figure 3.30(a)). During 

the simulations, in absence of crystal packing interactions, the G-quartets became pla­

nar, as shown by the (G4 T 3 G4 ) 2  structure averaged over the last 2 to 4 ns of simulation 

in Figure 3.30(b). These simulations confirm that the slight distortion of the G-quartet 

planes in the crystal is caused by crystal packing interactions, rather than any loop ef­

fects. Moreover, in simulated solution, the first T  residue of each loop moved closer to 

the floor of the wide quadruplex groove, again due to the absence of crystal packing 

interactions.

Not all the type 1 loops simulated remained in the starting conformation, as shown 

in Figures 3.29(c) and (d). Loop D of a head-to-head dimer was more flexible during 

the simulations. The general loop conformation remained similar, although the third 

T  residue stacked with a loop residue rather than with the G-quartets. This second 

conformation was stable over the course of the dynamics. Loops C and F formed type 

2 loops, shown in Figure 3.26(a) (page 8 6 ), which were involved in crystal packing 

interactions. During the simulations, the second and third T  residues formed a stable 

stack over the G-quartets (Figures 3.29(e)-(h)). The first T  residue was more flexible 

and generally more exposed to the solvent. Despite the fact that loops over the narrow 

groove in the head-to-head dimers are involved in crystal packing interactions, stable 

conformations were adopted in the simulations, showing that such loops can be stable 

even outside the context of the crystal. The small changes in loop conformations during 

the dynamics affected the loop-loop interactions between adjacent loops of the head- 

to-head dimers. Hydrogen bonding between loops E and F (Figure 3.27(b)) was not 

maintained during either of the strand E and F head-to-head dimer simulations. This
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(' )a) Loop A (b) Loop B

)(c) Loop D (d) Loop D, stacked dimer sim­
ulation

0e) Loop C (f)  Loop C, stacked dimer sim­
ulation

(g) Loop F (h) Loop F, stacked dimer sim­
ulation

Figure 3.29: Average loop structures over the last 2 to 4 ns of dynamics for the P2i 
dimer simulations. (^''U residues were replaced with T).
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(a) (€ 4 7 3 6 4 ) 2  X-ray structure

\

(b) (€ 4 7 3 6 4 ) 2  average MD structure

Figure 3.30: (G4 T 3 G4 ) 2  C222 X-ray structure and average structure over the final 2 to 
4 ns of dynamics.

did not affect the stability of the loops, as stacking interactions with the G-quartets were 

conserved. Loops C and D also formed hydrogen bonding interactions (Figure 3.27(a)), 

and the direct hydrogen bonds were conserved during the simulations.

Energetics of the experimental structures were calculated from the MD simulations, 

in the same manner as described in Section 3.1.2. G to ta i and individual loop contributions 

G io o p i and G |oop2 are shown in Table 3.7. Figure 3.31 shows the G to ta i values at each 
step of the simulations. The linear regression to the data shows that the structures 

are generally equilibrated, and that the starting (X-ray) structures were already in low 

energy conformations.

The stabilisation gained by the head-to-head dimers upon formation of an eight G- 

quartet stack can be estimated by comparing the free energies of the separate dimers, 

and the energy of the two stacked dimers. The two quadruplex stack is on average 

112 kcal.mor^ more stable than the sum of the two individual dimers (Gtotai =  -9159 
kcal.mol"^ for the dimer stack, and individual dimer energies taken from Table 3.7). 

Most of the increased stabilisation comes from the extra K+ ion located between the 

two G-quadruplex dimers, whereas only three K+ ions were included in each individual 

G-quadruplex calculation. Overall, Table 3.7 shows that the head-to-head dimers tend 

to be less favourable structures than the head-to-tail dimers. The lowest energy head-to- 

tail dimer is 1 1  kcal.mol"^ more favourable than the lowest energy head-to-head dimer.
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Table 3.7: Gtotai values (kcal.mol"^) calculated using MM-PBSA for the crystal structure simulations. All values were calculated 
over the final 2 to 4 ns of dynamics. Values for the head-to-head dimers (strands C, D and strands E, F) were calculated both 
during the separate and the stacked dimer simulations. residues in the (G4 ^''UT2 G4 ) 2  P2i structure were mutated to T residues 
prior to simulation. Type 1 loops are highlighted in magenta. Standard errors of the mean are in brackets.

Dimer Strands G to ta i* G stem G jo o p l G|oop2 — T S to ta l

C2 2 2  head-to-tail A, A -4556 (4) -3639 (4) -455  (4) -462 (4) -582  (1)

Separate simulations

P2 i  head-to-tail A, B -4551 (4) -3634 (4) -457 (4) -460  (4) -581 (1)

P2i head-to-head C, D -4545 (4) -3635 (4) -447  (4) -456 (4) -579  (1)

P2i head-to-head E. F -4523 (5) -3637 (4) -445  (4) -441 (4) -585  (2)

Simulation of the stacked dimers 

P2i head-to-head C, D -4520 (4) -3629 (4) -440  (4) -448  (4) -579  (1)

P2 i head-to-head E, F -4527 (4) -3629 (4) -447  (4) -445  (4) -583  (2)

*G values do not include the solute entropy
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Figure 3.31: Plots of Gtotai (kcal.mol"^) calculated using MM-PBSA during simulations 
of the (G4 ^''UT2 G4 ) 2  P2 i  structures. Gtotai values do not include the solute entropie 
contribution. Green lines are the linear regression to the data over the final 2 to 4 ns of 
simulation.
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Table 3.7 also shows the free energy of the two head-to-head dimers simulated together 

as a stack of dimers. During this simulation, the head-to-head dimer Gstem energies were 

less favourable (by at least 6  kcal.mol"^) than during their simulations alone in solution, 

although this energy difference is close to the MM-PBSA error margin. Lower Gstem 

values could be due to the increased rigidity caused by the greater number of G-quartet 

stacks, which does not allow the G-stems to equilibrate as well as when the dimers are 

separate in solution. However, no difference in the entropie contribution was calculated 

between the separate and stacked simulations.

According to the MM-PBSA calculations, the difference between the head-to-head 

and head-to-tail dimers is due mostly to the loop energies, as Gstem energies are within 

5 kcal.mol”  ̂ of each other in the separate simulations. This suggests that the energy 

difference between alternating syn-anti-syn-anti and syn-syn-anti-anti G glycosidic angles 

around the G-quartets is very small. Loops in the type 1 conformation over the wide 

quadruplex groove were the most favourable, as highlighted in magenta in Table 3.7, 

which is consistent with their high occurrence in the various crystal structures.

The predicted T 3 loop conformations had similar free energies to those calculated 

during the experimental structure simulations. The most favourable predicted T 3  loop 

free energy was —461 kcal.mol"^ (Table 3.3, page 57). However, this was for a loop 

with three residues stacking on top of the G-quadruplex (see Figure 3.4(d), page 52). 

The experimental structures are no more favourable than the predicted structures, which 

may be due to the inability of the force field to differentiate between loop conformations. 

T 3 loops over the narrow quadruplex grooves (formed by strands C and F) were similar, 

after simulation, to the T 3 -Ln- 2  predicted structure (Figure 3.6(b), page 55). The latter 

also had more favourable free energies, shown in Table 3.3, than any of the experimental 

narrow groove loops simulated (Table 3.7). The experimental narrow groove loops are 

however difficult to compare with predicted conformations, as they may adopt completely 

different structures in the absence of crystal packing constraints.

3.4.2 (G4T2AG4)2 modelling

MD simulations of the (G4 ^"'UTAG4 ) 2  crystal structure were carried out after replace­

ment of ^■'U with a T residue. The crystal structure was determined in Na+, hence the 

simulations were carried out with Na"  ̂ ions within the quadruplex channel, rather than 

K"** ions. The system charge was also neutralised with the addition of solution Na"*" ions. 

Only two channel Na+ ions were located in the crystal structure and included in the 

simulations.

The simulation of the crystal structure with two Na’*’ ions within the channel was
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relatively stable over 4 ns, some distortion of the G-quadruplex core being observed, as 

shown in Figure 3.32. The G-quartets slipped with respect to each other, so that the 

central channel is no longer aligned. This is made apparent by the Na+ ion positions 

in Figure 3.32(a). On the other hand, the simulations were able to reproduce the loop 

residue stacking interactions. Figure 3.32(b) shows that the middle T  and A residues 

deviated little from the crystal structure (shown in Figure 3.24(b), page 84).

In order to attempt to determine the cause of the G-quartet slippage, a simulation 

with three Na+ ions within the central channel was carried out. The third Na+ ion 

was added between the two central G-quartets, equidistant from the eight G residue 0  

atoms. The three Na+ ions remained in the starting binding sites for the first 800 ps of 

simulation. After that time, one of the terminal Na+ ions moved out of the channel and 

into the loop region. This was followed 200 ps later by movement of the central ion into 

the binding site left vacant by the first ion. The three ions then remained stable for the 

rest of the simulation. The path of the three Na"  ̂ ions during the simulation is shown 

in Figure 3.33. The strand slippage which was observed during the simulation with two 

Na+ ions was also observed in this simulation, although this was less pronounced. MD 

simulations therefore suggest that only two Na+ ions are required for stability. The 

smaller radius of Na+ compared to K+ ions mean that the former are much more mobile 

during the simulations. The behaviour of the Na"'" ions is unlikely to be due to insufficient 

screening of the charge-charge repulsion between two cations in the channel. During the 

final 3 ns of simulation, the two bottom ions shown in Figure 3.33 were separated by the 

same distance as if they were both within the quadruplex channel. The crystal structure 

of (TG4 T )4 , also determined in Na"  ̂ ions, clearly showed the presence of Na+ ions at 

each G-quartet step^^. The crystallographic data obtained here for (G4 ^‘'UTAG4 ) 2  are 

not of sufficient quality to ascertain the absence of a Na"*" ion within the two central 

G-quartets. MD simulations do suggest that the structure has a preference for two Na+ 

ions over three. However, results concerning ions obtained with MD simulations are not 

always reliable, due to limitations of the additive force field (see Chapter 6 ).

The experimental T 2 A loop conformation was predicted with simulated annealing 

methods, as shown in Figure 3.9(b), page 60. The T 2 A-Lw- 3  loop has a similar general 

conformation, with the first loop residue in the quadruplex groove and two other residue 

stacking with the G-quartet plane. However, as previously, this loop conformation was 

not preferred compared to the other loops obtained. Moreover, the simulated annealing 

runs were unable to reproduce the experimental preference for anti glycosidic angles in 

the type 1 loop residues, as both syn and anti residues were predicted.
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(a) Side view

(b) Top view

Figure 3.32: (G4 T 2 AG4 ) 2  structure averaged over the final 2 to 4 ns of simulation. Two 
Na+ ions were included in the central quadruplex channel. Loops are shown in cyan, 
Na“̂  ions in blue.
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* *

Figure 3.33: Final structure of (G4 T 2 AG4 ) 2  after 4 ns MD with three Na"*" ions included 
in the quadruplex channel. The loops are shown in cyan, and Na+ ions as blue spheres. 
The path of each ion during the trajectory is shown. The colour scale corresponds to 
the trajectory frames: red from 0 to 1 ns, ochre from 1 to 2 ns, green from 2 to 3 ns 
and finally blue from 3 to 4 ns.
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3.4.3 (047264)2 modelling

T 3  and T 2 A loop conformations were difficult to predict with MD simulations because 

all structural types were found to be equally possible. This was not the case for T 2  

loop quadruplexes, whose structures are constrained by the limited span of the two- 

nucleotide loop. In this case, the particular loop conformation is less important, as 

certain T 2 loop structures were found to be unstable due to strain in the loop backbone. 

In order to compare the T 3  and T 2 A loop structures with potential T 2 loop structures, 

the (G4 ^‘'U T 2 G4 ) 2  X-ray structures were simulated, after replacing the ®''UT2 loops with 

T 2 loops.

A (G4 T 2 G4 ) 2  head-to-head dimer, with loops over the narrow and wide grooves, 

was stable over a 4 ns simulation, and the loop residues were able to form stacking 

interactions with the G-quartets (Figure 3.34(a)). However, the head-to-tail dimer, 

which has both T 2 loops over wide quadruplex grooves, became distorted during the 

simulation (Figure 3.34(b)). It therefore appears that the strain caused by a T 2 loop 

bridging a wide groove can be compensated for by the second loop bridging a shorter 

distance. However, two T 2 loops bridging wide grooves are unstable. The stable head- 

to-head (G4 T 2 G4 ) 2  dimer simulated has the same topology as one of the (TG4 T 2 G4 T ) 2  

solution NMR structures^®. The latter sequence also forms a head-to-tail dimer in 

solution, however this has a different topology to the (G4 T 3 G4 ) 2  head-to-tail dimer. 

As mentioned in Section 3.1.4, it is possible for the different head-to-tail topologies 

observed to be due to effects of the loop lengths, rather than G-quartet stem stability. 

The simulations carried out here tend to support this view. A head-to-tail dimer with 

both loops over the wide groove, as formed by the G4 T 3 G4  sequence, cannot support 

two T 2 loops without the G-quartets becoming distorted. However, dimérisation which 

enables T 2 loops to bridge a wide and a narrower groove can lead to stable structures.

Further information is difficult to obtain from MD simulations. The (TG 4 T 2 G4 T ) 2  

structures were solved in Na+ containing solutions, however the simulations were carried 

out here with K+ ions between the G-quartets. The simulations cannot reproduce 

experimental differences due to the counterions present, which means that ionic effects 

cannot be taken into account. However, (G4 ^''UTAG4 ) 2  forms a head-to-tail dimer with 

the same topology as (G4 T 3 G4 )2 , and the former structure was solved in Na“̂  ions. It is 

therefore unlikely that replacing the K+ ions with Na"^ ions would stabilise the G-quartet 

core of a G4 T 2 G4  head-to-tail dimer with two highly strained loops.
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(a) (G4 T 2 G4 ) 2  head-to-head dimer (b) (G4 T 2 G4 ) 2  head-to-tail dimer

Figure 3.34: Average structures over the final 2 to 4 ns of dynamics of the head-to-head 
(strands C, D) and head-to-tail (strand A, B) P2i dimers after replacement of the ^''UT2 

loops with T 2 loops.
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3.4.4 Conclusion

The development of molecular dynamics methods is ongoing, and force fields are con­

tinually being improved. The problems associated with the prediction of quadruplex 

loop conformations have already been pointed out when looking at T 4  l o o p s N o t  

only were the authors unable to predict the experimental diagonal loop conformation, 

but the experimental loop structure was also unstable during MD simulations. T 3 and 

T 2 A loops of the type 1 conformation were predicted in the simulated annealing runs, 

however they tended to be unstable during MD and LES simulations (see Figure 3.4, 

page 52). The experimental T 3  loop conformations were stable during the simulations, 

indicating that the problem with the predictive simulations might have been due to 

the starting structures. Initial structures were obtained from implicit solvent simulated 

annealing runs, and these may not have been energetically close enough to favourable 

conformations in explicit solvent.

As several NMR structures have shown, quadruplex loops can be flexible in solution, 

and different conformations are probably very similar in e n e r g y I n  such cases, it is 

difficult to know whether the inability of the simulations to predict loop conformations is 

due to limitations in the force field, or because the loops are inherently flexible. T 3  and 

T 2 A formed only lateral loops in the crystal structures solved, rather than diagonal loops. 

However, the simulations were unable to differentiate between lateral and diagonal loop 

structures. Simulations of the X-ray structures showed that the loop conformations were 

stable in solution, and hence not only in the context of crystal packing interactions. 

This suggests that the force field used is adequate to simulate these types of loop 

conformations, which are not stabilised by cations.
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Chapter 4

Modelling of monomeric 
G-quadruplex folding

Modelling of the ( 6 4 7 3 6 4 ) 2 , ( 6 4 T 2 A6 4 ) 2  and (6 4 X 2 6 4 ) 2  dimeric 6 -quadruplexes showed 
that theoretical methods could provide information about 6 -quadruplex folding, espe­

cially for sequences with shorter loops. In this Chapter, the study of loop length ef­

fects on 6 -quadruplex folding has been broadened by looking at a series of monomeric 

structures. Rather than attempt to determine specific loop conformations, simulations 

were used to determine whether certain loop lengths favoured parallel or antiparallel 

quadruplexes. Previous MD simulations were unable to differentiate between different 

conformations of a single loop (Section 3.1). However, simulations can reveal whether 

certain quadruplexes are unlikely to form in solution, due to strain caused by the loops. 

The particular loop conformation itself was less important, as long as a conformation 

could be found which would not destabilise the quadruplex. A greater range of loop 

lengths was considered, ranging from T  to Te.

Simulations were based on experimental structures of the human telomeric sequence, 

A6 3 T 2 A 6 3 T 2 A6 3 T 2 A 6 3 . The latter can form parallel (x-ray structure)^^ and antipar­

allel (NMR structure)®^ quadruplexes, both of which were used as templates for the 

simulations. The effects of systematically changing the loops from T  to Te were studied 

using a combination of theoretical, and experimental methods. UV melting and circular 

dichroism (CD) data were obtained by Julian Huppert, and the materials and methods 

are detailed by Hazel et
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Table 4.1: MD simulations using the three monomeric quadruplex templates. The 
length of each simulation is indicated in nanoseconds. Modified loops are highlighted in 
magenta.

Parallel Antiparallel Mixed

Abbreviation Sequence

T2A-G3 AG3T 2 AG3T 2 AG3T2 AG3
T2A-G3T AG3T2AG3TG3T2AG3
T2A-G3T2 AG3T2AG3T2G3T2AG3
T2A-G3T3 AG3T2AG3T3G3T2AG3
T2A-G3T4 AG3T2AG3T4G3T2AG3
T2A-G3T5 AG3T 2AG3T5G3T2AG3
T2A-G3T6 AG3T 2AG3T5G3T2 AG3

G3T AG3TG3TG3TG3
G3T2 AG3T2G3T2G3T2G3

n n n

4.1 Computational methods

The templates used for the simulations were derived from the AG3T2AG3T2AG3T2AG3 

parallel crystal structure and antiparallel NMR structure (PDB codes IK F l and 143D, 

respectively). A mixed parallel/antiparallel template was also used, derived from the 

T2G4T2G4T2G4T2G4 solution structure (PDB code 186D). All three templates have 

three G-quartet stacks, and only the loop regions were modified. Structure manipulations 

were carried out in Insight II, as described in Section 3.1.1. Simulated annealing runs 

were used to  generate loop conformations for each loop length, and the most energetically 

favourable conformation (as calculated by Discover, in Insight) was further subjected to 

4 ns molecular dynamics using Amber. T3 loops were generated by simply mutating the 

A residue from the native T2A loops into T. All simulations followed the experimental 

protocol described in Section 3.1.1. Table 4.1 summarises the simulations which were 

carried out. For comparison purposes, the parallel and antiparallel templates were also 

simulated for 6 ns with the native T2A loops. Single loop variants, in which only the 

single loop was modified, and multiple loop variants, in which all three loops were 

modified, were considered.

Simulated annealing and clustering methods were found to be less useful as the loop 

length increased. The increasing degrees of freedom in loops of four residues and above
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lead to the generation of many different loop conformations. The number of simulated 

annealing runs carried out was found to be insufficient to generate highly populated 

clusters. For example, out of 100 parallel T 4  loop conformations generated, the most 

populated cluster when using an rms deviation threshold of 1.5 Â contained only seven 

structures. These structures are shown overlapped in Figures 4.1(a) and (b). There are 

significant deviations in loop conformation with a 1.5 Â threshold, however this reflects 

the overall disparity between all the conformations obtained. The low cluster populations 

meant that structure selection based on occurrence frequency was unrealistic. Instead, 

suitable loop starting conformations were selected depending on their Discover-calculated 

energies, and on the presence of loop-loop stabilising interactions, such as stacking and 

hydrogen bonding. Figure 4.1(c) shows a T 4  antiparallel loop cluster, obtained using 

a 1.5 Â threshold. The cluster only contained two structures, but three loop residues 

were involved in stacking interactions with the G-quartets, and this conformation was 

selected for further MD simulations.

Currently, no experimental structures have been determined in which there are three 

G-quartets with three lateral loops. In order to use only experimental templates, to 

reduce uncertainty due to the models used, the T 2 G4 T 2 G4 T 2 G4 T 2 G4  structure was 

used as a template for quadruplexes with lateral loops (PDB code 186D). This structure 

contains two lateral loops and a third parallel loop, with three G-quartet stacks. The 

loops were modified as described above.

MM-PBSA calculations were carried out as described in Section 3.1.1. All calcula­

tions included two K+ ions within the quadruplex channel. When fewer than two 

ions were present in the channel, the closest solution K+ ion was included instead. Cal­

culations of the electrostatic component of the solvation free energy, using Delphi II, 

were carried out using both BONDI and P A R S E r a d i i ,  for comparison purposes.

4.2 Simulation results

4.2.1 Single loop variants 

Parallel quadruplexes

Figure 4.2 shows the parallel loop structures obtained during MD simulations. All T  to Te 

loops gave rise to stable quadruplexes over the 4 ns simulations. No G-quartet distortion 

was observed, indicating that no loop length prohibits a parallel quadruplex fold. The 

parallel loops were in general much more flexible than the G-quartets (Table 4.2). The 

only exception was the single T  loop, shown in Figure 4.2(a), which formed a stable
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(a) Parallel quadruplex, side view

(b) Parallel quadruplex, top view

(c) Antiparallel quadruplex

Figure 4.1: (a) and (b) Overlap of the seven structures in the most populated cluster 
( 1.5 Â threshold) obtained for the parallel T4 loop using simulated annealing. The loop 
backbones of all but one loop have been omitted for clarity, leaving only the bases. The 
G-quartets are shown in black, (c) Overlap of two T4 loop structures in an antiparallel 
cluster. Only the upper G-quartet is shown in black.
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hydrogen bond with a G residue, and exhibited little fluctuation.

In the 6  ns control simulation of the parallel X-ray structure, rearrangements were 

observed in all three loops. In the crystal structure, the loop residues are in a compact, 

stacked conformation. During the simulation, the residues reached further into the 

solvent, forming more extended loop structures, as shown in Figure 4.3(b). Although 

the X-ray loop conformation was lost within the first few hundred picoseconds in the 

T 2 A-G3  simulation, stacking interactions between loop residues formed throughout the 

dynamics. The A residues generally stacked with either of the T  residues. The T 2 A 

loops in the single loop variant simulations also showed the same flexibility, with rms 

deviations ranging from 2.4 to 6.1 Â, with respect to the starting structure (Table 4.2).

The modified parallel loops also displayed a range of rms deviations, as shown in 

Table 4.2. The loop rms deviations generally increased with loop length, however this 

also depended on the loop conformation. The T 4  loop residues formed hydrogen bond­

ing interactions with the G residue N2 atoms, and these were maintained during the 

dynamics. This is reflected in the relatively low rms deviation o f the T 4  loop when 

compared to the shorter T 3 loop (2.3 Â and 3.4 Â, respectively). The T 5 and Te loops 

also retained some of the initial hydrogen bonds between T  and G residues during the 

simulations. However, the latter had more residues not involved in hydrogen bonding, 

and these were more flexible, explaining the increasing rms deviations for the T 4 , T 5  

and Te loops (2.3, 3.6 and 5.6 Â, respectively).

The parallel quadruplex structures in this study were found to be relatively unaffected 

by the different loop lengths and conformations. Rms deviations of the G-stems were 

largely independent of the loop fluctuations. For example the Te loop in the T 2 A- 

G3 T 6  structure had a high rms deviation during the simulation, but the G-quartets 

were amongst the most stable (rms deviations of 5.6 and 1.4 Â, respectively). The 

high flexibility of parallel loops during the simulations indicates that finding particularly 

favourable conformations would be more difficult with increasing loop length. It is likely 

that the longer loops can adopt many energetically closely related conformations. The 

simulations do show, however, that parallel G-quadruplexes are stable with loops up to 

six nucleotides in length, for the timescale of the simulations.

Antiparallel quadruplexes

Average structures of the antiparallel single loop variants are shown in Figure 4.4. Loops 

of lengths three and greater formed stable antiparallel quadruplexes. Single T  loops 

were unable to span the diagonal of the G-quartets, causing distortion to the latter, as 

shown in Figure 4.4(a). This was also reflected in a higher than average G-quartet rms
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(b) T2A-G3T2

(c) T2A-G3T3 (d) T2A-G3T4

Figure 4.2: MD structures of the parallel single loop variants. The structures were 
averaged over the final 2 to 4 ns of simulation. G-quartets are in black, loops in green 
and K+ ions in red. The T2A loops have been omitted for clarity.
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Table 4.2: Rms deviations (Â) of the G-quartet and loop residues in the single loop 
variants. The modified loops are highlighted in the colours used in Figures 4.2, 4.4 and 
4.5. All rms deviations were calculated after fitting of the G-quartets. Table reproduced 
from

Simulation G-quartet Loop 1 Loop 2 Loop 3 _ Loop 2
( 2  ns average)*

Parallel
T 2 A-Gs^ 1 . 8 3.1 3.7 2 . 8 2.3 (2.0,
T 2 A-G3 T 1.3 6 . 1 1 . 2 3.6 0.5
T 2 A-G3 T 2 1.4 3.2 2.3 3.3 1 . 2

T 2 A-G3 T 3 1.4 3.2 3.5 3.7 2 . 2

T 2 A-G3 T 4 1.4 3.3 2.3 3.8 0.9
T 2 A-G3 T 5 1.5 2.4 3.6 3.1 2 . 0

T 2 A-G3 T 6 1.4 3.3 5.6 3.6 1 . 8

Antiparallel
T2A-G3^ 1.7 4.0 2.7 2 . 6 1.3 (0.8,
T 2 A-G3 T 2.5 2.5 1,9 1.3 0.9
T 2 A-G3 T 2 1.4 2.3 1.7 1 . 2 0.9
T 2 A-G3 T 3 1.4 4.1 2.7 2 . 0 0.9
T 2 A-G3 T 4 1.5 4.2 2 . 2 1.9 1 . 1

T 2 A-G3 T 5 1.5 3.7 2.3 1 . 8 0.9
T 2 A-G3 T 6 1 . 6 4.3 4.5 2.3 2 . 0

Mixed parallel/antiparallel
T 2 A-G3 T 1 . 1 4.7 1 . 8 4.1 0.7
T 2 A-G3 T 2 1 . 2 1.5 1.5 4.2 1 . 2

'R m s deviations calculated w ith respect to the 2 to  4 ns average structure. (Values over the final 2 
to  4 ns only).

^6 ns simulation
^loop 1 and loop 3 values are indicated in brackets. The average was calculated over the last 3 ns of 

MD
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(a) T2A-G3 X-ray structure (b) T2A-G3 after 6 ns MD

(c) T2A-G3 NMR structure ( d )  T 2 A - G 3 a f te r  6 ns MD

Figure 4 .3: T2A-G3 X-ray and NMR structures, and final 6 ns structures. The NMR 
structure was determined in Na^ ion containing solution, but for consistency with the 
other simulations, ions were included between the G-quartet stacks, as found in the 
X-ray structure, (a) and (b), top view of the parallel structures, (c) and (d) side view 
of the antiparallel structures.
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deviation, shown in Table 4.2. The diagonal T 2 loop was under some strain, causing 

fluctuations in the G-quartet immediately below the loop. However, the longer T 2 A 

lateral loops compensated for this strain, and the bottom G-quartets remained planar, 

as shown in Figure 4.4(b). Mixed parallel/antiparallel quadruplexes with a lateral, rather 

than diagonal, central loop were simulated for loops of one and two nucleotide lengths 

(Figure 4.5). These structures were stable over the MD simulations, and the T  and T 2  

loops had relatively low rms deviations (Table 4.2).

At equal length, the antiparallel diagonal loops were more stable than the parallel 

loops during the simulations (Table 4.2). As this was found for all loop lengths consid­

ered, it is less likely to be due only to the particular starting structures selected. This 

was also the case for the control experimental structure simulations, where the diagonal 

T 2 A loop had an rms deviation of 2.7 Â over the 6  ns simulation, whereas the parallel 

T 2 A loops had rms deviations of between 2.8 and 3.7 Â. As in the parallel quadruplex 

simulations, the modified diagonal loops did not affect the two lateral loops in the an­

tiparallel structures. Loop 1 in all the antiparallel quadruplexes had a high initial rms 

deviation, but stabilised into a conformation which was similar in all the quadruplexes 

simulated. This is also similar to the conformation adopted by the lateral loops during 

the simulation of the unmodified NMR structure, shown in Figure 4.3(d), where three 

residues form a triplet stacked with the G-quartets. The modified loops had rms devia­

tions which depended more on the interactions formed between the loop residues than 

on the loop length. Only the J q diagonal loop had a much higher rms deviation than 

the other loops.

4.2.2 Multiple loop variants

Quadruplexes in which all three loops were modified were simulated for T  and T 2 loops. 

Simulations using the three templates were carried out, except for G3 T, for which only 

the parallel and mixed parallel/antiparallel templates were used. The antiparallel G3 T 2  

simulation resulted in G-quartet distortion, and a simulation of the antiparallel template 

with shorter T  loops was therefore not considered necessary.

Figure 4.6 shows the average parallel, antiparallel and mixed parallel/antiparallel 

structures for one- and two-nucleotide loops. The G3 T  parallel structure was stable over 

the dynamics, as shown in Figure 4.6(a). The loop rms deviations were relatively high 

(Table 4.3), however this did not affect the G-quartet structure. On the other hand, 

the G3 T  mixed parallel/antiparallel quadruplex was unstable during the simulation. Fig­

ure 4.6(b) shows that the G-quartets were severely distorted, and hydrogen bonding 

between G residues was lost. Only one K''" ion remained within the quadruplex chan-
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(b ) T2A-G3T2

(c )  T 2 A - G 3 T 3) (d) T2A-G3T4

Figure 4.4: MD structures of the antiparallel single loop variants. The structures were 
averaged over the final 2 to 4 ns of simulation. G-quartets are in black, diagonal loops 
in purple and K+ ions in red. The T 2 A loops have been omitted for clarity.
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(a) T2A-G3T

Figure 4.5: MD structures of the mixed parallel/antiparallel single loop variants. The 
structures were averaged over the final 2 to 4 ns of simulation. G-quartets are in black, 
lateral loops in blue and K+ ions in red. The T 2 A loops have been omitted for clarity.

nel, the other moving out into the surrounding solution. As the three parallel T loop 

quadruplex was stable, the distortion is most likely due to the strain caused by the very 

short single residue lateral loops. These simulations suggest that G3T is more likely to 

form a parallel, rather than antiparallel, structure in solution.

G3 T 2 was stable using both the parallel and the mixed parallel/antiparallel tem­

plates (Figures 4.6(c) and (d)). On the other hand, the antiparallel G3 T 2 quadruplex 

with a diagonal and two lateral loops was unstable, as shown by the G-quartet distortion 

(Figure 4.6(e)). This was much more pronounced than for the T 2 A-G3 T 2 antiparallel 

simulation, in which the two longer lateral loops compensated in part for the strained 

diagonal loop. This suggests that G3 T 2 is as likely to form parallel or antiparallel struc­

tures in solution, as long as the latter have lateral, rather than diagonal loops. The rms 

deviations in Table 4.3 show that the loops were again flexible during the simulations.

4.3 Experimental data

UV melting curves and CD spectra of the single and multiple loop variants were obtained 

by Julian Huppert^'^^. The CD spectra are shown in Figure 4.7. Quadruplexes melt with 

a significant hyperchromie shift at 295 nm, and melting temperatures can be obtained 

by fitting to the resulting absorbance curves®^. UV melting temperatures for all the 

sequences are shown in Table 4.4. The sequences studied experimentally differ from the
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a) G3T parallel (b) G3T mixed parallel/antiparallel

)c )  G 3 T 2 p a ra lle l ( d )  G 3 T 2 m ix e d  p a ra l le l /a n t ip a r a l le l

(e )  G3T2 a n t ip a ra lle l

Figure 4.6: MD structures of the multiple loop variants with the parallel, antiparallel 
and mixed parallel/antiparallel templates. The structures were averaged over the final 
2 to 4 ns of simulation. G-quartets are black, parallel loops are green, lateral loops are 
blue, diagonal loops purple and K+ ions are red.
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Table 4.3: Rms deviations (Â) for the G-quartets and loop residues in the multiple loop 
variants. The modified loops are highlighted in the colours used in Figure 4.6. All 
rms deviations were calculated after fitting of the G-quartets. Table reproduced in part 
from ^^^

Simulation G-quartet Loop 1 Loop 2 Loop 3

Parallel
G3 T 1.3 3.6 3.0 1 . 6

G3 T 2 1.2 2.9 3.2 3.5
Antiparallel

G3 T 2 1.9 4.8 3.4 2 . 8

Mixed parallel/antiparallel
G3 T 1.8 3.7 2 . 0 4.4
G3 T 2 1.5 2.2 3.9 5.5

sequences modelled only in the 3’ terminal T residue. The latter facilitates experimen­

tal measurements, but is not present in either the crystal or NMR structures used as 

templates, and was therefore not included in the simulations. For the simulations, the 

5’ terminal T residue in the multiple loop variants was replaced with A, for consistency 

with the single loop variant simulations.

UV melting data and CD spectra both confirm that all sequences form G-quadruplex 

structures in 100 mM K+ solutions. The importance of loop length is shown by the 

wide range of melting temperatures obtained for the various sequences. The most stable 

quadruplex, G3 T, has a melting temperature of over 80 °C in a 20 mM K"*" solution. 

Increasing the loop length reduces the stability of the multiple loop variants compared to 

the unfolded state. The G3 T 7 sequence (which was not included in the simulations) did 

show quadruplex formation using CD spectroscopy, but is too unstable to allow the Tm 

to be measured. The single loop variant melting temperatures show less dependence on 

loop length. The maximum value is obtained for T 2 A-G3 T 3 (Tm =  6 8  °C), while T 2 A- 

G3 T 7 is the least stable (Tm =  56 °C). The change of a single loop within the sequences 

has much less influence on stability than the change of all three loops. Hence, a single 

T 7 loop can be accommodated with little change in quadruplex stability, whereas three 

T 7 loops are very destabilising.

CD spectra of G-quadruplexes are commonly used to determine whether these form 

parallel or antiparallel structures (Section 1.4.2). The CD spectrum of G3 T shows a 

parallel quadruplex characteristic maximum around 265 nm, and minimum around 240 

nm. Sequences G3 T 3 to G3 T 7 have characteristic antiparallel quadruplex curves, with
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—  TTA-G3
—  TTA-G3T
—  TTA-G3T2
—  TTA-G3T3
—  TTA-G3T4 

TTA-G3T5
—  TTA-G3T6
—  TTA-G3T7

230 240 250 260 270 280 290 300 310 320
Wavelength (nm)

(a) Single loop variants

—  G3T4

230 240 250 260 270 280 290 300 310 320
Wavelength (nm)

(b) Multiple loop variants

Figure 4.7: CD spectra for the (a) single and (b) multiple loop variants. Figures repro­
duced from^"^^.
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Table 4 .4: UV melting temperatures (°C) for the single and multiple loop variants in 
this study. Samples were measured in 100 mM K+ containing solutions. Modified loops 
are highlighted in magenta. Table adapted from^"^^.

Abbreviation Sequence T ^

T2A-G3 AG3T2AG3T2AG3T2AG3T 63
T2A-G3T AG3T2AG3 fG3T2AG3T 64
T 2A-G3T 2 AG3T2AG3T2G3T2AG3T 66
T2A-G3T3 AG3T2AG3T3G3T2AG3T 68
T 2 A-G3T 4 AG3T 2AG3T4G3T2AG3T 61
T2A-G3T5 AG3T 2AG3T5G3T 2AG3T 61
T2A-G3T6 AG3T2AG3T6G3T2AG3T 59
T2A-G3T7 AG3T2AG3T7G3T2AG3T 56

G3T TG3TG3TG3TG3T too stable
G3T2 TG3T 2G3T2G3T2G3T 71
G3T3 TG3T3G3T3G3T3G3T 58
G3T4 TG3T4G3T4G3T4G3T 48
G3T5 TG3T5G3T5G3T5G3T 34
G3T6 TG3T6G3T6G3T6G3T 20
G3T7 TG3T7G3T7G3T7G3T too unstable
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maxima around 295 nm, and minima around 260 nm. The G3 T 2 sequence could form a 

mixture of both parallel and antiparallel quadruplexes, as the curve displays a minimum 

around 240 nm, but also possible small maxima around both 265 and 295 nm. The T 2 A- 

G3 T 2 to T 2 A-G3 T 7 sequences display antiparallel quadruplex-type CD spectra. T 2 A-G3 T 

has maxima both around 265 and 295 nm, which could also reflect the formation of both 

parallel and antiparallel structures.

The experimental results confirm that loop length does have an influence on the 

quadruplex structure formed, as well as on stability. Even in the case of the single 

loop variants, where the stability of the quadruplexes was not significantly affected, CD 

spectra suggest that different structures are formed by the different sequences.

4.4 Comparison of simulations and experiment

4.4.1 CD spectroscopy results

G3 T  is the only sequence for which CD data indicates the formation of a parallel struc­

ture only. The MD simulations also suggested this. The mixed parallel/antiparallel 

quadruplex with three single T  residue loops distorted during the course of the simula­

tion, whereas the parallel quadruplex was stable (Figure 4.6). G3 T 2 was able to form 

both parallel and mixed parallel/antiparallel quadruplexes according to the simulations 

(Figure 4.6), and has a CD spectrum which may be due to several structures coex­

isting in solution. The same was found for T 2 A-G3 T, where both parallel and mixed 

parallel/antiparallel quadruplexes were stable over the 4 ns simulations, whereas the 

antiparallel quadruplex was distorted (Figure 4.4(a)). The CD spectra for both these se­

quences are similar in that peaks characteristic of both parallel and antiparallel structures 

occur.

Sequences with all other loop lengths were able to form stable parallel and antiparallel 

quadruplexes during the simulations. On the other hand, CD spectra suggest that 

only antiparallel quadruplexes are forming in solution. As both structural types were 

stable during simulations of the longer loop sequences, other methods are required to 

differentiate them. For this purpose, free energy calculations were carried out to further 

characterise the different quadruplexes.

4.4.2 M M -P B S A  free energy calculations

MM-PBSA calculations were carried out in an attempt to compare sequences for which 

both parallel and antiparallel structures were stable during the simulations. The abso­
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lute free energy of each quadruplex was estimated, and A G a n t ip a ra iie i -p a ra iie i values were 

calculated. Values calculated using BONDI radii are shown in Table 4.5. Figure 4.8 

shows that for the parallel and antiparallel single loop variant simulations, most values 

were stabilised over the final 2 ns, except for the T 2 A-G3 T 5 parallel simulation. The 

values are necessarily approximate, due to the fact that no attempt was made to obtain 

the most favourable loop conformation for each of the loop lengths simulated. However, 

in cases where the structure formed is limited by strain caused by short loop lengths, 

the specific loop conformation is expected to be less important. As the free energies 

calculated are not free energy differences between folded and unfolded conformations, 

only sequences with the same number of atoms can be compared. This means that the 

effect of loop length on quadruplex stability cannot be compared using the MM-PBSA 

calculations. However, different conformations of the same sequence can be compared.

Overall, the antiparallel quadruplexes were enthalpically favoured (although A G  in 

Table 4.5 is not strictly AH, as the solvent entropie contribution is implicitly included). 

On the other hand, the solute entropie contribution favoured the parallel quadruplexes. 

In most cases, the enthalpic difference between antiparallel and parallel quadruplexes was 

the dominant term, so that AGtotai favoured the antiparallel quadruplexes. However, 

both enthalpic and entropie contributions were very similar in some cases, leading to 

small AGtotai values of 2 or 3 kcal.mol"^, which is within the error of MM-PBSA 

calculations. Due to the similar relative contributions of AH  and TAS, it is important 

to include some measure of the solute entropy, although it is very approximative.

T 2 A-G3 T  and G3 T 2 were the only two quadruplexes for which the parallel structures 

were enthalpically favoured compared to the antiparallel structures. Both T 2 A-G3 T  and 

G3 T 2 antiparallel structures were heavily distorted during the dynamics, whereas the 

parallel and mixed parallel/antiparallel structures were not (Figures 4.4(a) and 4.6(e)). 

The free energies calculated did not, however, always reflect the stabilities observed 

during the simulations. For example, the G3 T  mixed parallel/antiparallel structure was 

unstable during the simulation, however AGtotai favours the latter over the parallel 

structure by 9 kcal.mol"^. This is despite the fact that the mixed quadruplex had 

only two hydrogen bonded G-quartets and a single K+ ion remaining within the central 

channel. This does cast some doubt as to the ability of M M - P B S A  calculations to 

estimate the relative stabilities of quadruplex structures.

For loop lengths of three residues and more, the free energy differences were largely 

in favour of the antiparallel quadruplexes, which is in accordance with the C D  spectra 

shown in Figure 4.7. This was not the case for the T 2 A-G3 T 5 structure, where the 

positive A G a n t ip a ra iie i -p a ra iie i value is probably due to the particular loop conformations
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Table 4.5: MM-PBSA free energy calculations over the final 2 to 4 ns of each simulation. Two K+ ions were included in all the 
calculations, and BONDI radii were used. All values are in kcal.mol”  ̂ and T  =  300K. The mixed parallel/antiparallel simulations 
are indicated with “mixed". In that case the antiparallel column refers to the mixed structures. G values do not include the solute 
entropie contribution, however, Gtotai includes the latter. Standard errors of the mean are in brackets.

Simulation
Antiparallel/mixed 

G -T S

Parallel

G -T S AG

Antiparallel—parallel 

-T A S AGtota

T 2 A-G3 * -4353 (4) -579  (1) -4329 (4) -589 (2) -2 4 + 1 0 - 1 4

T 2 A-G3 T -4021 (5) -527  (1) -4029 (4) -536 (2) + 8 + 9 + 1 7

T 2 A-G3 T (mixed) -4030 (4) -532  (1) - 1 + 4 + 3

T 2 A-G3 T 2 -4169 (4) -553  (1) -4157 (4) -559 (2) - 1 2 + 6 - 6

T 2 A-G3 T 2 (mixed) -4173 (4) -554  (1) -1 6 + 5 - 1 1

T 2 A-G3 T 3 -4305 (5) -578  (2) -4279 (4) -587 (2) -2 6 + 9 -1 7

T 2 A-G3 T 4 -4448 (4) -601  ( 1 ) -4422 (5) -608 (2 ) - 2 6 + 7 -1 9

T 2 A-G3 T 5 -4568 (4) -626  ( 1 ) -4561 (4) -635 (2) - 7 + 9 + 2

T 2 A-G3 T 6 -4707 (5) -649  (1) -4667 (4) -662 (2 ) -4 0 + 1 3 -2 7

G3 T (mixed) -3388 (4) -431  (1) -3373 (4) -437 (1) -1 5 + 6 - 9

G3 T 2 -3795 (4) -507 (2) -3806 (4) -514 (1) + 1 1 + 7 + 1 8

G3 T 2 (mixed) -3813 (4) -509  (1) - 7 + 5 - 2

"Values were calculated over the final 2 to  6 ns o f simulation
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Figure 4.8: Variation of the free energy of the parallel and antiparallel single loop variants 
over the 4 ns simulations (6 ns for the native quadruplexes). The linear regression to 
the data over the final 2 to  4 ns is shown as a green line (2 to  6 ns for the T2A-G3 
simulations).
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which were chosen in the simulations. Moreover, Figure 4.8 shows that the free energy 

of the parallel T 2 A-G3 T 5 structure was still decreasing after 4 ns of simulation, and 

the structure has clearly not yet equilibrated. This does show that despite the more 

favourable antiparallel structures, some parallel structures which have similar energies 

can also be found.

In order to study the effect of different parameters on the MM-PBSA calculations, 

the G solvation term was also calculated using PARSE radii (Table 4.6). These were 

used in two recent G-quadruplex studies using MM-PBSA^^'®^. Absolute Gpoiar values 

calculated with Delphi using PARSE radii are on average 200 kcal.mol"^ less favourable 

than those calculated with BONDI radii. For most quadruplexes, PARSE radii favour 

the antiparallel conformations less than BONDI radii. The only exception to this is 

the T 2 A-G3 T simulation, for which PARSE radii favoured the mixed parallel/antiparallel 

structure, whereas BONDI radii favoured the parallel structure. This probably reflects 

how close the free energies are, since CD spectra show peaks due to both parallel and 

antiparallel conformations in solution (Figure 4.7). The free energy difference between 

PARSE and BONDI radii calculations is not constant, and depends on the particular 

quadruplex structures. The largest difference is found for the T 2 A-G3 T 2 structure, for 

which the enthalpic term calculated with PARSE radii favours the parallel, rather than 

antiparallel structure.

The different Gsoivation values are due to PARSE radii being on average smaller than 

BONDI radii. This has the effect of moving the dielectric boundary closer to the atoms, 

thus lowering the energy of polar atoms for PARSE radii (through stronger polarisa­

tion) This effect is expected to be more important for atoms exposed to solvent, 

than for buried atoms. Parallel quadruplexes have larger solvent accessible surface areas 

than antiparallel structures, which in turn means that the former have a greater propor­

tion of exposed polar atoms. The effect of using PARSE rather than BONDI radii is 

therefore more pronounced for the parallel structures, leading to generally less favourable 

^Gantiparallel-parallel values. Free energy differences between the parallel and antiparallel 

T 2 A-G3  structures are expected to be low, as both structures are thought to coexist in 

solution and readily i n t e r c o n v e r t T h i s  provides some confidence in the energies cal­

culated with PARSE, rather than BONDI radii, as AGantiparaiiei-paraiid is smaller for the 

former. The T 2 A-G3 quadruplexes were obtained directly from experimental structures, 

and hence do not suffer from errors due to possible bad initial loop conformations.
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Table 4.6: MM-PBSA free energy calculation using PARSE radii (kcal.mol“ ^). Two K+ 
ions were included in all calculations, and values were averaged over the final 2 to 4 
ns of simulation. TAS values are taken from Table 4.5. AG values do not include the 
solute entropie contribution, AGtotai includes the latter.

Simulation AG AGtotai

T 2 A-G3 * - 1 1 - 1

T 2 A-G3 T + 1 0 +19
T 2 A-G3 T (mixed) - 1 1 - 7

T 2 A-G3 T 2 + 8 +14
T 2 A-G3 T 2 (mixed) - 1 1 - 6

T 2 A-G3 T 3 -1 5 - 6

T 2 A-G3 T 4 - 2 2 -1 5
T 2 A-G3 T 5 - 4 +5
T 2 A-G3 T 6 -3 8 -2 5

G3 T (mixed) - 9 - 3
G3 T 2 +19 +26

G3 T 2 (mixed) - 5 0

’ Values were calculated over the final 2 to  6 ns o f simulation

4.4.3 Importance of interactions within the loops

In general, free energy calculations showed that antiparallel quadruplexes were enthalpi­

cally favoured, whereas the entropie contribution favoured the parallel quadruplexes. 

The antiparallel loop residues were able to form many stabilising interactions, by stack­

ing on the G-quartets and with each other, as shown by the examples in Figure 4.4. 

Hydrogen bonds stabilised the loops, which, at equal loop lengths, had lower rms de­

viations than the parallel loops (Table 4.2, page 110). Stacking interactions did occur 

between the residues in the parallel loops, but these were relatively short-lived. Parallel 

quadruplexes were entropically favoured due to greater loop flexibility, compared to the 

antiparallel structures.

Interactions between loop residues probably contribute to the preference for anti par­

allel compared to parallel structures, which is suggested by the CD spectra for loops of 

lengths two or three and above. During simulations of the antiparallel single loop vari­

ants, the two adjacent lateral T 2 A loops consistently formed a hydrogen-bonded triplet, 

which stacked on the G-quartet plane. Such stabilising interactions were not formed 

in the parallel structures. Fox et al have shown that when replacing the loop residues 

with non-nucleosidic linkers, characteristic parallel conformation peaks are observed in
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the CD s p e c t r a T h e  presence of loop residues appears to promote the formation 

of antiparallel quadruplexes, as shown by changes in the CD spectra for quadruplexes 

with nucleosidic loops (Figure 4.7). It also appears that, in the present spectra, parallel 

quadruplexes are only detected when sequences are unable to form stable antiparallel 

structures.

4.4.4 G3T structure

G3 T is particularly interesting, as there are some uncertainties about the structure 

adopted by this sequence in solution. Although it exhibits a characteristic parallel 

quadruplex CD spectrum, NMR data suggests that the closely related G3 TG3 TG3 TG 3 T 

sequence forms an antiparallel quadruplex in s o l u t i o n T h e  proposed structure 

contains two, rather than three G-quartet stacks, and is similar to the three-lateral 

loop thrombin binding aptamer structure shown in Table 1.4 (page 22). An antiparallel 

structure is also suggested by the smaller dependence on K+ ion concentration of a 

similar intramolecular quadruplex in which the T  loops were replaced by non-nucleosidic 

linkers of an equivalent l e n g t h T h i s  suggests that fewer than three G-quartets are 

formed, by comparison with quadruplexes of longer linker lengths. The CD spectrum 

of the sequence with non-nucleosidic linkers was, however, also characteristic of parallel 

quadruplex formation. There is as yet no high resolution NMR or X-ray structure of 

G3 T, the NMR model having been derived from low resolution NMR data^5.

Figure 4.6(b) shows that during the simulation of the mixed parallel/antiparallel 

template with three T  residue loops, only two G-quartets with one K"*" ion were stable. 

The third G-quartet residues could, therefore, be counted as loop residues rather than 

belonging to the G-quartets. This did not affect the MM-PBSA estimated free energy 

of the quadruplex, which was found to be more stable than the parallel structure with 

three intact G-quartets (Tables 4.5 and 4.6). This type of structure with two G-quartets 

may, therefore, occur in solution, according to MD simulations. The antiparallel NMR 

structure suggested by Jing and Hogan for the G3 TG 3 TG3 TG3 T  sequence was simu­

lated, using antiparallel G2 T 2 G2 TGTG2 T 2 G2 thrombin binding aptamer structures as 

t e m p l a t e s T h e  latter contains two G-quartets with three lateral loops, two T 2 and 

one TGT loop. A difficulty with this template is that no Na'*’ ion binding sites were 

identified in the crystal s t r u c t u r e I o n  positions have been suggested using a com­

bination of NMR and MD simulations, revealing that there are favourable K+ binding 

sites within the G-quartets, and in the loop regions^^^. Unfortunately, MD simulations 

are generally unable to reproduce stable ion binding within the loop r eg i onsHowever ,  

a stable 4 ns simulation of the thrombin binding aptamer was obtained with a single
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K+ ion located between the two G-quartet planes (Figure 4.9(a)). Even though the 

two G-quartets were slightly distorted, hydrogen bonding between the G residues was 

maintained during the simulations.

After mutation of the loop residues, antiparallel G3 T quadruplexes with three lateral 

loops and two G-quartets were simulated for 4 ns. Both the crystal (PDB code IH U T) 

and NMR G2 T 2 G2 TGTG2 T 2 G2 structures (PDB code 1C35) were used as templates, 

with three TG loops in the former and three GT loops in the latter, after modifications. 

However, the quadruplexes were unstable in both cases, with large distortions of the 

G-quartets occurring (Figures 4.9(c) and (d)). In order to verify that this was not 

due to unfavourable starting loop conformations, a simulation of the thrombin binding 

aptamer in which the TGT loop was changed to GT was carried out. This structure, 

with three two-nucleotide loops, was heavily distorted after 4 ns of dynamics, suggesting 

that the instabilities are due to the length of the loops, and not specifically unfavourable 

conformations (Figure 4.9(b)). The main difficulty when simulating the proposed G3 T 

antiparallel quadruplex is that three K+ ions are expected to stabilise the structure 

However, during the simulations only a single ion was bound between the two G-quartet 

planes, and there were no stable binding sites within the loop region. This could explain 

why an unstable G-quadruplex is obtained during the simulations, corresponding to what 

Jing and Hogan refer to as a distorted "open" form, which would be the first of a two- 

step folding process in presence of K+ ions^^.

CD spectra of both the G3 T sequence in this study and G3 TG3 TG3 TG 3 T show, how­

ever, no evidence of antiparallel quadruplex formation (Figure 4.7)^^. This is in contrast 

to the thrombin binding aptamer structure, which displays a characteristic antiparal­

lel quadruplex CD s p e c t r u mL i m i t a t i o n s  of both CD spectroscopy and molecular 

dynamics techniques mean that differentiating between the structural forms is difficult 

(see Section 4.4.5). G3 T was the most stable quadruplex included in this study (Ta­

ble 4.4). This stability is explained by Jing and Hogan as being due to the binding of 

two extra K'*' ions, presumably within the loop regions^^. The observed stoichiometry of 

the G3 TG3 TG3 TG3 T-K"^ ion comp l excanno t  be explained with the simulated parallel 

quadruplex, which contains only two binding sites, although binding sites within the 

loop regions cannot be discounted.

Some evidence suggesting the formation of parallel, rather than antiparallel G3 T 

quadruplexes comes from the NMR-determined topologies of TGAG3 TG3 GAG3 TG3 GAA 

and TGG3 AG3 T 5 AG3 TG3 GA®^. The latter both form parallel quadruplexes, each with 

two single-nucleotide loops. The number of G-quartet stacks formed in each structure 

is maximised through the formation of parallel single-residue loops.
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a ) G 2 T 2 G 2 T G T G 2 T 2 G 2

( b )  G 2T 2 G 2 G T G 2 T 2 G 2

(c) G3T NMR structure (d) G3T X-ray structure

Figure 4.9: Final structures obtained after 4 ns simulations of (a) the thrombin binding 
aptamer, G2 T 2 G2 TGTG2 T 2 G2 , (b) the thrombin binding aptamer with the central loop 
changed to GT, (c) and (d) G3 T simulations using the N M R  and X-ray thrombin binding 
aptamer templates, respectively. In all cases only the two G-quartets are shown, and 
loops have been omitted for clarity. K+ ions are shown as red spheres.
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4.4.5 Limitations of the methods used

Some limitations of both CD spectroscopy and MD simulations have been described 

previously (Sections 1.4.2 and 2.5, respectively). Although the use of CD spectroscopy 

to classify quadruplexes as parallel or antiparallel is widespread, it has appeared that 

this method is not entirely reliable. The presence of both parallel and antiparallel con­

formations can give rise to a purely antiparallel-type spectrum. This is, for example, 

the case for G3 T 2 AG3 T 2 AG3 T 2 AG3 , which has been shown to form both parallel and 

antiparallel structures in solution The CD spectrum of the latter, shown in Fig­

ure 4.7(a) in K+ ion containing solution, only shows the presence of antiparallel-type 

structures. The interpretation of CD spectra is only based on the observation of previous 

G-quadruplex spectra, and hence no new structural information can be obtained. CD 

spectroscopy is however useful in determining the presence of G-quadruplex molecules, 

although topological assignments should be made with care.

CD spectra reflect the G glycosidic angles of quadruplex structures. Parallel quadru­

plexes have all-ant/ glycosidic angles, whereas antiparallel quadruplexes generally have 

alternating syn-anti glycosidic angles down the strands, giving rise to the different spec­

tra. The G4 T 2 G4 T 2 G4 T 2 G4  mixed parallel/antiparallel structure has syn-syn-anti gly­

cosidic angles down each strand, and its CD spectrum has peaks characteristic of both 

parallel and antiparallel structures^®. It is therefore difficult to distinguish between the 

formation of two separate structures, and the formation of a single mixed structure us­

ing CD. Characteristic parallel quadruplex spectra could also be due to a tetrameric 

association of strands, rather than folding of a parallel intramolecular quadruplex.

The reliability of free energy calculations depends, amongst others, on sufficient 

sampling of the conformational space of each molecule. Although this may be realistic 

for short loops, the longer loops have many degrees of freedom, and simulations much 

longer than 4 ns would be required to achieve this. The T 2 A loops, especially in parallel 

quadruplexes, had high rms deviations, and did not equilibrate to stable conformations 

over the 6  ns simulation of the crystal structure. Although this probably reflects the 

large flexibility of these loops in solution, longer simulations are required to sample all 

the conformational states. Moreover, the coexistence of quadruplex structures with 

similar energies in solution requires very accurate methods to evaluate AG. The values 

calculated here are only qualitative ranking values, which depend on the chosen initial 

loop conformations.
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4.5 Loop-dependent folding

The combination of molecular dynamics and experimental (UV and CD spectroscopy) 

data has shown that loops can have a determinant effect on G-quadruplex folding. The 

loops affect not only the stability, but also the type of structure formed. The effects of 

loop size can be summarised as:

•  Structures with three T  residue loops can only form parallel structures.

•  Structures with three T 2 loops can form both parallel and antiparallel structures, 

but parallel structures may be preferred.

•  Structures with one T  residue loop and two longer loops can form both parallel 

and mixed parallel/antiparallel structures.

•  Structures with T 2 to Tg loops can form both parallel and antiparallel structures, 

with the antiparallel conformation likely to be preferred.

Since the effects of shorter loop lengths on stability were due to steric factors, these 

results are likely to be applicable to loops of other residues than T. The influence of 

each loop is dependent upon the other loops within the quadruplex. Hence, a single T 

residue loop can adopt a lateral conformation, as long as the strain caused by this loop 

is compensated for by two other longer loops. In the same manner, although increasing 

all three loop lengths destabilises the quadruplexes, changing only one out of the three 

loops has little impact on stability (Table 4.4).

Free energy calculations showed that different structures often had similar energies, 

indicating that both parallel and antiparallel quadruplexes might coexist in solution. 

Several structures have been shown to form both parallel and antiparallel quadruplexes 

in solution. (TAGsT2 AG3 T)^^ and G3 T 2 AG3 T 2 AG3 T 2 AG3 adopt both parallel and 

antiparallel conformations, which are similar in energy.

The stability trends measured for the varying loop lengths in this study cannot be 

generalised to all quadruplexes. Indeed, Balagurumoorthy et al have shown that for 

dimeric G-quadruplexes, (G4 T 3 G4 ) 2  is less stable than (G4 T 4 G4 )2 , which is the opposite 

to the trend observed here®^. Moreover, the simulation results suggest that the individual 

effect of each loop is dependent upon the other loops in the quadruplex structure. The 

results might also be dependent, in some cases, on the number of G-stacks which are 

formed, especially for parallel loop formation.

129



Chapter 5

Modelling of G-quadruplex-ligand 
interactions

The main motivation behind solving new G-quadruplex structures is to enable the design 

of ligands specific to these molecules. Specific targeting of G-rich sequences throughout 

the genome requires a knowledge of the receptor structure. Previous results, and the 

structural and modelling data in this work shows that this is rarely straightforward. 

G-rich sequences can fold into a variety of G-quadruplex structures, offering different 

binding sites for small molecules. In the present work, the binding of a set of quindoline 

analogues to both parallel and antiparallel quadruplexes was studied. Molecular dynamics 

simulations were used to compare the binding of the various ligands to the two receptors.

5.1 Ligand binding to G-quadruplexes

Direct structural data on ligand-quadruplex complexes is limited, compared to the num­

ber of small molecules which are known, or thought, to stabilise G-quadruplexes. There 

are two X-ray structures of small molecules bound to different quadruplexes. The struc­

ture of an acridine derivative complexed with an antiparallel (G4 T 4 G4 ) 2  quadruplex 

showed the ligand binding between a terminal G-quartet and a T 4  loop^^°. Dauno- 

mycin was found to bind to a parallel (TG4 T ) 4  quadruplex, by forming two layers of 

three ligands each, stacked between the G-quadruplexes^^^. In both cases, ligands have 

been shown to stack on the G-quadruplex surface, rather than intercalate between the 

G-quartets. For most ligand complexes, however, structures are not available, and lower 

resolution methods are used to obtain binding information. NMR data is frequently used 

to generate models of ligand binding^^^~^^^. For example, porphyrin binding to quadru-
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pi exes has been investigated using NMR in combination with fluorescence methods 

Structure-activity relationships have been determined for a set of acridine derivatives, 

using surface plasmon resonance and telomerase assays

Structural data and quadruplex binding assays have enabled the determination of 

three important G-quadruplex ligand features:

•  All ligands have an aromatic core, which is capable of 7r-stacking with the G- 

quadruplex surface. A larger aromatic system can moreover increase the selectivity 

for quadruplexes over duplex or triplex DNA.

•  The aromatic core generally has substituents capable of forming interactions with 

the quadruplex grooves.

•  Positive charges on the ligands, both in the aromatic core and the side-chains, 

appear to increase binding efficiency.

All the ligands are thought to bind by stacking of the aromatic core with the G- 

quartets, and by the formation of interactions between the substituents and the G- 

quadruplex grooves. Some ligands have also been shown to be specific for certain 

quadruplex structures'^®, or to favour the formation of specific quadruplex folds

Theoretical methods such as molecular dynamics are frequently used to complement 

low resolution experimental data, and suggest ligand binding modes^®^“ ^®̂ . Frequently, 

only simple and approximate binding calculations are carried out, in order to allow 

the comparison of a large set of ligands at a reduced computational cost^^’^®̂ . More 

thorough simulations have also been used to look at different binding modes of ligands, 

such as porphyrins^®®. In this work, the binding of a set of quindoline derivatives 

to G-quadruplexes has been studied using long timescale MD simulations. Binding 

free energies were estimated using the MM-PBSA method, described in Section 2.3. 

The MM-PBSA method is a less computationally demanding alternative to more exact 

binding free energy calculation methods such as free energy perturbation (PEP) and 

thermodynamic integration (T l). The latter two methods, although reliable, only enable 

the comparison of very similar ligands, in identical binding sites. MM-PBSA methods 

have previously been used to study the binding of various ligands to duplex DNA^®^~^®^, 

and have been successful in ranking and identifying correct binding modes of ligands 

to proteins^®^” ^®̂ . This method is attractive in that, theoretically, a much larger set of 

ligands and different binding modes can be compared.

The quindoline derivatives studied are shown in Figures 5.1 and 5.2. These have 

been shown to bind to quadruplex DNA, and inhibit telomerase^®®. Other quindoline
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JH001

Where R=

JH002

JH003

\
- /

Figure 5.1: JH ligand structures.

JH004

Table 5.1: G-quadruplex ATm (°C) values for the quindoline ligands in this study. Tm 
values were determined at 10 /xM ligand concentrations. B ligand values were obtained 
from^®®, JH ligand values were measured by Francisco Cuenca.

Ligand ATm Ligand ATm

B124B 30 JHOOl 37
B128B 26 JH002 32
B123B 3 JH003 1

B120B 9 JH004 28

derivatives have also been shown to cause senescence and telomere shortening in human 

cancer cell lines^®^. The JH ligands are related to the B ligands, but have an extended 

aromatic region and longer side-chains. Quadruplex stabilisation, as measured by ATm 

values, has been previously determined for both ligand sets, using fluorescence resonance 

energy transfer (FRET). ATm values are shown in Table 5.1.

Studying ligand binding to G-quadruplexes is complicated by the inherent flexibility 

of the DNA. The initial choice of receptor structure is by no means straightforward, 

and can have a significant impact on the results. The human telomeric sequence, for 

example, can fold into parallel or antiparallel structures, which present radically different 

binding surfaces (Figure 4.3, page 111). Since its publication, the parallel structure
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(a) B124B

(b) B128B

(c) B123B (d) B120B

Figure 5.2; B ligand structures.
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of AG3 T 2 AG3 T 2 AG3 T 2 AG3 has been regarded as an attractive target for ligand bind- 

ing^^. The exposed G-quartet surfaces can accommodate ligands without any structural 

changes, and the latter do not compete with stabilising G-quartet-loop interactions. 

The parallel structure is also appealing from a computational standpoint, as docking 

ligands onto the surface can be achieved without requiring any modification of the 

receptor. However, all indications from experimental and theoretical studies are that 

G-quadruplexes are highly flexible structures. In order to account for this in the ligand 

binding studies, two receptor structures were investigated, a parallel and an antiparallel 

structure. The X-ray AG3 T 2 AG3 T 2 AG3 T 2 AG3 structure was used as a parallel quadru­

plex model. The (G4 T 4 G4 ) 2  quadruplex was used as an antiparallel model. The latter 

was chosen as its structure has been solved in complex with an acridine molecule

5.2 Computational methods

5.2.1 Docking

Three different receptor structures were included in the binding studies. The crys­

tal structure of AG3 T 2 AG3 T 2 AG3 T 2 AG3 (PDB code IK F l)  was used directly, after 

removal of the terminal A residue. During MD simulations, the parallel quadruplex 

structure above was shown to adopt a more extended loop geometry (Figure 4.3(b), 

page 111). In order to study the effect of the different loop conformations, the struc­

ture of AG3 T 2 AG3 T 2 AG3 T 2 AG3 obtained after a 4 ns simulation was also used as a 

receptor in the docking simulations, after removal of the terminal A residue. Binding 

to an antiparallel quadruplex was investigated using the crystal structure of (G4 T 4 G4 ) 2  

bound to an acridine ligand (PDB code IL IH ). The acridine molecule was removed prior 

to docking. The Affinity module of Insight II was used for all the docking simulations. 

Ligand atom types and charges were assigned automatically using CVFF. Docking was 

carried out in implicit solvent, with a distance-dependent dielectric used to mimic solvent 

effects.

During all docking simulations, the ligands were fully flexible, allowing the side-chains 

to form stabilising interactions with the quadruplex grooves. Flexibility of the receptors 

was accounted for in two ways. In the antiparallel quadruplex, the loop residues forming 

the binding site were allowed to move with the ligand, and only the G-quartets were 

held fixed. For the parallel quadruplex, two structures with different loop conformations 

were used, although each was held fixed during the docking runs.

A two-step docking procedure was followed for the parallel receptors. Starting struc­

tures were generated by randomly positioning the ligand some distance (4 to 6  Â) above
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the G-quadruplex plane. Initial searching for ligand binding positions was carried out by 

setting the electrostatic interactions to zero, and using a purely repulsive van der Waals 

potential. This avoids numerical instabilities which could occur due to the random 

placement of the ligand at the beginning of the search 2 0 0  structures were gener­

ated using a Monte Carlo minimisation method, in which the ligand was first moved 

randomly, and then minimised for 300 steps. New structures were accepted if they had 

a lower energy than the previous structures, or if their Boltzmann factor was greater 

than a random number between 0 and 1. An rms deviation threshold of 1 Â was also 

used to ensure all structures were different. In the second stage, all 200 structures were 

recalled, minimised and subjected to simulated annealing for further refinement using 

more realistic van der Waals and electrostatic energy terms.

Docking to the antiparallel quadruplex was carried out differently. In this case, the 

binding site is well defined, and ligands were substituted to the acridine in the crystal 

structure. Minimisations and simulated annealing were carried out with the ligands in 

different starting orientations. The loop residues were kept flexible, and minimised with 

the ligands.

5.2.2 Molecular dynamics

The docked structures with the lowest energies were further simulated in explicit solvent. 

Prior to molecular dynamics, parameters for the ligand molecules were obtained. Bond, 

angle and torsional parameters were derived by analogy to parameters for equivalent 

atom types in gaff, the Amber general atom force field. Van der Waals parameters were 

also derived in this manner. Atomic charges were assigned for each of the ligands using 

RESP fitting  to the electrostatic potential calculated with Gamess^^^. Ligands were first 

minimised at the HF level of theory with a 6-31G* basis set, for consistency with the 

gaff-derived parameters. The electrostatic potential was obtained from a single point 

energy calculation, at the same level of theory. Charges were calculated using a two-step 

procedure. In the first stage, all charges were fit independently, although charges of the 

aromatic rings on each side-chain were constrained to be identical in the JH ligands. 

In the second stage, all methyl and methylene groups were refitted, again constraining 

side-chains to identical charges, in both the B and JH ligands. The charges determined 

for all ligands are tabulated in Appendix B. The total molecular charge was specified 

as 0 for B123B and JH003, -h i for B120B, and +2 for B124B, B128B, JHOOl, JH002 

and JH004. New ligand parameters and charges were incorporated into gaff by creating 

a “prep” file with the Antechamber module of Amber.

The equilibration procedure followed for each complex was identical to that described
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previously for quadruplexes (Section 3.1.1). During the equilibration steps, restraints 

were applied to both the DNA and ligand. Simulations of 4 ns were carried out, again as 

described previously, and the ligands were compared by calculating binding free energies 

with the MM-PBSA method. For each calculation, BONDI radii were used, and free 

energies were averaged over the final 2 to 4 ns of simulation. MM-PBSA calculations 

were also carried out on separate trajectories of the complexes, ligands and receptors 

(Section 5.5.2). For this purpose, all the ligands were simulated alone in solution, with 

Cl“  ions neutralising the charge, where required. The parallel and antiparallel receptors 

were also simulated alone using the AG3 T 2 AG3 T 2 AG3 T 2 AG3 X-ray structure, and the 

(G4 T 4 G4 ) 2  X-ray structure with no ligand bound (PDB code IJPQ).

5.3 Docking results

5 .3.1 G3T2AG3T2AG3T2AG3 parallel receptor

Initially, both faces of the parallel G-quadruplex receptor were used for ligand docking. 

However, there was a clear preference for ligand binding to the S' G-quadruplex face, 

rather than the 5' face. The two faces are non-equivalent, and the 3’ face is more 

hydrophilic'^^. Interaction energies between the ligand and the G-quadruplex computed 

using Discover were around 100 kcal.mol"^ more favourable for the 3' face for the highest 

ranked structures. The 3' face was therefore used in all subsequent binding studies. This 

binding preference has already been suggested, and is in accord with surface plasmon 

resonance results

The ten most favourable docked structures of the B124B, B120B and JHOOl ligands 

are shown in Figure 5.3. The effect of substituent length on binding is immediately 

apparent. The B124B ligand chromophore tends to stack with a single G residue, with 

each substituent lying in an adjacent quadruplex groove (Figure 5.3(a)). The only 

exception to this is shown in yellow in Figure 5.3(a), in which case the whole ligand is 

within the quadruplex groove. As the ligands are expected to interact via stacking of 

the chromophore with the G-quartets, this structure was not selected for further MD. 

Discrete binding sites for the aromatic core appear to be favoured, as shown by the 

close overlap of ligands with side-chains in the same grooves (coloured identically in 

Figure 5.3(a)). This could, however, be an effect of the side-chain-groove interactions 

governing the position of the aromatic core. Indeed, the B120B ligand, which possesses 

only a single side-chain, is much less positionally constrained on the G-quadruplex surface 

(Figure 5.3(b)).

In contrast to the B ligands, the JH ligands stretch across the quadruplex, with
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a) B124B ligand b) B120B ligand

(c) JHOOl ligand

Figure 5.3: Top view of the overlap of the ten most favourable docked structures of (a) 
B124B, (b) B120B and (c) JHOOl using the parallel quadruplex as a receptor. Closely 
related structures are drawn in the same colour. The DNA is represented as a solvent- 
excluded surface.
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the substituents occupying opposite, rather than adjacent grooves (Figure 5.3(c)). The 

increased substituent length enables interactions with the quadruplex groove backbone, 

while maximising the stacking of the aromatic core with the G-quartets. The JHOOl 

ligand chromophore occupies varied positions on the G-quartet plane, although one 

ligand orientation on the surface appears to be preferred (second to fourth groove rather 

than first to third groove).

In all the structures obtained for each ligands, the side-chains form interactions 

with the quadruplex backbone. Most frequently, the protonated substituent ring N 

atom forms interactions with the DNA phosphate backbone. The non-charged ligand 

substituents are also located in the quadruplex grooves, although further away from the 

DNA backbone.

Figure 5.4 shows examples of the most favourable structures obtained using the 

extended form of the parallel receptor (after 4 ns of MD). Top solutions for the JH 

ligands are similar to those obtained when using the crystal structure as a receptor 

(Figure 5.4(a)). In many cases, however, due to the different loop geometry, the side- 

chains are not buried as deep within the grooves. Binding of the B124B ligand appears 

to be more dependent on the loop conformation. Figure 5.4(b) shows that the side- 

chains of the top nine B124B structures occupy only two of the grooves, indicating a 

preference for a reduced set of binding sites. The fourteenth lowest energy structure 

obtained for the B124B ligand is also shown in Figure 5.4(b), as this was the most 

favourable structure obtained in which the ligand stretches across the surface of the 

quadruplex, similar to the JH ligands.

The docking procedure identified many potential binding sites on the G-quadruplex 

surface for the ligands investigated. Despite this, however, similar top solutions were 

consistently obtained for the JH ligands, increasing the confidence in the relevance of 

binding sites found. Figure 5.5 shows the similarities of the most favourable JH ligand 

binding sites. The most favourable B ligand structures showed more variations.

5.3.2 ( 0 4 X 4 6 4 ) 2  antiparallel receptor

Docking using the antiparallel receptor was carried out with the B124B, B128B and 

B120B ligands. Compared to the parallel quadruplex surface, the antiparallel structure 

has a much more confined binding site, and hence the diversity of structures generated 

was much lower. A subset of these are shown for the B124B ligand in Figure 5.6. 

The side-chains are slightly too short to penetrate the quadruplex grooves, and tend 

to form interactions with the loop backbone instead. This was also the case in the 

(G4 T 4 G4 )2 -acridine complex crystal s t r u c t u r e A  major difference between the ligands
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(a) JHOOl ligand (b) B124B ligand

Figure 5.4: (a) Top view of the overlap of the ten most favourable docked structures 
of JHOOl. (b) Overlap of the nine most favourable docked structures of B124B and 
the fourteenth most favourable (in green). In both cases the 4 ns extended parallel 
quadruplex was used as a receptor. Closely related structures are drawn in the same 
colour.

ik

(a) A structures (b) C structures

Figure 5.5: Top view of the overlap of the lowest energy structures obtained from the 
docking runs in Insight, (a) JHOOl-A green, JHOOl-A^ns black, JH002-A blue, JH003- 
A yellow and JH004-A pink (b) JH002-C green and JH004-C mauve. Notation is as 
described in Table 5.2.
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Figure 5.6: Overlap of the six most favourable docked structures of B124B using the 
antiparallel quadruplex as a receptor. Closely related structures are drawn in the same 
colour. The upper G-quartet of the DNA is shown in black, along with the T 4 loop 
which was allowed to move during the search.

investigated here and the acridine ligand is that the latter has a positive charge on 

the chromophore, which is not present here. This allows the acridine ligand to form 
hydrogen-bonding interactions with the loop residues. This type of interaction does not 

form here, which displaces the loop T residues slightly further away from the ligand 

molecule, compared to the crystal structure.

5.3.3 Energetic analysis

Table 5.2 lists the most favourable binding sites obtained with Insight for each ligand. 

In accordance with the experimental results in Table 5.1, the neutral ligands, JH003 and 

B123B, form the least stable complexes, with the lowest interaction energies. Moreover, 

the correct JH ligand trend is reproduced, with JHOOl being the most favourable quadru­

plex binder, followed by JH002, JH004 and finally JH003. However, JHOOl binding to 

the extended 4 ns receptor structure is much less favourable than to the X-ray structure. 

Although the experimental trends are reproduced within the ligand sets, the Discover 

calculations rank the B124B ligand as being the most favourable of all ligands, which is 

not found experimentally. Discover energy calculations include only a crude description 

of solvent effects and neglect the entropie contribution to binding. In order to obtain 

more accurate binding free energy estimates, MD simulations, followed by MM-PBSA 

calculations, were carried out on the complexes listed in Table 5.2.
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Table 5.2: Summary of the most favourable complexes obtained with Insight for each 
ligand. These were further subjected to 4 ns MD simulations. Docking carried out with 
the parallel receptor after 4 ns of simulation is indicated with the 4 ns subscript. Similar 
binding sites of the JH ligands are indicated by the same letter. Interaction energies 
were calculated using the Discover module of Insight II and are in kcal.mol” .̂

Ligand MD simulation Interaction energy

Parallel quadruplex receptor

JHOOl JHOOl-A -576
JH001-A4ns -516
JH001-B4ns -530

JH002 JH002-A -567
JH002-C -567

JH003 JH003-A -6 2

JH004 JH004-A -556
JH004-C -556

B124B B124B-A -636
B124B-B -633

B128B B128B-C -539

B120B B120B-D -296

B123B B123B-E -5 4

Antiparallel quadruplex receptor

B124B B124B-1 -576
B124B-2 -556

B128B B128B-2*

B120B B120B-3 -208

‘No energy was calculated as the B128B ligand was substituted for B124B in the B124B-2 structure
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5.4 Molecular dynamics simulations

5.4.1 Parallel quadruplex complexes

All parallel quadruplex complexes were stable over 4 ns simulations. Although large lig­

and movement was observed in some cases, the ligands remained bound to the quadru­

plex surface. No effect of binding was observed on the G-quadruplexes. The hydrogen 

bonds between G residues were preserved, and loops behaved in the same manner as 

during the simulations of parallel quadruplexes alone. Both K"*" ions remained within 

the quadruplex channel during all of the simulations.

JH ligand simulations

Figure 5.7 shows the initial and final structures of some of the parallel quadruplex 

complexes simulated. Despite the ligand movement which occurred during the dynamics, 

the general binding site in each JHOOl ligand simulation was maintained. Most of the 

ligand movement occurred in the side-chains, which formed ephemeral interactions with 

the quadruplex backbone. Fluctuations of the quadruplex loops caused the ligand side- 

chains to move. An example of this is shown in Figure 5.7(b), where in addition to the 

solvent accessible surface of the initial G-quadruplex structure, the surface of the final 

4 ns receptor structure is shown as a blue mesh. Although the ligand side-chain in that 

region appears to be displaced from its initial position, it is not far removed from its 

original position relative to the DNA. The ligand chromophore of the JH ligands was 

also mobile on the quadruplex surface, although much less so than the side-chains. In 

the initial structures from the docking runs, the chromophore was generally positioned 

in a central position over the G-quartets, such that the benzene rings of each substituent 

partially stacked on the G-quartets. During the simulations, the ligands tended to slide 

over the surface, in order for one of the benzene rings to stack fully with the G-quartets, 

while the other benzene ring adopted an in-groove position. This is shown in the most 

extreme case for the JH004-C simulation in Figures 5.8(a) and (b), where the aromatic 

core of the ligand was displaced over the quadruplex groove. The sliding of the ligand 

across the G-quartet plane caused one of the side-chains to become deeply buried within 

the quadruplex groove (Figure 5.8(d)), while the other was pulled up towards the surface 

of the G-quartets (Figure 5.8(c)).

Figure 5.7(b) shows that the JH0 0 1 -B4 ns simulation, starting from the 4 ns equili­

brated structure of the receptor, conserved the initial position of the ligand better than 

the other simulations. The ligand chromophore did not exhibit as much movement 

during the simulation, as shown by the initial and final structure overlap. Using an ex­
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tended conformation of the receptor in the early stages of the docking procedure might, 

therefore, provide a more "realistic" receptor structure, at least when compared to the 

structure adopted during the simulations.

B ligand simulations

The flexibility of the B ligands during the simulations was much greater than the JH 

ligands. Initial and final structures of the B ligands are shown in Figure 5.9. Despite 

their flexibility, the JH ligand side-chains always occupied the same grooves during the 

simulations, and the ligand aromatic core moved only slightly on the quadruplex surface. 

The B ligands were much more mobile during the simulations, mostly due to the inability 

of the side-chains to maintain interactions with the quadruplex backbone. In each of 

the starting structures shown in Figure 5.9, the ligand side-chains were folded down into 

the quadruplex grooves, as predicted by the docking simulations. However, in the early 

stages of each simulation, at least one ligand substituent moved out of the quadruplex 

groove, and pointed into the solvent. The loss of this stabilising interaction meant that 

the chromophore was no longer "anchored" on the quadruplex surface, and was free 

to move around the G-quartet plane. In the B124B-A and B128B-C complexes, the 

ligands, originally stacking with a single G residue, favoured a position stacking over 

the centre of the G-quartet plane (Figures 5.9(a) and (c), respectively). The B124B-B 

complex, in which the ligand side-chains were originally located in opposite grooves, 

was the most flexible (Figure 5.9(b)). Neither of the side-chains were able to  maintain 

favourable interactions with the DNA backbone, and the ligand was free to move on the 

quadruplex surface. The latter adopted a position normal to the initial structure.

The B ligands have shorter side-chains compared to the JH ligands, and this has an 

important impact on the simulations. Although the JH ligands can stretch across the 

G-quadruplex surface, and still form interactions with the backbone, this is impossible 

for the B ligands. Stacking between the B ligand chromophores and the G-quartets is 

favoured over the formation of interactions between the side-chains and the quadruplex 

grooves. Movement of the ligand was always at the expense of side-chain interactions, 

but enabled a better stacking of the ligand with the G-quartets. In both the JH and B 

ligand simulations, the chromophores favoured stacking over the centre of the G-quartet 

delocalised tt surface, rather than discrete G residues.

Surprisingly, the B ligand which showed the least movement on the G-quartet surface 

was B120B, which has a single substituent (Figure 5.9(d)). In the initial structure, the 

ligand side-chain interacted with a phosphate backbone 0  atom, deep in the quadruplex 

groove, but this changed after about 2  ns of simulation to an interaction with a phosphate
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(a) JHOOl-A

(b) JH001-B4ns (C )  JH001-A4ns

Figure 5.7: Top view of the initial (purple) and final 4 ns (colour by atom) structures of 
the JHOOl-parallel quadruplex complexes, (a) JHOOl-A, (b) JH0 0 1 -B4 ns and (c) JHOOl- 
A^ns- The solvent-excluded surface of the DNA in the starting structure is shown in 
grey, (b) The solvent-excluded surface of the DNA in the final 4 ns structure around 
the ligand binding site is shown as a blue mesh.
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(a) JH004-C initial structure (b) JH004-C final 4 ns structure

(c) Groove 1 (d) Groove 3

Figure 5.8: Top view of the (a) initial and (b) final structures of the JH004-C simulation. 
A single G-quartet is shown in black, with a channel K+ ion shown in red. The ligand is 
coloured by atom, (c) Side view of the ligand interactions within the first and (d) third 
quadruplex grooves in the JH004-C final 4 ns structure. The groove backbone is shown 
as a thick black tube.
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(a) B124B-A (b) B124B-B

(c) B128B-C (d) B120B-D

Figure 5.9: Top view of the starting (purple) and final 4 ns structures (colour by atom) 
of the B ligand-parallel quadruplex complexes, (b) 2 ns structure is also shown in black.
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group 0  atom towards the top of the groove. This interaction was stable during the 

remaining 2 ns of simulation. This change was accommodated by a movement of the 

chromophore on the G-quartet surface, but this was much less pronounced than in the 

other B ligand simulations.

5.4.2 Antiparallel quadruplex complexes

Initial and final structures of the B ligand-antiparallel quadruplex complexes are shown 

in Figures 5.10 and 5.11. The confined binding site, between the G-quartet and loop, 

restricted ligand movement during the simulations. The side-chains, however, were 

flexible, and able to form varying interactions with the T 4  loop backbone. The hydrogen 

bonds formed between the protonated N atom of the side-chains and the DNA are shown 

in purple in Figures 5.10 and 5.11. Stacking interactions were formed between the ligand 

and loop residues. The side-chains were also favourably solvated by water molecules in 

the B124B-1 and B128B-2 complexes. As for the parallel quadruplexes, ligand binding 

to the antiparallel structures did not cause any G-quartet distortion. A slight t i lt  of the 

G-quartets around the ligands was observed, however hydrogen bonding and stacking of 

the G residues was unaffected.

5.5 Free energy analyses

The MM-PBSA method was used to calculate binding free energies according to the 

scheme detailed in Section 2.3. The method is approximate, but should enable the 

comparison of the energetics of similar ligands bound to similar receptors. Absolute 

binding free energies can be calculated if the entropy is taken into account, although 

this is the least reliably estimated contribution. This is required, however, if binding 

energy differences between the parallel and antiparallel complexes are to be estimated. 

The MM-PBSA method, however, is generally most successful in reproducing relative, 

rather than absolute AGbinding values

AGbinding Can be calculated with the MM-PBSA method in two different ways. A 

single trajectory can be used for the calculation of the complex, receptor and ligand 

contributions. The complex is simulated in solution, and trajectories for the receptor 

and ligand are extracted from the former. This approximation is only valid if there is 

no perturbation of either the receptor or the ligand upon binding, as any reorganisation 

energy is ignored. When structural changes occur in either the ligand or the receptor 

upon complex formation, a three trajectory approach can be used, where the complex, 

receptor and ligands are each simulated separately in solution.
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(a) B124B-1 initial structure (b) B124B-1 final 4 ns structure

( )c) B124B-2 initial structure (d) B124B-2 final 4 ns structure

(e) B128B-2 initial structure (f)  B128B-2 final 4 ns structure

Figure 5.10: Initial and final 4 ns structures of the B124B-1, B124B-2 and B128B-2 
antiparallel quadruplex complexes. One G-quartet and T 4 loop are shown in black, and 
ligand-quadruplex hydrogen bonds are shown as purple dotted lines.
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( )a) B120B-3 in itial structure (b) B120B-3 final 4 ns structure

Figure 5.11: Initial and final 4 ns structures of the B120B-3 antiparallel quadruplex 
complex. One G-quartet and T 4 loop are shown in black, and ligand-quadruplex hydrogen 
bonds are shown as purple dotted lines.

Ligand binding to the parallel quadruplex structure is by stacking on the G-quartet 

surface. MD simulations of the complexes have shown that this does not cause any 

significant change in the receptor structure. The quadruplex loops interact with the 

ligand side-chains, however the former are already very flexible during trajectories of 

the receptor alone. It therefore appears that neglecting conformational change upon 

binding is a reasonable approximation, enabling the computational cost to be more than 

halved by using a single trajectory for the calculations. In the antiparallel quadruplex 

simulations the ligands intercalate between the loops and the G-quartets. In this case, 

ligand binding does cause a significant change to the receptor structure, and the binding 

energy measurement should preferably attempt to take this into account. This is possible 

when using three separate trajectories. The energy difference between the receptor when 

simulated alone, and the receptor as part of the complex is then an approximation of 

the energetic cost of binding site formation.

5.5.1 Single trajectory analysis

The binding free energies calculated for all the parallel quadruplex complexes using a 

single trajectory are shown in Table 5.3. The JHOOl, JH002 and JH004 ligands all 

have similar AGbinding values, which are within the calculation errors. Variations in 

AGbinding between different trajectories of the same ligand complexes are as large as
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Table 5.3: Binding free energies of the parallel G-quadruplex-ligand complexes in this 
study. AG, TAS and AGbinding were calculated from a single simulation. All values are 
in kcal.mol“  ̂ and T —300 K. Standard errors of the mean are in brackets. 
values were calculated using separate trajectories for the complex, receptor and ligand.

Simulation AG* -T A S  AGbinding

JHOOl-A -4 1  (5) +30 (2) -1 1 -1 0
JH001-A4ns -3 8  (5) +28 (2) -1 0 - 5
JH001-B4ns -4 3  (2) +28 (2) -1 5 -1 3

JH002-A -3 9  (6 ) +30 (2) - 9 +3
JH002-C -4 1  (5) +30 (2) -1 1 -1 1
JH003-A -2 8  (5) +28 (2) 0 +1
JH004-A -3 8  (6) +30 (2) - 8 -1 2
JH004-C -4 3  (5) +29 (2) -1 4 -1 1

B124B-A -3 0  (2) +25 (3) - 5 +7
B124B-B -2 6  (1) +23 (2) - 3 - 7
B128B-C -2 8  (2) +25 (2) - 3 +2
B120B-D -2 4  (2) +19 (2) - 5 - 2
B123B-E -3 2  (2) +25 (2) - 7 - 2

'Does not include the solute entropy

between different ligand complexes. This implies that the MM-PBSA method is not 

sufficiently accurate to discriminate between such similar ligands. The JH003 ligand, 

however, which has an overall zero charge, forms a much less favourable complex, with 

a calculated AGbinding of zero, in accordance with the experimental data in Table 5.1.

The B ligands formed less favourable complexes than the JH ligands. This is in 

accordance with observations during the simulations, in which the shorter side-chains 

were unable to form lasting contacts with the quadruplex backbone. All the B ligand 

complexes had similar A G b in d in g  values, within 4 kcal.mol"^, independent of the ligand 

charge. Both B123B, which has an overall charge of zero, and B120B, which has a charge 

of + 1 , formed complexes which were as stable as the B124B and B128B ligands. These 

results are not in accordance with experimental data obtained on the B ligand set. Both 

B124B and B128B were shown to stabilise G-quadruplexes, whereas B120B and B123B 

showed little, or no, effect (Table 5.1). The incorrect ranking of charged and neutral 

ligands using MM-PBSA has been observed previously, suggesting that the continuum 

approximation may not be adequate when describing the comparative desolvation costs 

of neutral and charged ligands^®^.
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A A G b in d in g  between similar ligands is expected to be the most reliably calculated 

value. However, there are significant structural differences between some of the ligands 

compared. The B120B ligand only has a single side-chain, while the B123B ligand 

has a different aromatic core, with an added COCH3 group (Figure 5.2). Structural 

differences between the JH ligands are much smaller, and the JH003 neutral ligand is 

not significantly different from the other JH ligands. The results could suggest that the 

B ligands are too different to allow direct comparisons of AGbinding- If this is the case, 

however, it is a significant setback for MM-PBSA calculations, since the latter were 

chosen specifically to enable the comparison of such structurally different ligands. This 

can also explain why significant AGbinding differences are obtained between the B and 

JH ligands, even though experimentally they stabilise G-quadruplexes by similar amounts 

(Table 5.1).

Decomposition of AGbinding into electrostatic and van der Waals components can 

explain some of the differences between ligands, and these terms are shown in Table 5.4. 

(A E e ie c tr o s ta t ic  +  ^ G p o ia r )  accounts for both the electrostatic interaction energy between 
ligand and receptor, and the electrostatic contribution to the solvation free energy. The 

(AEvdw +  AGnonpoiar) term accounts for the van der Waals interaction energy, and 

the non-polar component of the solvation free energy. For all complexes, the van der 

Waals component dominates the interaction energy, compensating for the unfavourable 

electrostatic contribution. Generally, the JH ligands have much more favourable van der 

Waals interactions with the quadruplexes than the B ligands. However, B123B forms 

very favourable van der Waals interactions with the DNA, leading to A G b in d in g  =  —7 

kcal.mol~^ in Table 5.3. This could be due to the extra vr-delocalisation on the aromatic 

core of this ligand.

5.5.2 Separate trajectory analysis

AGblnding^ '̂ '̂^ ’̂ calculated from three separate trajectories, is shown in Table 5.3 for 

the parallel quadruplex complexes. Gcompiex was calculated from the same trajectory 

as the single trajectory calculations, whereas G receptor and Gngand were calculated from 

separate simulations. MD simulations of 4 ns for each complex were generally found 

to be sufficient to obtain converged free energy values. However, the free energy of 

the parallel quadruplex receptor alone in solution did not equilibrate over an initial 4 ns 

simulation. Figure 5.12 shows the evolution of the parallel receptor free energy over the 

simulation. The linear regression to the free energy shows a decreasing trend over the 

2 to 6  ns period. The energy did equilibrate over the following 6  to 20 ns, although 

it gradually increased by about 5 kcal.mol"^ over this time period. When using this
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Table 5.4: Decomposition of AGbinding of the parallel G-quadruplex-ligand complexes 
into electrostatic and van der Waals components. Free energies of the ligand, receptor 
and complex were calculated from a single simulation. All values are in kcal.mol"^. 
Standard errors of the mean are in brackets.

Simulation A E e ie c tro s ta t ic  T  A G p o la r  A E ^ y w  -|-  A G p o n p o la r

JHOOl-A +19 (4) -6 1  (4)
JH001-A4„s +14 (4) -5 2  (4)
JH001-B4„s + 2 0  (2 ) -6 3  (3)

JH002-A +26 (4) - 6 6  (4)
JH002-C +16 (4) -5 7  (4)
JH003-A +22 (4) -5 0  (4)
JH004-A +23 (4) -6 1  (4)
JH004-C +19 (4) -6 3  (4)

B124B-A + 1 2  (2 ) -4 2  (2)
B124B-B + 8  ( 1 ) -3 5  (1)
B128B-C +17 (2) -4 5  (2)
B120B-D +16 (2 ) -4 0  (2)
B123B-E +25 (2) -5 7  (2)

simulation to calculate G  receptor, the results depend strongly on which portion of the 

trajectory is averaged. G  receptor is —4134 kcal.mol"^ on average over the 2  to 4 ns

trajectory portion, but decreases to —4144 kcal.mol"^ on average over the 6  to 10 ns

portion. In order to use equilibrated free energy values in the calculations, the 8  to 10

ns portion of the trajectory was used when computing A G b in d in g -  This corresponds to

the most favourable receptor conformations obtained during the simulation.

The use of a single or three separate trajectories is not expected to have a sig­

nificant impact on the free energy of the parallel quadruplex complexes. No change 

of the receptor was observed upon ligand binding, suggesting that reorganisation costs 

are low. Generally, free energies in Table 5.3 were within error of the

single trajectory values. The use of separate trajectories adds uncertainties in the cal­

culations, due to fluctuations in receptor free energy, which are not necessarily due to 

ligand binding. This is exemplified by the JH002-A complex, which has a favourable 

AGbinding =  “ 9 kcal.mol"^, but an unfavourable AGb|ndin*g°' '̂^̂  “  + 3  kcal.mol~^. This 
difference is due mostly to the G receptor term, which was less favourable during the com­

plex simulation, compared to the simulation of the parallel quadruplex alone, and the 

other complex simulations. The binding free energy decomposition into ligand, receptor
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Figure 5.12: Evolution of the free energy of the parallel quadruplex receptor, with no 
terminal A residue, alone in solution, over the 20 ns simulation. The linear regression 
to the data is shown in green over 2  to 6  ns and 6  to 2 0  ns periods.
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and complex contributions is shown in Figure 5.13 for the JH0 0 2 -A simulation. G receptor 

in the separate trajectory calculation is approximately 1 0  kcal.mol“  ̂ more favourable 

than in the single trajectory calculation. This is not, however, necessarily due to the 

presence of a ligand, since the receptor free energy can fluctuate significantly depending 

on the simulation, even in the absence of a ligand (Figure 5.12). The effect of the 

unfavourable receptor is cancelled out in the single trajectory calculation, since both 

the complex and the receptor are affected by the same free energy difference. This was 

also the case for the B124B-A simulation, as shown by the +12 kcal.mol"^ difference 

between AGbinding and The similarity o f AGbinding and A G ^ X " '
all the other trajectories indicates that the cost of binding site formation in the parallel 

quadruplex complexes can be omitted in the free energy calculations.

Although the use of separate trajectories should provide more information about 

ligand binding than the single trajectory approximation, it does not necessarily yield more 

accurate energies. Figure 5.13 shows that the fluctuation in AGbinding in the separate 

trajectory calculation is much greater than for the single trajectory calculation. Using 

a single trajectory for the receptor and complex allows cancellation of the fluctuations 

in energy which occur at each step during the simulations. Therefore, when binding is 

assumed not to involve any large reorganisation, it is perhaps more useful to calculate 

energies from a single trajectory, in order to minimise errors.

5.5.3 Antiparallel quadruplex complexes

Both single and separate trajectory binding free energies of the B ligand-antiparallel 

quadruplex complexes are shown in Table 5.5. As expected, the energetic cost of binding 

site formation in the antiparallel quadruplexes is non-negligible. AGbinding considerably 

overestimates the binding energy, and AĜ Indinĝ *̂̂ '̂  ̂ is on average 28 kcal.mol"^ less 
favourable than the single trajectory value. reproduces experimental data

best, with B124B forming the most favourable complex, and B120B the least favourable. 

B124B-2 is more stable than B128B-2, however the 2 kcal.mol"^ energy difference is 

within the error of the MM-PBSA calculation. Although relative free energies between 

the ligands are in accordance with experimental data, the absolute binding energies 

are not. ATm values for B120B and B128B indicate that these ligands do bind to 

and stabilise quadruplexes (albeit very little for the B120B ligand), however absolute 

^^bZdin'g°'^'^^ values are positive. Absolute binding free energies require the calculation 
of the entropie contribution to the free energy, which is the least reliably calculated term.

B ligand values for the antiparallel quadruplexes are similar to binding

energies obtained for the parallel quadruplex complexes. The MM-PBSA calculations
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Figure 5.13: Free energies of the JFI002-A complex calculated using a single and three 
separate trajectories. The green line shows the linear regression to the data over the 
2  to 4 ns period used in the AGbinding calculations. Gcompiex values are identical in 
both calculations. G receptor for the separate trajectory calculation corresponds to the 
free energy of the parallel quadruplex simulation over the 6  to 1 0  ns period (also shown 
in Figure 5.12).

Table 5.5: AGbinding for the B ligand-antiparallel quadruplex complexes. Calculations 
include three K+ ions within the quadruplex channel. All values are in kcal.mol"^ and 
T=300 K.

Simulation AG^ -T A S  AG binding
A ^3trajectories 

^ '^ b in d in g

B124B-1 -4 8  (2) +23 (2) -2 5 - 5
B124B-2 -5 0  (2) 4 - 2 1  ( 1 ) -2 9 +3
B128B-2 -5 1  (2) + 2 2  (2 ) -2 9 +5
B120B-3 -2 5  (2) +19 (2) - 6 +  19

'Does not include the solute entropy
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thus suggest that B124B and B128B bind equally to both parallel and antiparallel quadru­

plexes. B120B, however, binds significantly less favourably to the antiparallel structure, 

due to the overestimation of the B120B ligand binding energy to the parallel quadru­

plex. MM-PBSA results suggest that the antiparallel quadruplex is a more appropriate 

receptor for the study of quindoline ligand binding. Free energy calculations were able 

to reproduce the B ligand experimental ranking using the antiparallel receptor only.

5.6 Conclusions

MM-PBSA calculations are computationally expensive since MD simulations have to be 

carried out to average the energies over the conformational space of the complexes. On 

the other hand, the Insight energy calculations were computationally cheap, as only a 

minimisation of the complexes was carried out. Moreover, these were able to reproduce 

the experimental JH ligand ranking using the X-ray structure of the parallel quadruplex 

receptor. However, the B128B complex was calculated to be much less favourable than 

the B124B complexes, when this is not found to be the case experimentally. Insight 

calculations using the antiparallel receptor structure did not take the cost of binding site 

formation into account, however this was shown to be non-negligible using MM-PBSA. 

Despite the limitations associated with MM-PBSA calculations, the major contributing 

factors to binding were identified. Solvation effects, and in some cases deformation en­

ergy, are important considerations in AGbinding calculations. Moreover, MD simulations 

showed how ligand binding is affected by the flexible nature of the quadruplex receptors. 

The shorter substituents of the B ligands were unable to maintain favourable interactions 

with the DNA backbone, in contrast to the JH ligands.

Unfortunately, the MM-PBSA method was unsuccessful in several respects. Experi­

mental ranking of the JH and B ligands was not reproduced using the parallel quadruplex 

receptor. Although JH003 formed the least favourable complex, no significant difference 

was calculated between the JHOOl, JH002 and JH004 ligands. More concerning, how­

ever, was the inability to rank the B120B and B123B ligands compared to B124B and 

B128B, when using the parallel receptor. MM-PBSA methods suffer from limitations, 

and one of these is the requirement to accurately sample all of the ligand and receptor 

conformational space, in order to obtain meaningful results. This is especially relevant 

when considering the flexible parallel quadruplex molecules. Moreover, the B ligands 

diffused across the quadruplex surface during the simulations, and adopted many differ­

ent binding sites. The 4 ns simulations cannot sample all the relevant conformational 

substates of each complex. However, free energies did equilibrate over the simulations.
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suggesting that all the binding sites sampled during a simulation were relatively close 

in energy. The fact that ligand side-chains were often solvated, rather than forming in­

teractions with the quadruplex backbone, could indicate inadequacies in the force field. 

Stacking interactions were found to be dominant in the simulations, however charge- 

charge interactions have been shown to be important experimentally^®®.

Experimental ranking of the B ligands was reproduced when using the antiparallel 

quadruplex receptor. In this case, the binding site is clearly defined, and the ligands 

were much less flexible during the simulations. Conformational sampling is expected to 

be less of an issue than during the parallel quadruplex simulations, as is the initial choice 

of ligand position. MM-PBSA free energies were trajectory-dependent, relying on the 

docking simulations to provide sufficiently accurate ligand binding sites. How well this is 

achieved by the Insight simulations is difficult to establish in the absence of experimental 

structures.

Comparing free energies of structurally different ligands is challenging, and even 

more so when the binding sites are ill-defined, and both receptor and ligand are very 

flexible. In the absence of structural data on the binding of similar ligands to parallel 

quadruplexes, using the known structure of the antiparallel quadruplex-acridine complex 

as a model appears to be more reliable when comparing ligand binding energies. The 

calculation of smaller free energy differences, such as the difference between five and six 

membered rings in the ligand substituents, might require more exact methods such as 

FEP or TI.
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Chapter 6

Ion binding within the 
G-quadruplex channel

The crystal structure of a (TG4 T ) 4  quadruplex with both Na+ and Ca '̂*' ions within 

the central channel has been determined by Michael Lee in this laboratory, and is 

shown in Figure 6.1. Although it is known that a number of cations can stabilise G- 

quadruplexes^^^, MD simulations have generally been limited to Na"*" or K+-containing 

structures. Divalent cations are notoriously difficult to simulate using MD, and param- 

eterisation problems are more pronounced than for monovalent ions^^^. The (TG4 T ) 4  

crystal structure in the presence of Ca^"  ̂ ions has provided the opportunity to assess the 

ability of MD simulations to model such a system.

Binding of ions within the quadruplex channel is accompanied by a large charge 

transfer from the G residues onto the cations^^°. QM minimisations and Mulliken charge 

analysis have been used to quantify this charge transfer. However, Mulliken charges do 

not necessarily reproduce the electrostatic potential of a molecule. For consistency with 

the Amber force field used in the MD simulations, RESP fitting was used to calculate the 

charge of the G-quartet-ion systems in the present study, after QM minimisations using 

the Hartree-Fock (HF) 6-31G* level of theory. Density functional theory (DFT) methods 

have also been shown to give encouraging results for G-quartet-ion calculations^^°, and 

were therefore also used for comparative purposes.
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Figure 6.1: X-ray structure of the (TG4 T ) 4  dimer with Na+ and Ca^+ ions, solved by 
M. Lee. Ca^+ ions are shown as cyan spheres, Na+ ions as blue spheres. The terminal 
T residues have been removed.

6.1 Computational methods

6.1.1 Quantum mechanical calculations

In order to limit the system size for computationally expensive QM calculations, only the 

G bases and ions were considered. The initial structures consisted of a single G base, 

capped with a methyl group, with an ion placed at a distance of 2.3 Â from the 06 

atom, in the G base plane. C4 h symmetry was applied within Gamess to generate the 

remaining three G bases, forming a quartet. Structures with out-of-plane ions were built 

by placing the ion 1.5 Â above the quartet plane.

The Gamess package was used for all QM calculations. Delocalised coordinates were 

found to provide the fastest convergence. Both HF and DFT B3LYP levels of theory 

were employed, using a 6-31G* basis set. Symmetry was specified as C4, in order to 

allow ions to move in and out of the G-quartet plane. As the primary purpose of the QM 

calculations was to derive charges for the ions and G bases, Hessian calculations were not 

carried out on the minimised structures, as these are too computationally demanding.

Charges on the ion and G bases were determined in two ways. Mulliken charges were 

obtained from the Gamess single point calculations after minimisation. RESP charges 

were calculated using a two step procedure, as previously described (Section 5.2.2). All
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Table 6 .1 : Summary of the G-quartet-ion QM calculations carried out. The energy is in 
Hartrees.

Ion Method Initial
geometry

Minimised
geometry

Energy

K+ HF in-plane in-plane -2912.916
K+ HF out-of-plane out-of-plane -2912.921
K+ DFT in-plane out-of-plane -2926.096

Na+ HF in-plane in-plane -2475.656
Na+ HF out-of-plane in-plane -2475.656

Ca^+ HF in-plane in-plane -2990.366
Ca2 + DFT in-plane slightly out-of-plane -3003.556

charges were f it  independently in the first stage, and G bases were constrained to have 

identical charges in the second stage.

6.1.2 Molecular dynamics simulations

The crystal structure of two stacked (TG4 T ) 4  quadruplexes with four Na"'" ions and 

three Ca "̂'" ions was subjected to MD simulations. Prior to simulation, the terminal 

T  residues were removed, and additional solution Na"*" ions were added by the Leap 

module of Amber to neutralise the system. The quadruplex was solvated in a box 

of TIP3P water molecules. Equilibration and dynamics were carried out as previously 

described (Section 3.1.1). Two 4 ns simulations were carried out. In the first simulation, 

a charge of +2  was maintained on all Ca^+ ions within the G-quartet channel. A second 

simulation with a -j-1.5 charge on the Ca^+ ions attempted to account for some charge 

transfer from the G bases onto the ions. In both cases the G residue charges were 

unmodified from Amber ff99 parameterised values.

6.2 Quantum mechanical calculations

Table 6.1 summarises the QM calculations carried out. The initial and final minimised 

geometries are indicated, as well as the final minimised energy. Final structures depended 

not only on the nature of the ion, but also on the minimisation method. The different 

final structures obtained are shown in Figure 6.2.
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(a ) N a+  H F  and D F T

(b) K+ DFT (c) K+ HF (in-plane)

4»— 44"
(d) Ca:+ DFT (e) Ca"+ HF

Figure 6.2: lon-G-quartet structures minimised with QM methods. The G bases are 
shown in black and the ions in blue.

Na^ ions always adopted in-plane positions, independently of the method or start­
ing structure (Figure 6.2(a)). Large K+ ions have been shown to preferentially adopt 

out-of-plane positions using DFT c a l c u l a t i o n s T h e  DFT calculation starting from 

an in-plane K+ ion did minimise to an out-of-plane structure (Figure 6.2(b)). How­

ever, a HF minimisation with an in-plane K+ ion remained in the initial conformation 

(Figure 6.2(c)). The in-plane K+ ion was accommodated through increased distances 

between the G bases (diametrical 06-06 distance of 5.81 Â compared to 4.99 Â for 

the out-of-plane structure). The HF out-of-plane structure was however about

3.1 kcal.mol^^ more favourable than the in-plane structure (Table 6.1). These differ­

ent G-quartet-ion structures enabled the comparison of the amount of charge transfer 

depending on the ion location with respect to the G quartet plane. G-quartet-Ca+^ 

structures were also level of theory dependent. An in-plane structure was obtained us­

ing HF, however the DFT minimised structure positioned the ion slightly out-of-plane 

(Figures 6.2(e) and (d), respectively).

Mulliken and RESP charges for the cations and 06 G atoms are shown in Table 6.2. 

There is a significant charge transfer from the G bases onto the cations, as shown by 

the reduced ionic charges. The amount of charge transfer was dependent upon the 

ion, but also on its position with respect to the G-quartet. Hence, the out-of-plane 

K+ ion had a RESP charge of 0.75, however this was further reduced to 0.60 when
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Table 6 .2 : Ion and G base 06 atom charges for the QM minimised G-quartets.

Ion Method Minimised Mulliken charges RESP charges
geometry Ion charge 06 charge Ion charge 06 charge

K+ HF in-plane 0.76 -0 .76 0.60 -0 .27
K+ HF out-of-plane 0.79 -0 .75 0.75 -0 .47
K+ DFT out-of-plane 0 . 6 6 -0 .63 0.72 -0 .41

Na+ HF in-plane 0.71 -0 .75 0.49 -0 .28

Ca^+ HF in-plane 1.51 -0 .85 1.27 -0 .39

Ca2 + DFT slightly 1.24 -0 .69 1.26 -0 .39

the K+ ion adopted an in-plane position. Charge transfer onto the Na"^ ion was even 

greater, and can be explained by closer G bases, the 06-06  distance across the quartet 

being 4.65 Â. As expected, there are significant differences between Mulliken and RESP 

charges, especially for the 06 atom charge. The importance of using consistent methods 

for charge derivation is highlighted by the very negative Mulliken 06 charge. The 06 G 

atom has a —0.5699 charge in the Amber force field, and in the presence of an ion the 

charge is expected to be less, rather than more, negative. This is indeed observed with 

RESP fitting  of charges to the electrostatic potential.

QM minimisations and RESP charge fitting  enabled the quantification of charge 

transfer between ion and G bases. Charge transfer depends not only on the nature of 

the ions, but also on the position of the ion with respect to the G-quartet. Although 

this may not affect ions, which tend to occupy positions equidistant from the G- 

quartets, Na+ ions can occupy diverse binding sites. Na+ ions in the (TG 4 T ) 4  structure 

in Figure 6.1 are located both between and within G-quartets, resulting in different 

charge distributions along the quadruplex channel. Ca^+ ions in the (TG4 T ) 4  structure 

are located between G-quartet planes, and therefore their ionic charge is expected to be 

slightly more positive than that calculated for the in-plane structures above.

6.3 Molecular dynamics simulations

The additive force field used in the simulations cannot account for the dynamic charge 

distribution between ions and G-quartets. W ithout the use of polarisable force fields, it 

is difficult to take charge transfer into account. Only single ion-quartet systems were
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used in the QM calculations, however charge transfer is likely to depend on the location 

of the G-quartet (external or within a G-quartet stack), and the nature of the ions 

surrounding each quartet (which could be either Na'*’ or Ca^+ in the (TG 4 T ) 4  dimer 

considered). In a non-polarisable force field, different parameters would be required for 

nearly every G-quartet, and this would still not account for the dynamics of ions during 

the simulation.

MD simulations of the (TG 4 T ) 4  dimer with a full H-2 charge on the Ca^+ ions resulted 

in strong repulsion between the channel ions. Figure 6.3(a) shows that the Ca^"  ̂ ions 

were unable to occupy adjacent binding sites. Rapid diffusion of several Na''" ions out 

of the quadruplex channel occurred during the heating stage of the equilibration. In 

an effort to take some charge transfer into account, but retain force field simplicity, 

the charge on Ca^+ ions was reduced to - f l.5 . This charge was chosen in order to 

maintain an integral overall charge and thus not require modification of other charges. 

This reduced Ca^+ charge enabled more ions to reside within the quadruplex channel 

(Figure 6.3(b)) during the simulation. Only one Na"*" ion diffused into the surrounding 

solution, and the other six ions remained either in the channel, or at the mouth of the 

quadruplex channel. The terminal Na"^ ions did not remain within the G-quartet plane, 

as observed in the crystal structure, but positioned themselves just above the channel. 

After initial rearrangement of the ions during the initial heating stage, ion location varied 

little during the simulation. A Ca^"’" ion did move from one G-quartet step to an adjacent 

one during the dynamics, however this occurred over a few picoseconds only and the ion 

did not spend any time within the G-quartet plane.

6.4 Conclusions

Charge transfer from the G 06 atoms to the channel cations enables ions with a -j- 2  

charge to occupy adjacent G-quartet steps in the (TG 4 T ) 4  crystal structure. Although 

this charge transfer can be quantified using QM calculations, MD simulations, even with 

reduced Ca "̂'" charges, could not reproduce the crystal structure. Strong repulsion be­

tween the cations lead to ion movement during the initial equilibration period. Although 

charge transfer also occurs between the Na''" and K+ ions and G-quartets, simulations 

of these ions are stable without taking this into account. However, this is not the case 

when larger charges are present.

Computational cost prohibits systems of greater than one or two G-quartets from 

being minimised using QM methods, necessitating the use of force field methods to 

simulate large structures. Present additive force fields, however, are inadequate when
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(a) Ca=+ (b) Ca 1 .5 +

Figure 6.3: (TG4 T ) 4  dimer structures after 4 ns simulations with (a) a +2.0 and (b) a 
+  1.5 charge on the Ca^+ ions. Ca^+ ions are shown in cyan, Na“̂  ions in blue.
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simulating quadruplexes with highly charged ions. Polarisable force fields are promising 

methods, which should permit such systems to be studied. These would allow the non­

electrostatic terms of ion-G-quartet interactions, polarisability and charge transfer, to be 

included. Promising results have been obtained, for example when comparing Zn^+ and 

Mg "̂*" binding to DNA b a s e s H o w e v e r ,  polarisable force fields are still not commonly 

used, as many parameters have yet to be developed, especially for ions.

165



Chapter 7

Conclusions

The number of G-quadruplex structures, with different strand polarities and loop con­

formations, is continually increasing. Moreover, it is becoming more and more apparent 

that single sequences can form multiple structures, which often coexist under the same 

conditions. Not only has the coexistence of different folds been shown in solution, but 

the structure of (G4 ^ ‘'U T 2 G4 ) 2  shows that this can also occur in the crystal. The for­

mation of two different dimers in a single crystal suggests that they are both equally 

stable.

In contrast to the previously determined (G4 T 4 G4 ) 2  structures in which diagonal 

loops were formed, (G4 T 3 G4 ) 2  and (G4 T 2 AG4 ) 2  have been found in this study to form 

antiparallel dimers with lateral loops. This confirms that loop length can be a determin­

ing factor in structures adopted by a quadruplex. Both T 3 and T 2 A loops can adopt 

identical conformations, showing that length, rather than composition of the loops, is 

important. The structural preference for lateral, rather than diagonal, loops of three 

nucleotide length was not reproduced in MD simulations. Although the predicted most 

favourable T 3 loop is a lateral loop, diagonal loops have similar free energies, within 

the error margin of the free energy calculations. The crystal structures obtained do, 

however, show a preference, not only for lateral loops, but also for a particular lateral 

loop conformation (type 1 loop, described in Chapter 3). Free energy calculations sug­

gest that the type 1  loop conformation is more stable than the other experimental loop 

conformations, however some predicted loops in different conformations are energeti­

cally similar. The loop conformation adopted in solution could be due to very small free 

energy differences, which cannot be reliably estimated with the free energy calculation 

methods used in this work.

MD simulations were more successful in determining the influence of shorter, one-
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and two-nucleotide loops on G-quadruplex structure. ( 6 4 7 2 6 4 ) 2  was shown to be able to 

form only a subset of the structures which could be formed by ( 6 4 7 3 6 4 ) 2 , due to restric­

tions on the distance which can be spanned by the two-nucleotide loops. Simulations of 

monomeric 6 -quadruplexes, in combination with GD data, suggest that sequences with 

three single-nucleotide loops can only form parallel quadruplexes, whereas sequences 

with a single-nucleotide loop and two longer loops can form parallel and mixed paral­

lel/antiparallel quadruplexes. Moreover, sequences with three 7 2  loops were shown to 

be able to form both parallel and antiparallel quadruplexes, as long as the latter contain 

lateral, rather than diagonal, loops. 7hese simulations, as well as the crystal struc­

tures determined, highlight the importance of loop length on 6 -quadruplex folding. MD 

simulations could be extended to assess the effect of the number of 6 -quartet stacks 

on folding, which is likely to have an impact, especially on the formation of parallel 

quadruplex structures.

7he structural plurality of 6 -quadruplexes makes the design of selective ligands chal­

lenging. Although the general ligand features outlined in Ghapter 5 are quadruplex- 

specific, they do not enable the targeting of specific 6 -rich sequences. 7his is not 

straightforward, as in many cases the quadruplex structure is unknown, and even when 

it is known, there is likely to be an equilibrium between several conformations. Lig­

and binding is likely to favour a particular quadruplex fold, enabling some selectivity. 

Ligand binding to different 6 -quadruplex structures was studied using MD simulations 

and free energy calculations (Ghapter 5). 7he simulation results were dependent on the 

particular receptors used, and experimental ligand ranking was reproduced only when 

using an antiparallel quadruplex structure. Failure to do so using the parallel quadruplex 

receptor is in part due to the poor experimental characterisation of these complexes. 

Parallel quadruplexes have large potential binding site areas, making the modelling work 

difficult. Gontrary to stacking interactions between the ligands and quadruplexes, the 

ligand side-chain-DNA backbone interactions were generally not stable during the simu­

lations, suggesting problems with the force fields when simulating these complexes. 7he 

development of computational methods to screen large libraries of ligands is challenging 

at present, due to an ever increasing number of possible receptor structures, and to the 

large number of possible binding sites on some of these structures.

Gurrent MD force fields, such as the Amber force field used in this work, were param­

eterised to reproduce structures of proteins and duplex DNA. 7he fact that quadruplexes 

have been simulated with success testifies to the general applicability of the force fields. 

On the other hand, the characterisation of some important contributions to 6 -quadruplex 

folding and structure, such as cation binding, are beyond the scope of non-polarisable
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force fields. MD simulations do require the presence of cations within the quadruplex 

channel for structural integrity, however more specific cation effects cannot be studied. 

Simulations of G-quadruplexes with Ca^+ ions were stable, however they were unable to 

reproduce the experimentally determined structure. The use of polarisable force fields 

could provide more information, and more accurately describe quadruplex-ion interac­

tions. Moreover, increasing computational power will enable larger systems to be studied 

using QM methods, which are adapted to looking at local ion effects. However, addi­

tive force fields are commonly used because they are less computationally demanding. 

Perhaps a more appropriate parameterisation of ions, and more accurate free energy cal­

culations, could enable ion-independent structure and loop conformations to be studied 

at no extra computational cost, using improved additive force fields.
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Appendix A

Clustering methodology

Clustering was carried out according to the method used by the NMRCLUST program 

which is based on a hierarchical clustering algorithm. A Python script was written to 

enable the clustering of an unlimited number of structures. Unlike the NMRCLUST 

program, this script does not calculate the rms deviations, and they must be input from 

a file. Pairwise rms deviations were obtained from Insight II in this work.

The rms distance dist(m, n) between each pair of clusters m and n containing Xm 

and Xn structures i and j, is calculated according to:

dist(m, n) =
EiilEy=ldist(i,j)l

XmXn
At each step, the two closest clusters are merged into a single cluster. This is 

repeated until all the clusters have been merged. The “spread" of each cluster is also 

calculated at each step. In this case, i and k are structures of the same cluster m, which 

contains Xm members.

.  E^:iEih.i>kdist(i,k)]
= Xm(Xm -  D/2 

The average spread of all clusters at stage i, avgSpreadj, is normalised for use in the 

penalty function calculation, cnum; is the number of clusters at stage i, max(avgSpread) 

and min(avgSpread) are the maximum and minimum values of avgSpreadj, and N is the 

total number of structures which are being clustered.

„gSpread, =  = ! E Î ! ^
cnum:
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avgSpread(norm)i =  (N ~  2)(avgSpread, -  min(avgSpread)) ^   ̂
max(avgSpread) -  min(avgSpreadj

The penalty function is calculated at each step, according to:

penalty; =  avgSpread(norm); +  cnum;

The optimum number of clusters is determined by the lowest penalty value, corre­

sponding to the most populated clusters possible with the smallest spread within each 

cluster. The Python script written also includes the option to define a threshold, so that 

clusters will not contain conformations which have greater rms deviations than the set 

threshold.

Generally, when clustering loop conformations, the penalty calculation was found 

to provide good cluster distributions, with rms deviations around 1.0 to 1.5 Â between 

clusters. However, when few similar structures were obtained in simulated annealing 

runs, the clusters often contained structures which were judged too dissimilar (by visual 

inspection of the clusters). In the latter case, an rms deviation threshold of between 1.0 

and 1.5 Â was set explicitly.

The clustering script can be downloaded from http://www.pascalehazel.org/cluster/.
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Appendix B

Ligand charges

B .l JH ligand charges

Where R=

31

32 \
30
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33

28 N

30 JH002

29
27

32 .0^'

33

2 ^ 1 29

28 N-

30 JH003

32

30 JH004

Figure B .l: JH ligand numbering. The numbering scheme is arbitrary. The two side 
chains were constrained to have equivalent charges, and only one is numbered.
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B.1.1 JHOOl

Table B .l:  JHOOl atomic charges calculated using RESP after a 6-31G* minimisation
and single point calculation. Atom numbers are shown in Figure B .l.

atom
gaff atom 

type
charge atom

gaff atom 
type

charge

C l ca -0.160 C19 ca -0.140
H I ha 0.150 H19 ha 0.151
C2 ca -0.270 C2 0 ca -0.196
H2 ha 0.170 H20 ha 0.136
C3 ca 0.452 C2 1 ca 0.192
N4 nb -0.614 C22 ca -0.196
C5 cp 0.417 H22 ha -0.136
C6 cp -0.041 C23 ca -0.140
C7 ca -0.139 H23 ha 0.151
H7 ha 0.151 024 os -0.270
C8 cp 0 . 0 0 2 C25 c3 0.026
C9 ca -0.150 1.2H25 h i 0.067
H9 ha 0.133 C26 c3 -0 . 0 1 0

CIO ca -0.203 1,2H26 he 0.083
HIO ha 0.164 C27 c3 -0.381
C l l ca 0.093 1.2H27 hx 0.203
N12 na -0.394 N28 n4 -0.006
H12 hn 0.257 H28 hn 0.291
C13 ca 0.027 C29 c3 -0.124
C14 ca -0.225 1.2H29 hx 0.130
H14 ha 0.184 C30 c3 0.003
CIS ca -0.042 1.2H30 he 0.055
C16 ca -0.191 C31 c3 0.003
H16 ha 0.132 1,2H31 he 0.055
C17 cp 0 . 0 2 2 C32 c3 -0.124
C18 cp 0.036 1,2H32 hx 0.130
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B.1.2 JH002

Table B.2: JH002 atomic charges calculated using RESP after a 6-31G* minimisation
and single point calculation. Atom numbers are shown in Figure B .l.

atom
gaff atom 

type
charge atom

gaff atom 
type

charge

C l ca -0.158 H19 ha 0.149
HI ha 0.146 C2 0 ca -0.178
C2 ca -0.251 H20 ha 0.144
H2 ha 0.165 C21 ca 0.160
C3 ca 0.437 C22 ca -0.178
N4 nb -0.608 H22 ha 0.144
C5 cp 0.405 C23 ca -0.147
C6 cp -0.048 H23 ha 0.149
C7 ca -0.126 024 os -0.287
H7 ha 0.148 C25 c3 0.044
C8 cp 0.005 1.2H25 h i 0.063
C9 ca -0.148 C26 c3 -0.013
H9 ha 0.134 1.2H26 he 0.085
CIO ca -0.205 C27 c3 -0.378
HIO ha 0.163 1,2H27 hx 0.197
C l l ca 0 . 1 0 0 N28 n4 -0.056
N12 na -0.389 H28 hn 0.320
H12 hn 0.355 C29 c3 -0.155
C13 ca 0.030 1.2H29 hx 0.146
C14 ca -0.225 C30 c3 -0.040
H14 ha 0.181 1.2H30 he 0.057
CIS ca -0.030 C31 c3 -0.014
C16 ca -0.193 1.2H31 he 0.058
H16 ha 0.140 C32 c3 -0.040
C17 cp 0.003 1,2H32 he 0.057
C18 cp 0.060 C33 c3 -0.155
C19 ca -0.147 1.2H33 hx 0.146
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B.1.3 JH003

Table B.3: JH003 atomic charges calculated using RESP after a 6-31G* minimisation
and single point calculation. Atom numbers are shown in Figure B .l.

atom
gaff atom 

type
charge atom

gaff atom 
type

charge

C l ca -0.133 C19 ca -0.165
H I ha 0.138 H19 ha 0.138
C2 ca -0.255 C20 ca -0.140
H2 ha 0.161 H20 ha 0.139
C3 ca 0.386 C21 ca 0.138
N4 nb -0.588 C22 ca -0.140
C5 cp 0.420 H22 ha 0.139
C6 cp -0.049 C23 ca -0.165
C7 ca -0.134 H23 ha 0.138
H7 ha 0.139 024 os -0.313
C8 cp 0.008 C25 c3 0.056
C9 ca -0.144 1.2H25 h i 0.051
H9 ha 0.144 C26 c3 0.049

CIO ca -0 . 2 1 1 1,2H26 he 0 . 0 1 0

HIO ha 0.152 C27 c3 -0.025
C l l ca 0.098 1.2H27 hx 0.048
N12 na -0.419 N28 n4 -0.334
H12 hn 0.363 C29 c3 -0.039
C13 ca 0.033 1,2H29 h i 0.076
C14 ca -0.224 C30 c3 0.076
H14 ha 0.175 1.2H30 h i 0.060
CIS ca -0.026 031 os -0.392
C16 ca -0 . 2 0 2 C32 c3 0.076
H16 ha 0.140 1.2H32 h i 0.060
C17 cp 0 . 0 2 2 C33 c3 -0.039
C18 cp 0.034 1.2H33 h i 0.076
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B.1.4 JH004

Table B.4: JH004 atomic charges calculated using RESP after a 6-31G* minimisation
and single point calculation. Atom numbers are shown in Figure B .l.

atom
gaff atom 

type
charge atom

gaff atom 
type

charge

C l ca -0.150 C2 0 ca -0.164
H I ha 0.145 H20 ha 0.143
C2 ca -0.266 C21 ca 0.091
H2 ha 0.169 C22 ca -0.164
C3 ca 0.453 H22 ha 0.143
N4 nb -0.642 C23 ca -0.138
C5 cp 0.466 H23 ha 0.146
C6 cp -0.054 024 os -0.256
C7 ca -0.152 C25 c3 - 0 . 0 2 0

H7 ha 0.152 1,2H25 h i 0 . 1 0 2

C8 cp 0 . 0 2 0 C26 c3 -0.033
C9 ca -0.138 1.2H26 he 0.087
H9 ha 0.143 C27 c3 -0.360

CIO ca -0.219 1.2H27 hx 0.187
HIO ha 0.171 N28 n4 -0.026
C l l ca 0.085 H28 hn 0.322
N12 na -0.413 C29 c3 -0.129
H12 hn 0.372 1.2H29 hx 0.146
C13 ca 0.043 C30 c3 -0.116
C14 ca -0.258 1,2H30 h i 0.133
H14 ha 0.192 N31 n3 -0.363
CIS ca - 0 . 0 1 2 C32 c3 -0.005
C16 ca -0.197 1,2,3H32 h i 0.077
H16 ha 0.138 C33 c3 -0.116
C17 cp -0.007 1.2H33 h i 0.133
C18 cp 0.067 C34 c3 -0.129
C19 ca -0.138 1,2H34 hx 0.146
H19 ha 0.146
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B.2 B ligand charges

24

(a) B124B and B128B

(b) B120B

O

28

(c) B123B

Figure B.2: B ligand numbering. The numbering scheme is arbitrary. The two side 
chains were constrained to have equivalent charges, and only one is numbered.
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B.2.1 B124B

Table B.5: B124B atomic charges calculated using RESP after a 6-31G* minimisation
and single point calculation. Atom numbers are shown in Figure B.2.

atom
gaff atom 

type
charge atom

gaff atom 
type

charge

C l ca -0.226 C15 ca -0.050
H I ha 0.166 C16 ca -0.216
C2 ca -0.198 H16 ha 0.160
H2 ha 0.160 C17 ca -0 . 0 0 1

C3 ca 0.424 C18 c3 -0.083
N4 nb -0.615 1.2H18 he 0.083
C5 cp 0.407 C19 c3 -0 . 0 0 2

C6 cp -0.056 1.2H19 he 0.033
C7 ca -0.177 C20 c3 -0.181
H7 ha 0.159 1.2H20 hx 0.118
C8 cp -0.003 N21 n4 0.004
C9 ca -0.152 H21 hn 0.297
H9 ha 0.149 C22 c3 - 0 . 1 2 2

CIO ca -0.257 1.2H22 hx 0.131
HIO ha 0.178 C23 c3 -0.016
C l l ca 0.235 1.2H23 he 0.060
N12 na -0.591 C24 c3 -0.016
H12 hn 0.422 1.2H24 he 0.060
C13 ca 0.118 C25 c3 - 0 . 1 2 2

C14 ca -0.204 1,2H25 hx 0.131
H14 ha 0.176
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B.2.2 B128B

Table B.6: B128B atomic charges calculated using RESP after a 6-31G* minimisation
and single point calculation. Atom numbers are shown in Figure B.2.

atom
gaff atom 

type
charge atom

gaff atom 
type

charge

C l ca -0.185 C16 ca -0 . 2 0 2

HI ha 0.140 H16 ha 0.160
C2 ca -0.206 C17 ca 0.005
H2 ha 0.156 C18 c3 -0.070
C3 ca 0.416 1.2H18 he 0.073
N4 nb -0.609 C19 c3 -0.025
C5 cp 0.430 1.2H19 he 0.040
C6 cp -0.055 C20 c3 -0 . 1 1 1

C7 ca -0.178 1.2H20 hx 0.106
H7 ha 0.157 N21 n4 -0.019
C8 cp -0.013 H21 hn 0.278
C9 ca -0.171 C22 c3 -0.086
H9 ha 0.168 1.2H22 hx 0.105

CIO ca -0.232 C23 c3 -0.018
HIO ha 0.171 1.2H23 he 0.053
C l l ca 0.199 C24 c3 -0.026
N12 na -0.525 1,2H24 he 0.050
H12 hn 0.411 C25 c3 -0.018
C13 ca 0.059 1,2H25 he 0.053
C14 ca -0.184 C26 c3 -0.086
H14 ha 0.171 1.2H26 hx 0.105
CIS ca -0.065
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B.2.3 B120B

Table B.7: B120B atomic charges calculated using RESP after a 6-31G* minimisation
and single point calculation. Atom numbers are shown in Figure B.2.

atom
gaff atom 

type
charge atom

gaff atom 
type

charge

C l ca -0.213 H14 ha 0.175
H I ha 0.156 C15 ca -0.040
C2 ca -0.224 C16 ca -0.223
H2 ha 0.165 H16 ha 0.152
C3 ca 0.438 C17 ca - 0 . 0 1 0

N4 nb -0.624 C18 c3 -0.031
C5 cp 0.430 1,2H18 he 0.056
C6 cp -0.015 C19 c3 0.023
C7 ca -0.164 1.2H19 he 0 . 0 2 0

H7 ha 0.158 C20 c3 -0.144
C8 ca -0.145 1.2H20 hx 0.105
H8 ha 0.142 N21 n4 0.024
C9 ca -0.134 H21 hn 0.285
H9 ha 0.156 C22 c3 -0.125

CIO ca -0.205 1,2H22 hx 0.130
HIO ha 0.155 C23 c3 -0.015
C l l ca 0.131 1.2H23 he 0.058
N12 na -0.469 C24 c3 -0.015
H12 hn 0.382 1,2H24 he 0.058
C13 ca 0.062 C25 c3 -0.125
C14 ca -0.229 1.2H25 hx 0.130
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B.2.4 B123B

Table B.8: B123B atomic charges calculated using RESP after a 6-31G* minimisation
and single point calculation. Atom numbers are shown in Figure B.2.

atom
gaff atom 

type
charge atom

gaff atom 
type

charge

C l ca -0.184 C17 ca -0.152
H I ha 0.162 H17 ha 0.191
C2 ca -0.233 C18 ca -0.025
H2 ha 0.151 C19 ca -0.243
C3 ca 0.405 H19 ha 0.164
N4 nb -0.565 C20 ca -0 . 0 1 2

C5 cp 0.357 C21 c3 -0 . 0 1 2

C6 cp -0.027 1,2H21 he 0.035
C7 ca -0.103 C22 c3 0.135
H7 ha 0.148 1.2H22 he -0.041
C8 cp -0.017 C23 c 0.441
C9 ca -0.166 024 0 -0.574
H9 ha 0.147 N25 n -0.137

CIO ca -0.179 C26 c3 -0 . 0 2 2

HIO ha 0.133 1.2H26 h i 0.057
C l l ca -0.007 C27 c3 -0.048
N12 na -0.068 1.2H27 he 0.035
C13 c 0.558 C28 c3 -0.048
014 0 -0.545 1.2H28 he 0.035
CIS c3 -0 . 1 2 0 C29 c3 -0 . 0 2 2

1,2,3H15 he 0.049 1.2H29 h i 0.057
C16 ca -0.056
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