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We present a method for x-ray phase-contrast imaging and metrology applications based on the sample-
induced modulation and subsequent computational demodulation of a random or periodic reference
interference pattern. The proposed unified modulated pattern analysis (UMPA) technique is a versatile
approach and allows tuning of signal sensitivity, spatial resolution, and scan time. We characterize the
method and demonstrate its potential for high-sensitivity, quantitative phase imaging, and metrology to
overcome the limitations of existing methods.
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In the last decades phase-contrast imaging and phase
sensing have found numerous applications in a broad range
of fields from the visible light regime to the x-ray and
electron domains. Improving computing resources and
algorithms have changed profoundly the way measure-
ments are made in these fields, pushing the trend to take
multiple complementary measurements to disentangle
a posteriori the useful information from the instrument
response. Approaches based on this principle were used
early on for electron microscopy [1] and more recently for a
range of applications such as laser wave front sensing [2],
phase sensing and imaging through in-line holography and
ptychography in the visible light [3,4] and the x-ray regime
[5–9], and even as a means to align space telescopes using
near-infrared radiation [10].
The same evolution can be found in x-ray grating-based

imaging (GBI) [11–13] and, more recently, speckle-based
imaging (SBI) [14–16]. Both of these full-field phase-
contrast techniques rely on analyzing the sample-induced
changes to a near-field interference pattern created by a
phase modulator to retrieve the differential phase shift,
transmission, and small-angle scattering signals of the
specimen [16–19]. GBI and SBI can both be operated
under conditions of limited coherence of the x-ray beam
and have been successfully translated from synchrotrons to

polychromatic laboratory sources [20–22]. Their imple-
mentations in the tomographic mode make them suitable
candidates for biomedical applications and material char-
acterization, among others [23–29].
Both GBI and SBI were initially used in the single-shot

mode, through moiré pattern analysis [12,30] and real-
space speckle-tracking cross-correlation analysis [14,15].
Analysis on single frames allows for short acquisition
times, but suffers from limited spatial resolution, as areas
covering several pixels are required to extract useful
information. A second mode of operation, also commonly
used for both techniques, involves scanning the reference
pattern in equidistant subfeature steps. This approach is
known as the phase-stepping [23,31] and speckle-scanning
[16,32] modes and allows for a pixel-wise reconstruction to
be performed, thus improving resolution substantially.
Despite ongoing efforts to improve these techniques

[32–35], important drawbacks still impede their widespread
implementation. GBI stepping analysis assumes that the
interference pattern is sinusoidal and undistorted in ampli-
tude and period. The step sizes are often as small as
100 nm. The common implementation of GBI with two
gratings is cumbersome, sensitive to instabilities, and dose
inefficient. For SBI, the scanning mode involves the
difficult task of acquiring several hundreds of frames taken
with step sizes of tens of nanometers.
Here we propose a single solution for the current

limitations of both GBI and SBI, which will facilitate their
wider implementation, even under suboptimal experimental
conditions, while preserving the achievable image quality.
The method, called “unified modulated pattern analysis”
(UMPA), is applicable to any type of reference pattern,

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI.

PRL 118, 203903 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending
19 MAY 2017

0031-9007=17=118(20)=203903(6) 203903-1 Published by the American Physical Society

https://doi.org/10.1103/PhysRevLett.118.203903
https://doi.org/10.1103/PhysRevLett.118.203903
https://doi.org/10.1103/PhysRevLett.118.203903
https://doi.org/10.1103/PhysRevLett.118.203903
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


periodic or random. In the following, we characterize the
performance of the technique for imaging and metrology
experiments and demonstrate its flexibility to tune image
quality and scan time.
A sketch of the experimental setup is shown in Fig. 1.

Experiments were carried out at the I13-1 beamline at
Diamond Light Source [36] with a 19-keV x-ray beam
selected by a horizontally deflecting monochromator.
A near-field interference pattern is created in the detector
plane by a phase modulator (PM): a near-field speckle
pattern produced by a piece of abrasive paper (combination
of granularities P800 and P5000 [37]) in Fig. 1(a) or a line
interference pattern from a beam-splitter phase grating
(material: SU-8 photoresist polymer, period: 5.4 μm, line
height: 26.7 μm, fabricated by IMT-KIT, Germany) in
Fig. 1(b). Projections with and without the sample in the
beam were recorded for different positions of the PM.
Each projection was exposed for 4 s. A pco4000 CCD
camera (pixel size: 9 μm) coupled to magnifying optics and
a scintillation screen was used, providing an effective pixel
size of peff ¼ 0.40 μm. The sandpaper was placed 0.17 m
upstream and the detector 0.34 m downstream of the
sample. The grating was located 0.16 m downstream of
the sample [38] and the detector was placed another 0.18 m
from the grating close to the first fractional Talbot distance
[39]. The sandpaper was scanned on a spiral pattern and
images were recorded at 24 PM positions with step sizes
of about 28 μm—larger than the average speckle size. The
grating was rotated around the optical axis from 0° to 90° in
increments of 2° between each of the 46 projections.
The modulation of the reference pattern caused by the

sample used in the UMPA reconstruction approach has
been described previously in Ref. [21]. According to this
model, the intensity IjðrÞ of the jth out of N interference

patterns can be expressed in terms of the undisturbed
pattern I0jðrÞ as follows:

IjðrÞ ¼ TðrÞfhIi þ vðrÞ½I0jðrþ uÞ − hIi�g
¼ βðrÞhIi þ κðrÞI0jðrþ uÞ; ð1Þ

where TðrÞ is the sample’s transmission, vðrÞ is the
visibility related to small-angle scattering, and u is a
displacement vector proportional to the refraction angle.
hIi is the mean intensity of the reference pattern and we
define β ¼ Tð1 − vÞ and κ ¼ Tv. A least-square formu-
lation of the problem allows us to find these quantities from
the set of measurements, by minimizing the cost function:

L ¼
X

r

XN

j

Γðr − r0ÞjIjðrÞ − βðrÞhIi − κðrÞI0jðrþ uÞj2:

ð2Þ

Here, Γ is a normalized window function centered at
position r0, whose width influences both the sensitivity
of the reconstructed refraction angle signal and the spatial
resolution. Minimization of Eq. (2) with respect to β, κ, and
u for all window centers r0 yields the four independent
signal maps T, v, and u. The refraction angle ðαx; αyÞ and
the phase gradient ð∂Φ=∂x; ∂Φ=∂yÞ are obtained from u
through simple geometric transformations (under small-
angle approximation),

�∂Φ
∂x ;

∂Φ
∂y

�
¼ 2π

λ
ðαx; αyÞ ¼

2π

λ
ðux; uyÞ

peff

d
; ð3Þ

where d is the propagation distance to the detector.
The total phase shift Φ experienced by the x-rays passing
through the sample is then recovered via 2D Fourier
integration of the differential phase signals [15,40].
In a previous work, a similar method was used to obtain

these quantities from a single speckle measurement [21].
However, for the problem to be well behaved one had to set
the width of Γ larger than the speckle size as smaller
windows do not track speckles reliably. The approach with
a single measurement also required diversity in both the x
and y direction, ruling out its application with linear
gratings. Combining multiple measurements in a single
reconstruction lifts these limitations. It can be shown that
the model of Eq. (2) also encompasses the speckle-scan-
ning scheme, by letting the window reduce to a single-pixel
box function.
As a first demonstration the UMPA technique with a

random PM was applied to a biological sample, a small
flower bud (Cotoneaster dammeri radicans). The visibility,
defined as the ratio of standard deviation and mean
intensity of the speckle pattern in a 150 × 150 pixels
region without sample, was on average 43% in the left
half of the field of view and 37% in the right part, with the

FIG. 1. Experimental setup using (a) a piece of abrasive paper
and (b) a beam-splitter phase grating as a phase modulator
creating a near-field interference pattern in the detector plane. The
insets show 150 × 150 pixel regions of the patterns with (left)
and without (right) the sample in the beam.
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difference due to slightly slanted mounting of the scintil-
lation screen. The size of the speckles determined via 2D
autocorrelation analysis of the speckle pattern as described
in Ref. [41] was approximately 34 pixels ≈13.7 μm in the
horizontal and 28 pixels ≈11.3 μm in the vertical direction.
This asymmetry is explained by a smaller transverse
coherence in the horizontal direction. The reconstruction
of the differential phase, transmission, and dark-field
signals was performed using an analysis window of size
w × w ¼ 5 × 5 pixels [normalized Hamming window with
a full width at half maximum (FWHM) of 2 pixels]. The
corresponding images are presented in Fig. 2. The differ-
ential phase signals in the horizontal and vertical directions
in Figs. 2(a) and 2(b), respectively, reveal the detailed inner
structure of the flower bud. The petals in the upper part
show a granular texture. In the bottom part, the vertical
walls of the stalk are clearly visible, in particular in the
horizontal refraction angle in Fig. 2(a), and a complex tube
network can be observed inside the stalk. This fine tubular
composition and a strong phase shift in the upper part of the
sample are visible in the integrated phase signal in Fig. 2(c).
While the transmission image in Fig. 2(d) mainly highlights
the outlines of the features due to edge enhancement effects
occurring upon propagation, the dark field in Fig. 2(e)
reveals strong scattering from the small granular features,
especially in the upper part of the specimen.
The spatial resolution is not limited by the speckle size.

Its ideal value is equal to twice the FWHM of the window,
giving in the present case a resolution of 4 pixels ≈1.6 μm.
For small window sizes the achievable resolution reaches a
limit imposed by experimental factors such as the point
spread function of the detector. As a lower limit of the spatial
resolution of the reconstructed phase image [42], we take
the FWHM of two of the smallest discernible features in
Fig. 2(c),whichgives values of 4.8 and5.1 μm.This estimate
is consistent with data from a test pattern [43]. The angular
sensitivity of themeasurement—evaluated by computing the
standard deviation of the refraction angle signal in a region of
150 × 150 pixels in the background area of the image—is
79 nrad in the horizontal and 66 nrad in the vertical direction.
The sensitivity is better in the vertical due to the higher
transverse coherence of the x-ray beam in this direction.
As in many other imaging systems, sensitivity and

resolution are not independent quantities. Performing
error propagation from the raw measurements to the

reconstructed refraction maps, one finds that the variance
σ2 in the signal is inversely proportional to Nw2, the
number of independent contributions to the extraction of
the signal in one pixel. Hence, the angular sensitivity σ,
defined as the standard deviation of the refraction angle
signal, can be expressed by the relation

σ ¼ C

w
ffiffiffiffi
N

p ; ð4Þ

where C is a constant depending on the measurement
conditions. This relation, already observed for photo-
graphic emulsions many decades ago [46], generally
applies to imaging systems whose noise is devoid of spatial
correlations. While Eq. (4) does not encompass all exper-
imental contributions to the signal error, such as photon
counting statistics, readout noise, and PM position errors as
discussed, e.g., in Refs. [47,48], it confirms the validity and
tunable character of our reconstruction method.
Relation (4) explains how to beat the resolution limit

imposed by the feature size of the reference pattern: to
decrease wwhile keeping the same sensitivity σ, one simply
needs to include more independent measurements N.
Figure 3 illustrates this possibility with experimental data.
A sample made from polymethyl methacrylate spheres of
diameters up to 80 μm and polystyrene spheres of diameter
250–350 μm in a polyvinyl chloride tube was imaged with
the setup in Fig. 1 using a random PM. Figure 3(a) shows the
refraction angle signal αx with the parameters N ¼ 16 and
w ¼ 21. A region of interest (ROI) of 370 × 370 pixels—as
indicated by the red box—is shown in Fig. 3(b). The
relationship between the quantities in Eq. (4) is visualized
for a few fixed w and N values in the line plots in Figs. 3(i)
and 3(j), respectively. The constant C ¼ 2236 nrad was
determined from a weighted least-square fit of the exper-
imental σ values to Eq. (4) [49]. The measured σ for selected
parameter pairs N, w are plotted as colored dots in Figs. 3(i)
and 3(j) and they agree well with the theoretical model. For
these parameters, the corresponding ROIs are presented in
Figs. 3(c)–3(h). The gain in angular sensitivity can clearly be
observed for increasing N, see Figs. 3(c)–3(e), and larger
window sizes w, see Figs. 3(f)–3(h), as predicted by Eq. (4).
The latter, however, also leads to a decrease in spatial
resolution. For N ¼ 1, equivalent to single-shot SBI, in
Fig. 3(c), the sparsity of information gives rise to systematic
errors at the edges of the sphere.

FIG. 2. Multimodal images of a small flower bud (Cotoneaster dammeri radicans) imaged with the speckle setup and reconstructed
withN ¼ 24 and w ¼ 5. (a) Refraction in the horizontal direction, (b) refraction in the vertical direction, (c) phase shift, (d) transmission,
and (e) dark-field signal.
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The resolution-sensitivity relation given by Eq. (4) holds
true also when the reference pattern is periodic. Here, we
use the grating setup described above to perform metrology
on a polymer (SU-8 photoresist) point-focus compound
refractive lens (CRL) [50] fabricated at IMT-KIT, Germany.
The aim of this measurement was to evaluate beam damage
from extreme x-ray exposure during previous use as an
optics element [51]. The period of the grating interference
pattern, measured by fitting the line pattern to a sinusoidal
curve, was approximately 13.5 pixels ≈5.4 μm. The mean
visibility was determined from the same fit as ðImax− IminÞ=
ðImaxþ IminÞ, where Imin and Imax are the minimum and
maximum intensities of the fit curve, respectively. The
visibility was on average 30.4% in the left half and
23.4% in the right half of the field of view. The angular
sensitivities for this setup were σx ¼ 114 nrad,
σy ¼ 94 nrad. The refraction signals reconstructed with a
window size w ¼ 5 and the integrated phase are shown in
Figs. 4(a)–4(c). The line profiles through the center of
the differential phase signals in the horizontal (blue) and the
vertical direction (red) in Fig. 4(d) and through the

integrated phase shift in Fig. 4(e) reveal an asymmetry
in the refraction properties of the lens. This observation is
confirmed by the residuals from a linear fit to the refraction
angle [52] in the central focusing part of the lens shown in
Figs. 4(f) and 4(g). Figure 4(h) is the magnitude of the
combined deviation vector visualizing the absolute
deviation from the expected refraction behavior of the
lens, which is about 2 orders of magnitude larger than for
CRLs without beam damage [52].
In this Letter we have demonstrated that UMPA is a

tunable and versatile method for x-ray phase-sensitive
imaging and metrology. It provides an elegant solution
to the main limitations of both x-ray grating interferometry
and speckle-based imaging. It lifts the need for perfect
gratings and, when used with random phase modulators,
decreases the number of frames by an order of magnitude
with respect to previous implementations. By relaxing the
requirements on the phase modulator structure and the
scanning step size and precision, UMPA will accelerate
the implementation of phase-contrast imaging setups, in
particular at laboratory sources, thus also promoting the
development of clinical applications [53]. The algorithm, of
which our implementation is available for download [54],
allows one to tune spatial resolution and angular sensitivity
to adapt to the experimental constraints.
The proposed technique can be easily employed in the

tomographic mode and we anticipate that it will find
applications in a broad range of fields such as biomedical
imaging and material characterization, as well as metrology

FIG. 3. (a) Refraction αx in the horizontal direction αx of a
sphere sample imaged using a sandpaper diffuser and recon-
structed with N ¼ 16 and w ¼ 21 and (b) region of interest
(370 × 370 pixels). (c)–(h) Same regions reconstructed with
different parameter combinations N, w. (i)–(j) Relationship
between angular sensitivity σ and number of measurements N
or analysis window size w, respectively, as described by Eq. (4).
Experimentally measured values are plotted as colored dots and
agree well with the model.

FIG. 4. Refraction signals in (a) the horizontal and (b) the
vertical direction of a polymer compound refractive lens mea-
sured with a periodic line reference pattern and reconstructed
with N ¼ 46 and w ¼ 5 and (c) integrated phase shift. Line
profiles through the center of the lens for (d) the refraction signals
and (e) the phase signal. (f)–(g) Residuals from a linear fit to the
refraction angle in the two directions and (h) absolute magnitude
of the combined deviation vector.
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and wave front sensing. We expect our approach to be
quickly adopted for other wavelength regimes such as laser
light and electron beams.
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