
doi.org/10.26434/chemrxiv.13385186.v1

Interfacial Electron Transfer and Ion Solvation in the Solid Electrolyte
Interphase
Jeongmin Kim, Brett Savoie, Thomas Miller

Submitted date: 16/12/2020 • Posted date: 22/12/2020
Licence: CC BY-NC-ND 4.0
Citation information: Kim, Jeongmin; Savoie, Brett; Miller, Thomas (2020): Interfacial Electron Transfer and
Ion Solvation in the Solid Electrolyte Interphase. ChemRxiv. Preprint.
https://doi.org/10.26434/chemrxiv.13385186.v1

As a chemically and structurally well-defined model for redox processes in the solid electrolyte interphase of
battery electrodes, we investigate electron transfer to lithium ions at the interface between a platinum metal
anode and a solid polymer electrolyte. Studied electrolytes include LiTFSI (lithium
bis(trifluoromethane)sulfonimide) salts in polyethylene oxide and poly(diethylene oxide-alt-oxymethylene), as
well as in the as- sociated liquid electrolytes 1,2-dimethoxyethane and tetraglyme.

File list (2)

download fileview on ChemRxivmanuscript.pdf (3.02 MiB)

download fileview on ChemRxivsupp_info.pdf (573.20 KiB)

http://doi.org/10.26434/chemrxiv.13385186.v1
https://chemrxiv.org/authors/Jeongmin_Kim/9775247
https://chemrxiv.org/authors/Brett_Savoie/9505208
https://chemrxiv.org/authors/Thomas_Miller/6394268
https://chemrxiv.org/ndownloader/files/25789607
https://chemrxiv.org/articles/preprint/Interfacial_Electron_Transfer_and_Ion_Solvation_in_the_Solid_Electrolyte_Interphase/13385186/1?file=25789607
https://chemrxiv.org/ndownloader/files/25789613
https://chemrxiv.org/articles/preprint/Interfacial_Electron_Transfer_and_Ion_Solvation_in_the_Solid_Electrolyte_Interphase/13385186/1?file=25789613


Interfacial Electron Transfer and Ion Solvation

in the Solid Electrolyte Interphase

Jeongmin Kim,† Brett M. Savoie,‡ and Thomas F. Miller III∗,†

†Division of Chemistry and Chemical Engineering, California Institute of Technology,

Pasadena, California, USA

‡School of Chemical Engineering, Purdue University, West Lafayette, Indiana, USA

E-mail: tfm@caltech.edu

Abstract

As a chemically and structurally well-defined model for redox processes in the solid

electrolyte interphase of battery electrodes, we investigate electron transfer to lithium

ions at the interface between a platinum metal anode and a solid polymer electrolyte.

Studied electrolytes include LiTFSI (lithium bis(trifluoromethane)sulfonimide) salts in

polyethylene oxide and poly(diethylene oxide-alt-oxymethylene), as well as in the as-

sociated liquid electrolytes 1,2-dimethoxyethane and tetraglyme. Atomic-resolution

simulations are performed with constant-potential polarizable electrodes to character-

ize interfacial electron-transfer kinetics, including lithium-ion solvation structures and

solvent reorganization effects as a function of applied electrode potential. The linear-

response assumptions of the Marcus theory for electron transfer are found to be robust

in these systems, yet ion-solvation behavior at the anode interface is strikingly depen-

dent on chain connectivity, solvation environment, and the magnitude of the applied

electrode potential, resulting in very different electron-transfer kinetics for lithium elec-

troreduction.
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1 Introduction

Interfacial stability is essential for cycling performance and longevity of rechargeable bat-

teries.1–9 For example, lithium-ion battery (LIB) and lithum-metal battery (LMB) inter-

faces involve various competitive electrochemical reactions, including the electroreduction of

non-aqueous electrolytes and salts.2,3,10 These processes result in a structurally and chemi-

cally heterogeneous thin film on the electrode surface called the solid electrolyte interphase

(SEI),11–18 which is a complicated mix of organic, inorganic, and polymeric components.

A functionally useful SEI passivates the electrode, conducting ions yet providing electronic

insulation to mitigate detrimental electrolyte degradation that leads to battery aging and

failure.

Polymeric components in the SEI have been shown to play a role in electrode passiva-

tion, including polyether,19–22 polyvinylene carbonate,23,24 polycarbonate,25,26 and polyolefin

species.27 These systems present diverse environments for ion solvation that may be expected

to substantially effect the mechanisms and kinetics of interfacial electron transfer;28–37 for

example, recent work in molecular liquids has shown that hydrogen bond networks and

ion-solvation properties38–41 lead to non-trivial interfacial phenomena such as heterogenous

charge separation or collective water exchange.41,42 However, relatively little is known about

ion solvation and electron transfer (ET) in the SEI, which is complicated by the intrinsic

heterogeneity and complexity of this material. To address this challenge, we introduce poly-

mer melts as well-defined chemical models for the SEI, enabling mechanistic investigation of

ET at the polymer/electrode interface as a proxy for the realistic battery electrode.

In this work, molecular dynamics (MD) simulations for atomic-resolution models are per-

formed with constant-potential polarizable electrodes to study factors that govern lithium

electroreduction at a polymer/metal interface. Linear ether homopolymer electrolytes are

considered as chemically and structurally well-defined models for the SEI, including poly(ethylene

oxide) (PEO) and poly(diethylene oxide-alt-oxymethylene), P(2EO-MO). Previous work in-

dicates that polyethers are formed in the SEI via either in-situ or ex-situ polymerization
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of 1,3-dioxolane (DOL), leading to enhanced cycling stability.19–21 Associated liquid ether

electrolytes, 1,2-dimethoxyethane (DME) and tetraglyme (G4), are also investigated to ex-

plore the degree to which polymerization alters the local monomer interactions with regard

to properties that are relevant for electron transfer.
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Figure 1: Chemical structures of the ethereal molecular electrolytes (DME and G4) and
polymer electrolytes (PEO and P(2EO-MO)).

2 Methods and Calculation Details

We consider a model system that is comprised of two metal electrodes and an electrolyte of

LiTFSI salt in either polymer or molecular liquid solvent (Fig. 1). The electrodes are modeled

using the pristine (111) surface of face-centered cubic (FCC) platinum (Fig. 2). Below, we

describe the computational details of the interaction potentials, MD simulations, calculated

vertical ionization energies, calculated free energy curves associated with an electrochemical

ET, and calculated normalized local density of ions and electrolytes. All simulations are

conducted using the LAMMPS simulation package,43 and all force field parameters used in

this study are provided in Ref 44.

2.1 Force field details and the constant-potential method

The TraPPE-UA force field,44–46 a non-polarizable and united-atom model, is used to de-

scribe the potential energy functions of the polymers and molecular liquids. The LiTFSI salt

is described using the non-polarizable force field of Lopez et al.47 Among all atoms of elec-
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Figure 2: (A) A simulation snapshot including PEO, Li+ ions, TFSI− ions, Li0 atoms, and
model electrodes. The grey strand represents a single PEO chain. Purple spheres represent
Li+ ions while yellow ones do neutral Li0 atoms. TFSI− ions are drawn in green. The two
slabs are pristine, polarizable model electrodes held with the bias potential ∆Ψ = 0 V. Color
for the electrode atoms is associated with their induced charges between -0.01 (blue) and
+0.01 (red). (B) Electrode-charge polarization on the innermost layer of the anode in (A).

trolytes and salts, we employ the standard Lorentz-Berthelot mixing rule for the TraPPE-UA

force field, σij = 0.5(σi + σj) and εij =
√
εiεj, where σi and εi correspond to the usual LJ

parameters for atom i.

For the platinum electrodes, the constant potential method (CPM) is employed to pro-

vide a polarizable description of the electrostatic interactions and to allow for simulation at

constant applied potential.48–50 This method accounts for the effect of image-charge forma-

tion in the electrode in response to charges in the electrolyte (Fig. 2). Each electrode atom

carries an atom-centered spherical Gaussian charge distribution with fixed width (η = 1.979

Å−1) and a time-dependent amplitude, Ai(t) that is determined as a function of the position

of the other atomic charges in the system,

Qi(~r, t) = Ai(t)

(
η2

π

)3/2

exp
[
− η2(~r − ~Ri)

]
, (1)

where ~Ri is the fixed position of an ith electrode atom. We employ the version of the CPM

developed in Ref.51, which employs matrix inversion at each timestep to determine the charge
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polarization on the electrode atoms. The metal slabs include three layers of atoms, which has

been found to provide a sufficiently converged description of the electrode polarization.48,49

The cathode layers are held at a positive electrode-potential, Ψ+ and the anode layers are

held at a negative electrode-potential, Ψ−(= −Ψ+). The bias potential is ∆Ψ = Ψ+ − Ψ−.

Electrode potential in this study is in the unit of volt.

For the non-Coulomb interactions involving the electrode atoms, we fit the platinum force

field of Heinz et al.52 to the LJ interaction form, yielding the platinum LJ parameters ε = 7.8

kcal/mol and σ = 2.534 Å. As prescribed by this force field, we employ the geometrical mixing

rule for the LJ interactions between the platinum and electrolyte atoms. However, we reduce

the LJ interactions between the platinum and electrolyte atoms by half throughout this study,

such that εij = 0.5
√
εiεj to approximately match the adsorption energy of acetonitrile on

platinum.53 Finally, to avoid rare, unphysical penetration of the lithium ions into the anode

layers during the simulations, we employ the additional short-ranged repulsive potential

Uw(z) = 4εw

[(
σw

z − zw

)12

−
(

σw
z − zw

)6]
if z < zc,

= 0 otherwise,

(2)

where εw = 7.9597 kcal/mol = 10RT with the gas constant R, σw = 2.575 Å, zw = zc − σw,

and zc is variable with the solvents, which is position of the atoms in the exterior layer

of metal atoms on the electrode along the perpendicular component. This steep repulsive

potential has no effect on ion solvation.

2.2 MD simulations

For the polymer-electrolyte simulations, we employ a single linear polymer chain of length

1000 and 333 units for PEO and P(2EO-MO), respectively. So, multi-chain effect in the

polymers is excluded. For the liquid-electrolyte simulations, 500 DME molecules or 200 G4

ones are employed. Chemical structures of all four solvents are displayed in Fig 1. For
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LiTFSI salt, we keep a ratio of a lithium ion to chemical moieties of each solvent the same

such that [EO]:[Li+]=15:1, where [EO], and [Li+] are the number density of ether oxygen for

the electrolytes, and Li+ ions, respectively.

In all cases during both equilibration and production runs, the MD trajectories are in-

tegrated using the velocity-Verlet methods with a timestep of 1 fs. Both LJ and Coulomb

interactions are cut at 14 Å, and particle-particle particle-mesh Ewald summation is used

to compute Coulomb interactions beyond the cutoff distance. Periodic boundary conditions

(PBCs) are applied along xy directions only, unless otherwise noted. Moreover, to prevent

the long-range contribution of Coulomb interaction along z direction, the vacuum region of

the equal size to the simulation cell is introduced on both sides along the transverse direc-

tion.54 The Nosé-Hoover thermostat (100 fs relaxation) and the Nosé-Hoover barostat (1000

fs relaxation) along xy directions are applied in all simulations to control the temperature

(400 K) and the pressure (1 atm), unless otherwise noted.

Equilibration of both polymer and molecular electrolytes involves four steps. The first

step follows a protocol of Ref 44 which involves steepest descent energy minimization,

Langevin dynamics at elevated temperature, and annealing process. This step takes at

least 10 ns with PBCs and the barostat along all three directions. Secondly, electrode atoms

are introduced at both end of the simulation cell along z direction without any overlaps.

Lateral dimensions of the cell are slightly modified to meet the lattice periodicity of 111

surface of FCC electrodes. Then, LiTFSI salt is randomly placed in the simulation cell

without overlaps with electrode atoms. Steepest descent energy minimization is employed

with frozen electrode atoms in space to avoid unduly high forces due to the newly added

salt atoms. Thirdly, z position of the electrode atoms is adjusted in order to remove the

undesirable pressure effect across the cell. Each of the electrodes moves as a rigid body ac-

cording to the forces including the constant force to meet the desired pressure (1 atm) along

z direction, and average force from electrolytes. This step takes at least 10 ns. After equi-

librated, the transverse box length fluctuates with time following a Gaussian distribution.
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Electrode atoms are fixed in space in accordance to the mean of the Gaussian distribution.

Lastly, neutral lithium atoms are added into the simulation cell at random places without

overlaps with the electrode atoms. After steepest descent energy minimization, systems are

equilibrated with the CPM turned on at each electrode potential during at least 5 ns for

molecular-electrolyte or 10 ns for polymer-electrolyte systems.

2.3 Vertical ionization energy calculations

For the characterization of electrochemical ET, the vertical ionization energy (∆E) is com-

puted to provide a reaction coordinate for an electrochemical ET reaction between a lithium

species and an anode.55 For the half-reaction associated with the oxidation of Li0, ∆E =

δEanode + I+ δqW , where δEanode is the difference in total potential energy, δq is the amount

of transferred charge during the half-reaction under a frozen solvent configuration, I is ion-

ization energy of lithium, and W is work function of a metal electrode. Similarly, for the

half-reaction associated with the reduction of Li+, ∆E = −δEanode + I + δqW . The term,

δEanode depends on the distance of lithium species form the anode, whereas I + δqW does

not. The term, I + δqW is a constant with respect to the lithium position and electrode

potential whose value ensures a criterion that free energy curves associated with the ET

cross each other at ∆E = 0 is satisfied.56

To calculate δEanode in the presence of the constant-potential electrodes, the approach of

Ref. 56 is employed for a given configuration sampled every 0.1 ns. Two terms contribute

to δEanode: δEanode = δE + δEelec, where δE is the difference in total potential energy upon

an ET and δEelec is a correction term. The correction term should be added due to the fact

that both electrodes participate in the ET reaction in our simulations on the contrary to

the actual experimental situation where only one of them is involved. For a single lithium

species, its identity is swapped under a frozen solvent configuration: Li0 → Li+ for oxidation

or Li+ → Li0 for reduction. The identity swap for the lithium species is performed by

turning on (off) Coulomb interaction with all other atoms for the oxidation (the reduction)
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with the same LJ interaction parameters, so the difference in total potential energy should be

the same with the difference in total Coulomb energy. Further, the effect of electrode-charge

polarization should be included, whose response is treated adiabatically. After the electrode-

charge polarization is recalculated along with the lithium identity swap, the difference in total

electrode-charge, ∆Q should equal to the amount of the charge transferred during the ET so

that ∆Q = δq = +1e for reduction and ∆Q = δq = −1e for oxidation, where Q = ΣiAi(t)

with the index i running for all atoms of both electrodes.

Finally, the correction term (δEelec) is calculated, considering electric work to transfer

all the charges to the anode instead of both electrodes: δEelec = (δq−+ δq+)Ψ−− (δq−Ψ−+

δq+Ψ+) with the constraint of total transferred charge conservation (δq−+ δq+ = δq). Here,

δq− is the charge transferred to the anode at Ψ−, and δq+ is the charge transferred to the

cathode at Ψ+. With no bias potential (Ψ− = Ψ+), δEelec = 0. In a slit-like geometry, there

is the well-known linear relation between the amount of charges transferred to each of the

electrodes and the location of Li redox-species in a simulation cell.56,57 For Li+ reduction,

such linear relations should be δq− = −e(L−1z z − 0.5) and δq+ = e(L−1z z + 0.5), where z

is the z position of the Li+ ion, and Lz is the length of the simulation box along z axis,

determined by a distance between atoms in the electrolyte-exposed layer of each electrode.

Then, δEelec = −e(L−1z z + 0.5)∆Ψ, where ∆Ψ is a bias potential. To obtain such linear

relations for the transferred charges, the vacuum region of double size to the simulation cell

along z direction is required when the electrode-charge polarization is recalculated.

2.4 Free energy curves for an electrochemical ET

The free energy curves, F (∆E) associated with an electrochemical ET are calculated using

the following equations in Ref 56:

Fo(∆E) = −kBT lnPo(∆E) + F̄o, (3)

Fr(∆E) = −kBT lnPr(∆E) + F̄r, (4)
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where subindices, o and r, stand for Li+ and Li0, respectively. The minimum of Fo(∆E) is

set to be zero ( F̄o = 0), so the relative vertical shift of the free energy curves is determined

by F̄r. Both reorganization energy (λ) and thermodynamic driving force (∆F ) are calculated

using the linear-response assumptions:

λ =
〈∆E〉r − 〈∆E〉o

2
∆F =

〈∆E〉r + 〈∆E〉o
2

. (5)

Then, the curvature of the parabolic free energies is 1/2λ regardless of redox species according

to the linear response theory. In order to overcome the limited sampling window in our

equilibrium simulations, non-equilibrium points are added according to Zwanzig relation:56,58

Fo(∆E)− Fr(∆E) = ∆E, (6)

which linearly relates two free energies to each other.

2.5 Normalized local density calculations

The normalized local density, ρn(d), of atoms as a function of distance from the anode, d, is

calculated for an atom of i-species electrolyte:

ρn(d) =
ρi(d)

ρi
=
〈ΣNi

j=1δ(d− zij + zw)〉/LxLy

Ni/LxLyLz

, (7)

where 〈· · ·〉 represents the ensemble average, zij is z position of jth atom of i-species (j =

1, 2, · · · , Ni), Ni is the total number of atoms of i-species electrolyte, zw is z position of

atoms in an electrolyte-exposed layer of the anode, and Lk is the length of the simulation

box along each direction, k for k ∈ {x, y, z}. Lz is determined by a distance between atoms

in the electrolyte-exposed layer of each electrode.
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3 Results and Discussion

Recent experimental studies have reported that polyethers including PEO and P(2EO-MO)

are found to be effective in electrode passivation, enhancing cycling stability, which results

from in-situ polymerization via ring-opening reactions of 1,2-dioxolane (DOL).19–22 In-situ

polymerization enables to overcome poor contact issue that happens when the polymers are

prepared ex-situ. Despite their similar chemical composition, they exhibit different lithium-

ion solvation motifs which influence the resulting ion transport.59

3.1 Lithium-ion solvation at bulk

Figure 3: Lithium-ion coordination environment at infinite dilution. Index of oxygens of (A)
bulk PEO and (B) bulk P(2EO-MO) that forms the first solvation shell of a representative
lithium-ion. Root-mean-square-deviation of the indices (i.e., index RMSD) of the oxygens
of (C) PEO and (D) P(2EO-MO). PEO exhibits primarily intra-segmental solvation of the
lithium ion, whereas P(2EO-MO) exhibits greater inter-segmental character.

We begin by considering the lithium-ion solvation in the PEO and P(2EO-MO) bulk

polymers. Fig. 3 reveals markedly different lithium-ion solvation structures for the bulk

polymers. Ether oxygen atoms of PEO and P(2EO-MO) are traced as a function of time,

t, which forms the first solvation shell of a lithium-ion whose distance from the lithium-ion

is less than 2.7 Å (the first minimum of radial distribution function between them). The
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oxygen atoms are numbered sequentially from the beginning of each polymer strand. As was

shown previously,44,60 Fig. 3A exhibits a strap-like structure for PEO that is consistent with

lithium-ion solvation by the oxygen atoms along a single continuous segment of the PEO

chain. In contrast, Fig. 3B indicates that in bulk P(2EO-MO), the lithium-ions are solvated

by two distant segments along the backbone of the polymer, consistent with a two-chain motif

for lithium-ion solvation that has previously been noted for other polyesters.44,60 As opposed

to the one-chain motif of PEO, the reason for the two-chain motif of P(2EO-MO) is a single

methylene unit that separates two oxygen atoms, which is not consistent with lithium-ion

solvation.59 Fig. 3C and D display root-mean-square-deviation (RMSD) of a set of indices for

the oxygen that solvate a lithium-ion as a function of time, t, which discriminates between

the lithium-ion solvation motifs of a polymer. For an ith lithium-ion,

RMSD =

√√√√ 1

No

∑
j∈Si

(
Oj −

1

No

∑
j∈Si

Oj

)2

, (8)

where Oj is an index of jth oxygen that forms the first solvation shell of the ith lithium-ion,

Si is a set of the oxygen atoms whose number of elements is NO. The lithium-ion solvation

is defined as a one-chain motif if RMSD is less than 5, or a two-chain motif otherwise. For

instance, RMSD = 2 if 7 consecutive oxygen atoms of PEO solvate a lithium-ion. Table 1

displays the fraction of each lithium-ion solvation motif, quantified via RMSD. About 90%

of lithium ions are solvated by a single segment in PEO, as opposed to 63% in P(2EO-MO)

which exhibits both intra- and inter-segmental solvation motifs.

Table 1: Fraction of lithium-ion solvation motifs in bulk electrolytes at finite concentration

PEO P(2EO-MO) G4 DMEa

one-chain 0.90 (1) 0.63 (2) 0.33 (1) 0.03 (1)
two-chain 0.10 (1) 0.37 (2) 0.67 (1) 0.60 (4)

a The remaining fraction is associated with multi-chain solva-
tion more than two.
Statistical errors of the final digit are indicated in parentheses.
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Figure 4: Cumulative (A) and radial (B) Li+-oxygen distribution functions for the bulk
electrolytes. Solid lines represent oxygen atoms of the electrolyte, and dotted lines represent
oxygen atoms of TFSI− anion in each electrolyte.

Additional insight into these lithium-ion solvation structures is provided in Fig. 4 that

most of the lithium-ions in bulk polymers are free from ion-pairing, and solvated solely by

the polymer electrolytes. The cumulative number, c(r) of neighbor oxygen atoms around a

lithium-ion is calculated as a function of the interatomic distance, r between the ion and

the oxygen atom. The first solvation shell of the lithium-ion includes 5 or 6 ether oxygen

atoms of PEO that is the only chemical moiety that interacts preferentially with lithium

ions.44,60 According to c(r), despite the differences in lithium-ion solvation motif and ether

oxygen density, both two polymers provide a similar number of ether oxygens in the first

solvation shell for a lithium-ion, which outcompetes TFSI oxygen. The second peak of the

radial distribution function, g(r) for P(2EO-MO), not present for PEO, supports that not

all three ether oxygens in its monomer unit participate in chelating the lithium-ion but one

ether oxygen atom is excluded in lithium-ion solvation.

Fig. 4 further shows that the molecular solvents, DME and G4 interact locally with a

lithium-ion in a similar way of their associated polymers. The lithium-ion solvation structure

is almost the same between PEO and G4. As opposed to the one-chain solvation of PEO,

two-third of lithium-ions are solvated by two G4 molecules with the remaining ones by a

12



single G4 molecule (Table 1). No single DME molecule by nature can fully solvate a lithium-

ion, which instead requires at least two DME molecules. The ether oxygen in both DME and

G4 outcompetes TFSI oxygen for lithium-ion solvation as it does in both polymers. Taken

together, these findings suggest that observed differences between the polymers and their

associated molecular solvents are primarily due to the polymer connectivity and resulting

solvation motifs.

3.2 Ion solvation at the anode interface

Figure 5: The normalized local density (Eq. 7) of the ions and electrolytes as a function of
distance, d from the anode at various bias potentials, ∆Ψ. The columns of panels correspond
to the various considered electrolytes. Row (A-D) presents the distribution for the Li+ ions;
Row (E-H) presents the distribution for ether oxygen of the electrolyte; Row (I-L) presents
the distribution for TFSI− ions. In panels (I-L), solid lines represent oxygen atoms of TFSI−
anion, and dotted lines represent a nitrogen atom of TFSI− anion. In all panels, the black
vertical line indicates the location of the electrolyte-exposed layer of the anode.

Fig. 5 plots the normalized density of Li+ ion, TFSI− ion, and electrolyte ether oxygens

for each of the considered electrolytes. It is seen that with finite bias potentials, ∆Ψ > 0 V,

the EDL forms in all cases, evidenced by the preferential interaction of Li+ ions over TFSI−

ions with the anode.
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Figure 6 illustrates that the Li+ solvation at the interface (i.e., the closest peak to the

anode in each case from Fig. 5) is different than in the bulk. As discussed in Table 1, the bulk

solvation exhibits a range of one-chain versus two- or higher-chain solvation environments,

depending on the electrolyte. For PEO, the interfacial Li+ solvation remains dominated by

one-chain solvation, and for DME, it remains dominated by two-chain and higher solvation

structures. However, for P(2EO-MO), the fraction of one-chain solvation decreases, and for

G4, the fraction of one-chain solvation significantly increases in the vicinity of the anode.

The results in Fig. 6 are presented for the case of zero bias potential, although the same

conclusions hold at non-zero values (Fig. S2 in SI).

Several additional features in Li+ ion solvation are worth noting in Fig. 5. Firstly, efficient

solvation via the electrolytes leads to a layer of solvent separation between the anode and

the Li+, such that the closest peak to the anode is typically at d > 2 Å. However, for DME

at the highest bias potential, this solvent-separation layer partially breaks down, allowing for

direct contact between the Li+ ions and the anode, suggesting a greater propensity to form

an inner-Helmholtz layer in this electrolyte. This effect is consistent with the fact that DME

only allows for two-chain (or multiple-chain) solvation of the Li+ ions (Table 1), thereby

providing less efficient solvation in the confined environment at the interface. Also, we note

that the interfacial Li+ solvation peak for G4 is split into two sub-peaks, with the closest one

dominated by one-chain solvation and with the more distant one dominated by two-chain

solvation (Fig. S2 in SI).

Finally, with regard to the TFSI− anion solvation, Fig. 5 shows a notable difference

between the polymers and molecular liquids. At zero bias, all of the electrolytes show signif-

icant peaks near the anode associated with formation of the EDL, and at finite bias potential,

these peaks are shifted outward in all cases. For the polymer electrolytes, the anode peak

largely flattens to unstructured, bulk-like behavior, whereas for the molecular electrolytes,

the anion solvation peak remains sharp and highly structured. Such pronounced differences

in the anion solvation at finite potentials may suggest that the polymer electrolytes provide
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an additional barrier for physical access of anions to the anode interface, thereby retarding

the detrimental breakdown of anions.61–65

Bulk Anode
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Figure 6: Fraction of Li+ ion solvation motifs, in bulk and at the anode interface with zero
bias.

3.3 Electrode-charge polarization and solvent fluctuations

Just as the presence of electrode influence the solvation structure of the interfacial ions, the

ions influence the charge polarization of the electrode. In fact, electrode charge polarization

is strongly sensitive to rare fluctuations in the solvent structure.42,53

Fig. 7 displays the distribution of induced charge per atom of the anode, where P (q) =

〈δ(q − Aj(t))〉 with the index j running for all atoms of the anode. For small and zero

biasing potentials, the distributions are strongly Gaussian, indicating weak correlations in the

interfacial solvent fluctuations. However, at the highest bias potential, all four electrolytes

exhibit a non-Gaussian tail at negative charges associates with unexpectedly large charge-

polarization fluctuations. This tail is largest for DME, which as seen in Fig. 5 to support a

significant population of Li+ ions in direct contact with the anode interface. It is striking,

however, that the effect also appears in the other electrolytes for which such direct lithium-
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Figure 7: Distribution of induced charge per atom of the anode, for the various electrolytes
and bias potentials. (A) PEO. (B) P(2EO-MO). (C) DME. (D) G4. Solid lines represent
Gaussian fits. (E) Normalized local density of Li+ ions on a log-linear scale at ∆Ψ = 4 V.
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anode contact were not seen in Fig. 5. Nonetheless, by investigating the ion-distribution

plots from Fig. 5 on a log scale (Fig. 7E), it is seen that rare ion-solvation fluctuations do

indeed occur for the PEO, P(2EO-MO), and G4 electrolytes, which give rise to this strongly

non-Gaussian interfacial behavior. As expected, PEO, which exhibits efficient single-chain

solvation of the Li+ ions, best preserves solvent separation between Li+ and the electrode

and exhibits the smallest degree of non-Gaussian behavior in Fig. 7.

3.4 Outer-sphere ET at the anode interface

Beyond anion-mediated decomposition, the solvation structure for ions at the electrode inter-

face have significant implications for the redox chemistry and reaction rates that will occur.

In the current section, we consider this point from the perspective of the reduction Li+ ions

via interfacial electron transfer.

In this section, we confine our attention to electrolytes and solvation structures for which

the Li+ is solvent-separated from the anode. Specifically, we consider outer-sphere ET for

Li+ ions at solvent-separated distance of 2 Å < d < 6 Å from the metal anode surface, for

which non-adiabatic ET kinetics is applicable. Since the ET rate decays exponentially with

the distance from the interface, these Li+ ions are expected to be electrochemically reduced

at the fastest rate, except for inner-sphere Li+ ions that adsorb directly on the anode that

requires adiabatic ET kinetics.

Fig. 8 confirms that outer-sphere interfacial electrochemical ET in PEO is well described

using the assumption of Gaussian fluctuations for local solvent electric field, as is consistent

with the observations in Fig. 7. The left column in Fig. 8 shows that the energy-gap dis-

tribution P (∆E) for both Li+ and Li0 at the PEO/anode interface are Gaussian in nature.

This conclusion is independent of the strength of the bias potential. The right column in

Fig. 8 further illustrates this point, with the free-energy surfaces in the energy-gap coordi-

nate exhibiting parabolic form; in panels D-F, the solid lines correspond to the assumption of

Gaussian fluctuations (Eq. 5) and are in excellent agreement with the simulation datapoints.
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Figure 8: Lithium electroreduction in PEO at the anode interface. (A, B, and C) Probability
distributions P (∆E) of the vertical energy gap ∆E, and (D, E, and F) their associated free
energy curves for both the Li+ and Li0 in PEO. Results are shown for various bias potentials.
Solid lines in (D, E, and F) are parabolic curves using linear-response assumptions in Eq. 5.
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These observations validate the use of linear-response theory for the description of the outer-

sphere interfacial ET in these systems. Similar results are found for the outer-sphere ET

reactions in the other electrolytes considered.

4 Conclusions

Interfacial stability has been one of major bottlenecks in development of next-generation

rechargeable batteries.1–9 Functional SEIs passivate an electrode by regulating lithium elec-

trodeposition and by preventing detrimental decomposition reactions of electrolytes. Here,

we perform atomic-resolution simulations with constant-potential polarizable electrodes to

characterize interfacial electron-transfer kinetics, including lithium-ion solvation structures

and solvent reorganization effects as a function of applied electrode potential. Linear ether

homopolymers are studied as a chemically and structurally well-defined proxy for polymeric

SEIs, including PEO and P(2EO-MO), along with the ethereal molecular solvents G4 and

DME.

Simulations show that all considered electrolytes except for DME provide a solvent-

separation layer for Li+ ions at the anode interface, with both one-chain and two-chain

solvation environments. Efficient passivation may facilitate homogeneous lithium electrore-

duction.6,7 Rare fluctuations in solvent structure strongly affect electrode-charge polarization

such that direct lithium-anode contact gives rise to a tail of electrode-charge polarization.

However, at the highest bias potential, DME allows for direct contact between the Li+ ions

and the anode with greater propensity. Further, the substantial difference between the poly-

mers and molecular solvents is found in solvation of the interfacial TFSI− anions; the polymer

electrolytes largely expel TFSI− anions from the anode interface, which could delay further

detrimental anion breakdown.2 Finally, the assumptions of Gaussian solvent fluctuations for

outer-sphere ET for Li+ ions are found to be robust in these systems, although both transient

and metastable direct-contact pairs between the anode and the Li+ ions may be expected

19



to dominate the ET kinetics through an inner-sphere mechanism. The robustness of these

observations across the range of polymer and molecule electrolytes here may generalize to

other interfacial environments.18,37,66
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S1 Mean electric potential

Figure S1: Mean electric potential across the simulation cell for the various electrolytes and
bias potentials. In all panels, the black vertical line indicates the location of the electrolyte-
exposed layer of the anode.

Fig. S1 shows mean electric potential, Φ(z) calculated, solving Poisson equation numeri-

cally across the simulation cell.1,2

d2Φ(z)

dz2
= −ρ(z)

ε0
, (1)

where ρ(z) is the mean charge density averaged over a xy plane, and ε0 is vacuum permittivity.

In all considered electrolytes, Φ(z) oscillates at the electrode interface due to the electrical

double layer. After the screening from the interfacial ions, Φ(z) reaches the plateau.
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S2 Spatially-resolved lithium-ion solvation motif at the

anode interface

Figure S2: Spatially-resolved lithium-ion solvation motif at the anode interface. A top panel
is for the first layer of interfacial lithium-ions, and a bottom panel is for the second layer of
interfacial lithium-ions. For PEO and P(2EO-MO), the first layer is a region of d ∈ (2, 7),
and the second layer is a region of d ∈ [7, 11). For G4, the first layer is a region of d ∈ (2, 4.5),
and the second layer is a region of d ∈ [4.5, 7). The distance (d) is from the anode.
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S3 Outer-sphere ET at the anode interface

Figure S3: Lithium electroreduction in P(2EO-MO) at the anode interface. (A, B, and C)
Probability distributions P (∆E) of the vertical energy gap ∆E, and (D, E, and F) their
associated free energy curves for both the Li+ and Li0 in P(2EO-MO). Results are shown for
various bias potentials. Solid lines in (D, E, and F) are parabolic curves using linear-response
assumptions.

This material is available free of charge via the Internet at http://pubs.acs.org/.
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Figure S4: Lithium electroreduction in G4 at the anode interface. (A, B, and C) Probability
distributions P (∆E) of the vertical energy gap ∆E, and (D, E, and F) their associated free
energy curves for both the Li+ and Li0 in G4. Results are shown for various bias potentials.
Solid lines in (D, E, and F) are parabolic curves using linear-response assumptions.
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Figure S5: Lithium electroreduction in DME at the anode interface. (A, B, and C) Proba-
bility distributions P (∆E) of the vertical energy gap ∆E, and (D, E, and F) their associated
free energy curves for both the Li+ and Li0 in DME. Results are shown for various bias po-
tentials. Solid lines in (D, E, and F) are parabolic curves using linear-response assumptions.
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