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1. Introduction. In this paper we establish a connection between Nash equi-13

libria in two different types of game. The first type is the two-player, nonzero-sum14

Dynkin game of optimal stopping (for general background on optimal stopping prob-15

lems the reader is referred to [24]). Player i ∈ {1, 2} chooses a stopping time τi for16

a strong Markov process X = (Xt)t≥0 defined on an interval (x`, xr) ⊆ R. At time17

τ1 ∧ τ2 the game ends, each player i ∈ {1, 2} receiving a reward Ji(τ1, τ2) specified by18

the reward functions fi, gi, hi, where19

Ji(τ1, τ2) := fi(Xτi)1{τi<τ−i} + gi(Xτ−i)1{τ−i<τi} + hi(Xτi)1{τi=τ−i},(1.1)20

the subscript −i denoting the other player. In this context equilibrium strategies21

(τ1, τ2) of the form22

(1.2) τ1 = inf{t ≥ 0 : Xt ≤ `} and τ2 = inf{t ≥ 0 : Xt ≥ r},23

for constants `, r ∈ (x`, xr) with ` < r, are referred to as threshold-type equilibria.24

A recent example is in [11], in which the thresholds `, r are drawn from the disjoint25

strategy spaces S1 and S2 respectively where26

(1.3) S1 := [x`, a], S2 := [b, xr],27

for some constants a, b with x` < a < b < xr.28

The second type of game is a deterministic generalised game [13] (or abstract econ-29

omy [1]) with n ≥ 2 players, where n will depend on the structure of the equilibrium30

studied in the Dynkin game. Since the examination of all cases n ≥ 2 is reserved for31

future work, however, we focus on n = 2 and simply provide an example with n = 3.32

The connection yields novel equilibria in the Dynkin game. This novelty is three-33

fold. Firstly, while threshold-type equilibria correspond to the case n = 2, the cases34

n > 2 yield equilibria with more complex structures which, to the best of our knowl-35

edge, have not been previously studied. Secondly we obtain novel equilibria of thresh-36

old type, since both cases a < b and a ≥ b are permitted. Thirdly the reward functions37

are not required to be differentiable.38
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2 R. MARTYR AND J. MORIARTY

In the threshold-type case, we also obtain the novel result that the equilibria39

are unique among Markovian strategies, rather than simply in the class of threshold-40

type strategies. Finally, we obtain sufficient conditions for threshold-type equilibria41

to be stable under perturbation of the thresholds. More precisely, we show that if42

the equilibrium threshold of either player is perturbed within appropriate bounds43

then the equilibrium is restored in the limit through policy iteration. This property44

is obtained under more general conditions than in previous work: for example, the45

resulting sequences of thresholds are not necessarily monotone.46

1.1. Setting. We will take X to be Brownian motion on (0, 1), absorbed at the47

boundaries x` = 0 and xr = 1. That is, let W = (Wt)t≥0 be a one-dimensional stan-48

dard Brownian motion defined on a filtered probability space (Ω,F ,F = (Ft)t≥0,P),49

where F is the universally completed filtration [7, p. 27]. We will write the probability50

measure as Px in the case P({W0 = x}) = 1, and denote the expectation operator51

with respect to Px by Ex. Then set52

Xt = Wt∧ζ ,(1.4)53

where ζ = inf{t ≥ 0: Wt /∈ (0, 1)}. We set φ(0) = φ(1) = 0 for every measurable54

function φ on [0, 1]. Let T denote the set of all F-stopping times with values in [0,∞]55

and B([0, 1]) denote the Borel σ-algebra on [0, 1]. For each measurable set A, write56

the associated first entrance (or ‘debut’) time of X as57

(1.5) DA := inf{t ≥ 0: Xt ∈ A} = inf{t > 0: Xt ∈ A} a.s.58

(The second equality follows since every point is regular for Brownian motion, see for59

example [21, Remark 8.2].)60

The basic assumption in this paper is the following:61

Assumption 1.1. For i = 1, 2 the functions fi, gi and hi are continuous on [0, 1],62

and satisfy fi ≤ hi ≤ gi and fi(x) = gi(x) = 0 for x ∈ {0, 1}.63

Although the link which we establish between games is valid in wide generality,64

obtaining specific results requires specific choices to be made on the geometry of the65

reward functions in the Dynkin game. We consider two possible choices:66

Assumption 1.2 (Section 4). There exist points a, b ∈ (0, 1), not necessarily67

satisfying a ≤ b, such that:68

(i) f1 is concave on [0, a] and is convex on [a, 1],69

(ii) f2 is convex on [0, b] and is concave on [b, 1],70

(iii) If b ≤ a then fi < gi on [b, a] for i = 1, 2,7172

or the more complex73

Assumption 1.3 (Section 6). There exist points a1 and a2 with 0 < a1 ≤ a2 <74

b < 1 such that:75

(i) f1 is convex on [0, a1], concave on [a1, a2] and convex on [a2, 1],76

(ii) f2 is convex on [0, b] and concave on [b, 1],7778

and we leave the construction of further examples to the reader.79

The results of Section 5 require more regularity and there we adopt a strengthened80

version of Assumption 1.2 (Assumption 5.1). Finally we note that the boundary and81

inequality constraints in Assumption 1.1 can be weakened somewhat (see Section 3.282

and Remark 4.3 respectively).83
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OPTIMAL STOPPING GAMES AND GNEP 3

1.2. Background. For general background on game theory we refer the reader84

to [14]. Regarding the structure of Nash equilibria, in nonzero-sum Dynkin games85

this has recently been investigated in [3] and [11]. There, sufficient conditions for the86

existence of threshold-type equilibria, and their uniqueness in this class, are obtained.87

A key difference between the case n = 2 of the present paper and the latter work is88

that there, the functions fi in (1.1) are twice differentiable and have unique points89

of inflexion a and b respectively with a < b, conditions which may all be relaxed in90

the present approach. Other differences are the inclusion of time discounting and of91

linear diffusion models for X, and these points are discussed in our setup in Appendix92

E.93

Our results on stability relate to an iterative approximation scheme for Nash94

equilibria, which has been previously studied outside the Markovian framework in95

[15] and, in the Markovian framework, in [6], [9], [17] and [22]. In [17] it is assumed96

that fi = gi and in [6], [9] and [22] a condition related to superharmonicity is imposed97

for the gi. The latter conditions ensure monotone convergence over the iteration,98

whereas the approach via stability in Section 5 does not rely on monotonicity.99

The remainder of this paper is organised as follows. In Section 2 the two game100

settings are presented and connected. Useful alternative expressions for the expected101

rewards in the Dynkin game are developed in Section 3, and our results on existence,102

uniqueness and stability for threshold-type equilibria follow in Sections 4 and 5. Fi-103

nally, in Section 6 we discuss Dynkin game equilibria with more complex stopping104

regions than the threshold type.105

2. Two games. Our first aim in this work is to establish an equivalence between106

threshold-type equilibrium strategies in Dynkin games and equilibrium strategies in107

related static, deterministic games. We begin by remarking on the specification ` < r108

in (1.2). It is easy to see that both players’ stopping times for threshold-type strategies109

in the Dynkin game are Px−almost surely positive if and only if ` < r and x ∈ (`, r).110

Therefore, when ` ≥ r in (1.2) the Dynkin game is trivial in that it ends immediately,111

and so we seek to exclude such cases. We will show that the ordering ` < r in the112

threshold-type strategy may be induced by generalising the classical deterministic113

game. Further, in Section 6 the generalised game also provides a convenient way to114

explicitly establish player 1’s stopping structure in a more complex example.115

2.1. Generalised Nash equilibrium. In the n-player generalised game each116

player’s set of available strategies, or feasible strategy space, depends on the strategies117

chosen by the other n − 1 players. The case n = 2 is as follows. Player i ∈ {1, 2}118

has a strategy space Si and a set-valued map Ki : S−i ⇒ Si determining their feasible119

strategy space. Denoting a generic strategy for player i by si, a strategy pair (s1, s2)120

is then feasible if si ∈ Ki(s−i) for i = 1, 2. Setting S1 = [0, a] and S2 = [b, 1], the pair121

of mappings K1 : [b, 1] ⇒ [0, a] and K2 : [0, a] ⇒ [b, 1] will be given by122

K1(y) = [0, y ∧ a],

K2(x) = [x ∨ b, 1],
(2.1)123

where a and b are given constants lying in the interval (0, 1). That is, the feasible124

strategy pairs are given by the convex, compact set125

(2.2) C = {(x, y) ∈ [0, a]× [b, 1] : x ≤ y}.126

This choice of C will be appropriate for equilibria of the threshold form (1.2) in the127

Dynkin game. (The set C will be modified in Section 6 below, where an example of128
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4 R. MARTYR AND J. MORIARTY

a more complex equilibrium is studied). Letting R̄ = [−∞,+∞] denote the extended129

real line and writing Ui : C → R̄ for the utility function of player i, the generalised130

Nash equilibrium problem is then given by:131

Definition 2.1 (GNEP, n = 2). Find s∗ = (s∗1, s
∗
2) ∈ C which is a Nash equilib-132

rium, that is:133

(2.3)


U1(s∗) = sup

(s1,s∗2)∈C
U1(s1, s

∗
2),

U2(s∗) = sup
(s∗1 ,s2)∈C

U2(s∗1, s2).
134

It is interesting to note that in the case a < b, which is analysed in [3] and [11], the135

generalised problem (2.3) reduces to a classical game (that is, where each player’s136

feasible strategy space does not depend on the other player’s chosen strategy). One137

advantage of the generalised problem (2.3) is therefore in enabling a natural analysis138

of the case a ≥ b as well.139

In the proofs below it will be convenient to write S := S1×S2. We will also make140

use of the following definition:141

Definition 2.2. Let s = (s1, s2, . . . , sn) ∈ Rn and w ∈ R. Then for each i ∈142

{1, . . . , n} we will write (w, s−i) for the vector s modified by replacing its ith entry143

with w.144

A useful method for establishing the existence of solutions in such nonzero-sum145

classical games is to appeal to quasi-concavity (see e.g. [14, p. 34]) and we will use146

this approach as a tool, providing the necessary details in the Appendix.147

2.2. Optimal stopping. We also consider a Dynkin game with two players148

which formalises the one in Section 1 with x` = 0 and xr = 1. Each player observes149

the process X and can stop the game to receive a reward (which may be positive or150

negative) depending on the process value and on who stopped the game first.151

Each player i ∈ {1, 2} chooses a stopping time τi lying in T as their strategy. Let152

fi, gi and hi be real-valued reward functions on [0, 1] which respectively determine153

the reward to player i from stopping first, second, or at the same time as the other154

player. For convenience we will refer to the fi as the leader reward functions and to155

the gi as the follower reward functions. Assumption 1.1 (cf. Section 1.1) makes the156

game similar to a war of attrition, and is commonly assumed in stopping games (see157

for example [6, 9, 12, 22, 23]). Part (iii) of Assumption 1.2 is a mild strengthening of158

Assumption 1.1 made for technical reasons.159

Given a pair of strategies (τ1, τ2) and recalling the reward defined in (1.1), we160

denote the expected reward to player i by161

(2.4) Mx
i (τ1, τ2) = Ex [Ji(τ1, τ2)] .162

The problem of finding a Nash equilibrium for this Dynkin game is then:163

Definition 2.3 (DP). Find a pair (τ∗1 , τ
∗
2 ) ∈ T ×T such that for every x ∈ (0, 1)164

we have:165

(2.5)


Mx

1 (τ∗1 , τ
∗
2 ) = sup

τ1∈T
Mx

1 (τ1, τ
∗
2 )

Mx
2 (τ∗1 , τ

∗
2 ) = sup

τ2∈T
Mx

2 (τ∗1 , τ2).
166

If τ∗1 = DS1
and τ∗2 = DS2

with S1, S2 ∈ B([0, 1]), then the Nash equilibrium167

(DS1
, DS2

) is said to be Markovian.168
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2.3. Linking the games. We now present the link between the games in the169

case n = 2, which is the setting used until Section 6, where we consider n = 3. The170

idea is that after a suitable transformation of the stopping problems, threshold-type171

solutions to the DP can be characterised by the slopes U1(x, y) and U2(x, y) of certain172

secant lines. This gives nothing else than a deterministic game, which may be studied173

in the above generalised setting in order to discover additional novel equilibria. We174

will close this section by illustrating that this link between the DP and GNEP does175

not preserve the zero-sum property.176

2.3.1. Construction of utility functions for the GNEP. For (x, y) ∈ [0, 1]2177

we define178

U1(x, y) =

{
f1(x)−g1,[y,1](x)

y−x , x < y,

−∞, otherwise,

U2(x, y) =

{
f2(y)−g2,[0,x](y)

y−x , x < y,

−∞, otherwise,

(2.6)179

where the functions g1,[y,1] and g2,[0,x] are given by:180

g1,[y,1](x) =

{
g1(y) · xy , ∀x ∈ [0, y)

g1(x), ∀x ∈ [y, 1],
(2.7)181

g2,[0,x](y) =

{
g2(y), ∀y ∈ [0, x]

g2(x) · 1−y1−x , ∀y ∈ (x, 1].
(2.8)182

183

Note the utility functions in (2.6) are continuous and bounded above on C by As-184

sumption 1.1.185

Remark 2.4.186

(i) The rationale for the form (2.6) of U1 is as follows (references to the relevant187

results below are given in parentheses). Suppose that (D[0,`], D[r,1]) is a Nash188

equilibrium in the DP. Then player 1’s strategy solves an optimal stopping189

problem with obstacle f1−g1,[r,1] (Lemma 3.4). The function U1 characterises190

this solution under our sufficient conditions (Theorem 4.1 and Assumption191

1.2). Similar comments of course apply to player 2.192

(ii) The so-called double smooth-fit condition in the DP holds when in equilibrium193

the players’ expected rewards, considered as functions of the initial point x,194

are differentiable across the thresholds ` and r respectively (see, for example,195

[3]). The characterisation described in (i) does not assume smooth reward196

functions. However if the reward functions are differentiable and the equilib-197

rium thresholds lie away from the boundaries (that is, (`, r) ∈ (0, a)× (b, 1))198

then the double smooth-fit condition will be seen to hold (Remark 4.3). If199

either of the equilibrium thresholds lies at a boundary then double smooth200

fit does not hold in general (Remark 4.3-(iii)).201

(iii) In Section 6 we show that more complex equilibria than the threshold type202

may be obtained by considering GNEPs with three or more players.203

2.3.2. Remark on the zero-sum property. It is interesting to note that the204

zero-sum property in the DP does not imply the same for the GNEP and vice versa.205

This manuscript is for review purposes only.
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Suppose that the GNEP (2.6) has zero sum: that is,206

(2.9)

2∑
i=1

Ui(x, y) = 0, ∀ (x, y) ∈ S.207

Recall the definition of the utility functions in (2.6) and that f1(0) = g2(0) = g1(1) =208

f2(1) = 0. Then considering separately the case x = 0, y ∈ [b, 1] in (2.9) and the case209

y = 1, x ∈ [0, a], we conclude that f1(x) = f2(y) = 0, ∀ (x, y) ∈ S. Then in the DP,210

any nonzero choice of the reward functions gi satisfying Assumption 1.1 results in a211

game with fi 6= −g−i and hence is nonzero sum.212

On the other hand, suppose that a < b and consider the zero-sum DP with reward213

functions214

f1(x) =

{
x(a− x), x ∈ [0, a]

(1− x)(a− x), x ∈ (a, 1],
215

g1(x) =

{
x(b− x), x ∈ [0, b)

(1− x)(b− x), x ∈ [b, 1],
216

f2 = −g1, g2 = −f1, h1 = −h2.217218

Then for (x, y) ∈ S the sum of the rewards in the GNEP is219

2∑
i=1

Ui(x, y) = x

(
a− x
y − x

)(
1 +

1− y
1− x

)
−
(

(1− y)(b− y)

y − x

)(
y + x

y

)
,220

which is strictly positive for (x, y) ∈ {0, a}× (b, 1), and so the GNEP is not zero sum.221

3. Best responses. In this section we provide three equivalent expressions for222

best responses in the Dynkin game. These will be used to establish the existence and223

uniqueness results of Sections 4 and 5.224

3.1. Single player problem. Suppose that in the Dynkin game, the strategy225

of player −i is specified by a set A ∈ B([0, 1]) on which that player stops.226

Definition 3.1. A measurable function φ : [0, 1]→ R is said to be superharmonic227

on A if for every x ∈ [0, 1] and τ ∈ T :228

φ(x) ≥ Ex[φ(Xτ∧DAc )].229

A measurable function φ : [0, 1] → R is said to be subharmonic on A if −φ is super-230

harmonic on A, and harmonic on A if it is both superharmonic and subharmonic on231

A. If A = [0, 1] then φ is simply said to be superharmonic, subharmonic, or harmonic232

as appropriate.233

Taking A = [0, 1] and τ = ζ in Definition 3.1, the convention φ(0) = φ(1) = 0234

implies that the superharmonic functions φ on [0, 1] are non-negative. Moreover, since235

X is a diffusion on its natural scale, superharmonic (respectively subharmonic and236

harmonic) functions are concave (resp. convex, linear) on convex subsets of [0, 1] (see237

[10, p. 179]).238

The following useful result, the proof of which can be found in [4] or [12] for239

example, states a key property of the resulting optimal stopping value function for240

player i.241
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Lemma 3.2. For A ∈ B([0, 1]) and functions f , g and h satisfying Assump-
tion 1.1, the map

x 7→ V A(x) := sup
τ∈T

Ex
[
f(Xτ )1{τ<DA} + g(XDA)1{DA<τ} + h(XDA)1{τ=DA}

]
,

is superharmonic on Ac.242

Definition 3.3. Given a bounded measurable function φ : [0, 1]→ R, and recall-243

ing the first entrance time defined in (1.5), define φA : [0, 1]→ R by244

(3.1) φA(x) := Ex [φ(XDA)] .245

It is not difficult to show (using the strong Markov property) that for any mea-246

surable function φ, the function φA is harmonic on Ac. Moreover, it is continuous247

whenever φ is continuous [21, Chapter 8]. The next lemma expresses the optimisation248

problem for player i as equivalent optimal stopping problems.249

Lemma 3.4. For x ∈ (0, 1) consider the problems250

V A(x) = sup
τ∈T

Mx(τ,DA),(3.2)251

V̄ A(x) = sup
τ∈T

M̄x(τ,DA),(3.3)252

Ṽ A(x) = sup
τ∈T

M̃x(τ,DA),(3.4)253
254

where for τ ∈ T we have255

Mx(τ,DA) := Ex
[
f(Xτ )1{τ<DA} + g(XDA)1{DA<τ} + h(XDA)1{τ=DA}

]
,(3.5)256

M̄x(τ,DA) := Ex
[
f(Xτ )1{τ<DA} + g(XDA)1{τ≥DA}

]
,(3.6)257

M̃x(τ,DA) := Ex
[{
f − gA

}
(Xτ )1{τ<DA}

]
,(3.7)258259

and f , g and h are functions satisfying Assumption 1.1. Then, recalling Definition260

3.3, we have261

(3.8) V A(x) = V̄ A(x) = gA(x) + Ṽ A(x).262

Proof. Let τ ∈ T and x ∈ (0, 1) be arbitrary. We have M̄x(τ,DA) ≥ Mx(τ,DA)263

and therefore V̄ A(x) ≥ V A(x). To show the reverse inequality, first recall from Lemma264

3.2 that x 7→ V A(x) is superharmonic on Ac. By Assumption 1.1 we have V A ≥ f on265

(0, 1), so that V A(Xτ )1{τ<DA} ≥ f(Xτ )1{τ<DA} a.s., while from the strong Markov266

property we have V A(XDA) = g(XDA) a.s. It follows from (3.6) and superharmonicity267

that268

M̄x(τ,DA) ≤ Ex
[
V A(Xτ∧DA)

]
≤ V A(x),269

and taking the supremum over τ we have V̄ A(x) = V A(x). Finally, recalling Definition270

3.3 we have271

(3.9) M̄(τ,DA)− gA(x) = Ex
[{
f − gA

}
(Xτ )1{τ<DA}

]
.272

Remark 3.5. It follows from (3.8) that273

V A(x) = f(x) ⇐⇒ Ṽ A(x) = f(x)− gA(x).274

That is, defining the stopping region to be the subset of Ac on which the obstacle equals275

the value function, the optimal stopping problems V A(x) and Ṽ A(x) have identical276

stopping regions. An easy consequence is that if x ∈ Ac lies in either stopping region277

then f(x) ≥ gA(x), and that if f ≤ gA on Ac then τ = DA is optimal in (3.4).278
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3.2. Rewards at the boundary. We close this section by noting that the re-279

sults established in the remainder of the paper will remain true if, instead of requiring280

fi(x) = gi(x) = 0 for x ∈ {0, 1} in Assumption 1.1, the reward functions merely281

take equal values at the boundary. This slightly more general setting is customary in282

the literature on optimal stopping games [3, 12]. For this, it suffices to observe that283

Lemma 3.2 remains true when the same relaxation is made. (An analogous argument284

outside the Markovian framework can be found in [19, p. 1920].)285

Corollary 3.6. The conditions of Lemma 3.4 may be relaxed to allow fi(x) =286

hi(x) = gi(x) =: Hi(x), x ∈ {0, 1}, i = 1, 2.287

Proof. Consider the expected reward (3.5) with the additional reward H(x) re-288

ceived at the boundary points x ∈ {0, 1}. Then recalling the definition of ζ from289

Section 1.1, the new expected reward has the form:290

M̌x(τ,DA) = Ex
[{
f(Xτ )1{τ<DA} + g(XDA)1{τ>DA}

+ h(XDA)1{τ=DA}
}
1{(τ∧DA)<ζ} +H(Xζ)1{(τ∧DA)≥ζ}

]
.

(3.10)291

Then defining H{0,1} as in Definition 3.3 (with φ = H and A = {0, 1}) and using the292

strong Markov property we can show that,293

M̌x(τ,DA)−H{0,1}(x) = Ex
[{
f̃(Xτ )1{τ<DA} + g̃(XDA)1{τ>DA}294

+ h̃(XDA)1{τ=DA}
}
1{(τ∧DA)<ζ}

]
295

= Ex
[
f̃(Xτ )1{τ<DA} + g̃(XDA)1{τ>DA} + h̃(XDA)1{τ=DA}

]
,296297

where f̃ = f −H{0,1}, g̃ = g−H{0,1} and h̃ = h−H{0,1}, which is nothing more than298

(3.5) with these new rewards instead of f , g and h respectively.299

4. Existence of threshold-type equilibria. In this section we impose As-300

sumption 1.2 and exploit the link between games to establish existence results for the301

DP. We show, firstly, that there is an equivalence between solutions to the GNEP with302

utility functions given by (2.6) and threshold-type solutions to the DP (Theorem 4.1).303

As shown in the Appendix (Lemma A.3), a standard argument using quasi-concavity304

establishes the existence of solutions to the GNEP under Assumption 1.2. As a corol-305

lary we obtain the existence of threshold-type solutions to the DP (Corollary 4.2).306

This result includes the case a > b, which is novel when compared with the existing307

literature. The case when at least one of the functions fi is not differentiable is also308

novel.309

Our first main result is the following.310

Theorem 4.1. Under Assumption 1.2, (`, r) ∈ [0, a]× [b, 1] with ` < r is a solu-311

tion to the GNEP (2.3) if and only if (D[0,`], D[r,1]) is a Nash equilibrium in the DP312

(2.5).313

Proof. We first aim to establish that for every r ∈ [b, 1], a point `r ∈ [0, a] with314

`r < r satisfies,315

(4.1) U1(x, r) ≤ U1(`r, r), ∀x ∈ [0, r),316

if and only if317

(4.2) V
[r,1]
1 (x) := sup

τ1∈T
Mx

1 (τ1, D[r,1]) = Mx
1 (D[0,`r], D[r,1]), ∀x ∈ [0, 1].318
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Let r ∈ [b, 1] and `r ∈ [0, a] with `r < r be given. We will make use of the function319

ur(x) := Mx
1 (D[0,`r], D[r,1])− g1,[r,1](x)320

=


f1(x)− g1,[r,1](x), x ∈ [0, `r),(
f1(`r)− g1,[r,1](`r)

)
r−x
r−`r , x ∈ [`r, r),

0, x ∈ [r, 1],

(4.3)321

322

where the middle line is a straightforward consequence of the expected reward for323

threshold strategies and the fact that, for x ∈ [0, r], we have324

g1(r)
x− `r
r − `r

− g1,[r,1](x) = g1(r)

(
x− `r
r − `r

− x

r

)
325

= g1(r)

(
r(x− `r)− x(r − `r)

r(r − `r)

)
326

= −g1(r)

(
`r
r

)(
r − x
r − `r

)
= −g1,[r,1](`r)

r − x
r − `r

.(4.4)327
328

Sufficiency (⇐= ).329

Suppose that (4.2) is satisfied. Substituting this in (4.4), dividing both sides of330

(4.3) by r − x (when x < r), and using the definition (2.6) of U1, we obtain331

(4.5)
V

[r,1]
1 (x)− g1,[r,1](x)

r − x
=

{
U1(x, r), ∀x ≤ `r
U1(`r, r), ∀`r < x < r.

332

It is easy to see that V
[r,1]
1 (r) = g1(r) = g1,[r,1](r) and V

[r,1]
1 (x) ≥ f1(x) for all333

x ∈ [0, r]. Therefore we have,334

(4.6) U1(`r, r) ≥ U1(x, r), ∀x ∈ (`r, r).335

To treat the case x ∈ [0, `r], note from Lemma 3.4 and Lemma 3.2 that x 7→ V
[r,1]
1 (x)−336

g1,[r,1](x) is superharmonic on [0, r) and also non-negative (to see the latter, take337

f = f1, g = g1, A = [r, 1] and τ = DA in (3.7)). For 0 ≤ x < y ≤ 1 define338

τx,y = D{x} ∧ D{y}. Using superharmonicity and the fact that X is a positively339

recurrent diffusion, for every 0 ≤ x ≤ `r we have,340

V
[r,1]
1 (`r)− g1,[r,1](`r) ≥ E`r

[
V

[r,1]
1 (Xτx,r )− g1,[r,1](Xτx,r )

]
341

=
(
V

[r,1]
1 (x)− g1,[r,1](x)

)
E`r
[
1{D{x}<D{r}}

]
342

=
(
V

[r,1]
1 (x)− g1,[r,1](x)

) r − `r
r − x

.(4.7)343
344

Since for all 0 ≤ x ≤ `r we have V
[r,1]
1 (x) = f1(x), (4.7) gives345

U1(x, r) ≤ U1(`r, r), ∀x ∈ [0, `r],346

and together with (4.6) establishes (4.1).347

Necessity ( =⇒ ).348

Suppose that the pair (`r, r) satisfies (4.1) with ` = `r. We will establish (4.2) by349

showing that350

(4.8) ur(x) = V
[r,1]
1 (x)− g1,[r,1](x), ∀ x ∈ [0, 1].351
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10 R. MARTYR AND J. MORIARTY

By construction (4.8) holds for x ∈ [r, 1], and so we restrict attention to the domain352

[0, r]. By Lemma 3.4 it is sufficient to show that ur is the value function of the353

optimal stopping problem on [0, r] with the obstacle ϑ := f1 − g1,[r,1]. Therefore354

using Proposition 3.2 in [10], it is enough to show that ur is the smallest non-negative355

concave majorant of ϑ on [0, r]. The majorant property on [`r, r) follows from (4.1),356

which gives357

(4.9) f1(x)− g1,[r,1](x) ≤
(
f1(`r)− g1,[r,1](`r)

)( r − x
r − `r

)
, ∀ x ∈ [0, r),358

and the majorant property at x = r follows from recalling that f1(r) ≤ g1(r). For359

nonnegativity we first recall that the reward functions are null at the boundaries, so360

taking x = 0 in (4.9) gives 0 ≤ f1(`r) − g1,[r,1](`r) = ur(`r). Combining this with361

the fact that ur equals the obstacle on [0, `r], and hence is concave there, establishes362

nonnegativity. For concavity we note that ur is a straight line on [`r, r], so it remains363

only to consider any x1 ∈ [0, `r) and x2 ∈ (`r, r]. Then we have364

x2 − `r
x2 − x1

ur(x1) +
`r − x1
x2 − x1

ur(x2) =
x2 − `r
x2 − x1

[f1(x1)− g1,[r,1](x1)]365

+
`r − x1
x2 − x1

(
f1(`r)− g1,[r,1](`r)

)(r − x2
r − `r

)
366

≤ x2 − `r
x2 − x1

(
f1(`r)− g1,[r,1](`r)

)(r − x1
r − `r

)
367

+
`r − x1
x2 − x1

(
f1(`r)− g1,[r,1](`r)

)(r − x2
r − `r

)
368

= f1(`r)− g1,[r,1](`r) = ur(`r),369370

where the inequality follows from (4.1). Finally, since ur equals the obstacle on [0, `r]371

and is a straight line on [`r, r], it is smaller than any other nonnegative concave372

majorant on [0, r].373

It may be proved similarly that for every ` ∈ [0, a], a point r` ∈ [b, 1] with ` < r`374

satisfies,375

(4.10) U2(`, y) ≤ U2(`, r`), ∀y ∈ (`, 1],376

if and only if377

(4.11) V
[0,`]
2 (x) := sup

τ2∈T
Mx

2 (D[0,`], τ2) = Mx
2 (D[0,`], D[r`,1]), ∀x ∈ [0, 1].378

The proof concludes by noticing that for each r ∈ [b, 1] and ` ∈ [0, a],379

sup
x∈[0,r)

U1(x, r) = sup
x∈[0,a∧r]

U1(x, r),(4.12)380

sup
y∈(`,1]

U2(`, y) = sup
y∈[`∨b,1]

U2(`, y).(4.13)381

382

For r ∈ (a, 1], eq. (4.12) follows from the convexity of f1 − g1,[r,1] on [a, r] and the383
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fact that f1(r) ≤ g1(r) = g1,[r,1](r):384

f1(x)− g1,[r,1](x)

r − x
≤
f1(a)− g1,[r,1](a)

r − a
+

(
f1(r)− g1,[r,1](r)

r − a

)(
x− a
r − x

)
385

≤
f1(a)− g1,[r,1](a)

r − a
, ∀x ∈ (a, r).386

387388

The boundary case x = r is excluded since U1(r, r) = −∞. Similar reasoning estab-389

lishes (4.13).390

Corollary 4.2. Under Assumption 1.2, there exists a pair (`∗, r∗) ∈ [0, a]×[b, 1]391

such that (D[0,`∗], D[r∗,1]) is a solution to the DP.392

Proof. See Appendix.393

Remark 4.3.394

(i) Suppose the leader reward functions are differentiable. Then the smooth-fit395

condition can now easily be obtained for player 1 by differentiating (2.6) at396

x = ` and applying (4.1). Smooth fit for player 2, and hence the double397

smooth-fit condition, follows similarly.398

(ii) It follows from the proof of Theorem 4.1 that Assumption 1.1 may be weak-399

ened. For example, taking hi = gi for simplicity, it is sufficient to assume400

that fi ≤ gi on S−i.401

(iii) Note that thresholds may lie at boundaries: for example, the case ` = 0402

is possible. Since the boundaries are absorbing and the rewards are zero403

there, stopping then becomes irrelevant for player 1. This case is therefore404

equivalent to player 1 never stopping. Similarly the case r = 1 is possible, and405

is equivalent to player 2 never stopping. In such cases the double smooth-fit406

condition (Remark 2.4-(ii)) does not hold in general, even when the reward407

functions are smooth. In Section 5 we provide a condition (Assumption 5.1-408

4)) which is sufficient to exclude such boundary cases.409

5. Stability and uniqueness results. In this section we exploit the above410

connection to obtain additional novel results for Nash equilibria in the DP. We define411

a concept of stability and provide a sufficient condition under which it holds locally412

(Corollary 5.3), showing in Theorem 5.5 that this condition always holds in the par-413

ticular case of zero-sum Dynkin games. By establishing global stability, Theorem414

5.6 provides sufficient conditions for uniqueness of the threshold-type equilibrium of415

Corollary 4.2 among the Markovian strategies. Theorem 5.9 provides an additional416

novel uniqueness result for the DP.417

5.1. Policy iteration. We will apply the Gauss-Seidel policy iteration or418

tâtonnement process [5, 14] to the GNEP. This iteration scheme has previously been419

used for Dynkin games in [9] and [17] and, outside the Markovian framework, in [15].420

Throughout Section 5, for ease of exposition we strengthen Assumption 1.2 to the421

following:422

Assumption 5.1. Assumption 1.2 holds, with:423

1) a < b,424

2) strict convexity and strict concavity,425

3) fi, gi ∈ C2[0, 1], and426

4) For all (x, y) ∈ [0, a] × [b, 1] there exists (x̂, ŷ) ∈ (0, a] × [b, 1) with f1(x̂) >427

g1(y) · x̂y and f2(ŷ) > g2(x) · 1−ŷ1−x .428
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12 R. MARTYR AND J. MORIARTY

Parts 1) and 3) of Assumption 5.1 imply that the GNEP utility functions are finite429

and smooth on S, which is convenient for the policy iteration. Part 2) says that f1 is430

strictly concave on [0, a] and strictly convex on [a, 1], and f2 is strictly convex on [0, b]431

and strictly concave on [b, 1]. This ensures that iteration (i) below is well defined. Part432

4) removes the need to consider the points 0 and 1 as candidate thresholds during the433

iteration, which is convenient since the principle of smooth fit (used below) may break434

down there. Recalling the equality (3.8), this is straightforward to see from (3.4),435

(3.7) and (2.7)–(2.8). Similarly, Part 4) also ensures that threshold-type equilibria436

have their thresholds in (0, 1) and not at either boundary 0 or 1.437

Taking `(1) ∈ [0, a], we consider the following two iteration schemes:438

(i) In the GNEP: taking r(1) = arg max
y∈[b,1]

U2(`(1), y), for n ≥ 2 define439

(5.1) `(n) = arg max
x∈[0,a]

U1(x, r(n−1)), r(n) = arg max
y∈[b,1]

U2(`(n), y).440

(ii) In the DP: taking A1 = [0, `(1)], for n ≥ 1 define441

(i) V2n(x) = sup
τ
M̄x

2 (τ,DA2n−1),

(ii) A2n = {x ∈ [0, 1] \A2n−1 : V2n(x) = f2(x)},
(iii) V2n+1(x) = sup

τ
M̄x

1 (τ,DA2n
),

(iv) A2n+1 = {x ∈ [0, 1] \A2n : V2n+1(x) = f1(x)},

(5.2)442

where M̄x
i (τ,DA), i ∈ {1, 2}, is given by (3.6) with f = fi and g = gi.443

We will call a solution s∗ = (`∗, r∗) to the GNEP (2.3) globally stable if for any444

`(1) ∈ [0, a] the iteration (5.1) satisfies `(n) → `∗ and r(n) → r∗, and locally stable445

if this convergence holds only for `(1) in a neighbourhood of `∗. Similarly we call a446

threshold-type solution s′ = (D[0,`′], D[r′,1]) to the DP (2.5) globally stable if for any447

`(1) ∈ [0, a] the iteration (5.2) satisfies448

lim inf
n→∞

A2n−1 = lim sup
n→∞

A2n−1 = [0, `′],

lim inf
n→∞

A2n = lim sup
n→∞

A2n = [r′, 1],
449

and locally stable if convergence holds only for `(1) in a neighbourhood of `′.450

5.2. Local stability. We will appeal to the following local stability result for451

the GNEP:452

Proposition 5.2 (Theorem 1.2.3, [18]). Suppose that Assumption 5.1 holds and453

that (`∗, r∗) ∈ (0, a)× (b, 1) is a solution to the GNEP. For w ∈ S1 set454

ȳ = ȳ(w) = arg max
y∈S2

U2(w, y),

x̄ = x̄(w) = arg max
x∈S1

U1(x, ȳ(w)),
(5.3)455

and456

T (w, x̄, ȳ) :=
∂xyU1(x̄, ȳ)

∂xxU1(x̄, ȳ)

∂xyU2(w, ȳ)

∂yyU2(w, ȳ)
.457

If it is true that458

(5.4) ρ0 = |T (`∗, `∗, r∗)| < 1,459
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then there exists δ > 0 such that ∀ `(1) ∈ [0, a] satisfying |`(1) − `∗| < δ, the sequence460

{`(n)}n≥1 in (5.1) converges to `∗. The convergence is exponential: for any ε > 0461

there exists a positive constant c(`(1); ε) such that462

(5.5) |`(n) − `∗| ≤ c(`(1); ε)(ρ0 + ε)n.463

Our next result is on local stability for the DP.464

Corollary 5.3. Suppose Assumption 5.1 holds. If (D[0,`∗], D[r∗,1]) is a solution465

to the DP such that (5.4) holds, then it is locally stable.466

Proof. We have from Assumption 5.1 that (`∗, r∗) lies in (0, a)× (b, 1) and, from467

Theorem 4.1, that it is a solution to the GNEP. Applying Proposition 5.2, take `(1) ∈468

[0, a] satisfying |`(1) − `∗| < δ and consider the iteration given by (5.1). This yields469

sequences (`(n)) → `∗ and (r(n)) → r∗, taking values respectively in (0, a) and (b, 1).470

The proof of Lemma 3.4 and (4.11) then show that the stopping time D[r(n),1] is471

optimal in (5.2)-i) if A2n−1 = [0, `(n)]. Similarly, the stopping time D[0,`(n+1)] is472

optimal in (5.2)-iii) if A2n = [r(n), 1].473

Next we establish that the stopping region A2 is given by [r(1), 1]. From Remark474

3.5, we may study the optimal stopping problem (5.2)-i) in either of its equivalent475

forms (3.2) or (3.4) (taking f = f2, g = g2 and A = A1 = [0, `(1)]). Using (3.2),476

it is immediate from the strict convexity of the obstacle f2 on [`(1), b] and Dynkin’s477

formula that A2∩ [`(1), b] = ∅. On the other hand, considering problem (3.4) it follows478

from the strict concavity of the obstacle f2−g2,A1
on [b, 1] and the smooth fit principle479

that the obstacle lies strictly below the value function on [b, r(1)), establishing that480

A2 = [r(1), 1]. Arguing similarly for A3 and then proceeding inductively we obtain481

A2n+1 = [0, `(n+1)] and A2n+2 = [r(n+1), 1] for all n.482

Remark 5.4. The fact that A1 is an interval plays no role in the above proof,483

which only uses the inclusion A1 ⊆ [0, a].484

Local stability in the zero-sum DP. We also establish the following result on485

local stability of equilibria in the zero-sum DP, that is, when fi = −g−i, i ∈ {1, 2}.486

The result is novel to the best of our knowledge.487

Theorem 5.5. Under Assumption 5.1 every threshold-type solution of the zero-488

sum DP is locally stable.489

Proof. Let a threshold-type solution (D[0,`∗], D[r∗,1]) be given for the DP. We have490

V
[r∗,1]
1 + V

[0,`∗]
2 = 0. Using the principle of smooth fit we get,491

−g′2(`∗) = f ′1(`∗) =
g1(r∗)− f1(`∗)

r∗ − `∗
492

=
[−f2(r∗) + g2(`∗)]

r∗ − `∗
= −f ′2(r∗) = g′1(r∗).493

494

Using the expressions for U1 and U2 in (2.6), the general expressions for the partial495

derivatives of the utility functions, and the smooth fit principle at (w, ȳ) and (x̄, ȳ),496

one can show that497

(5.6) T (w, x̄, ȳ) =

(
f ′1(x̄)− g′1(ȳ)

f ′′1 (x̄)(ȳ − x̄)

)(
g′2(w)− f ′2(ȳ)

f ′′2 (ȳ)(ȳ − w)

)
.498

In this zero-sum context we therefore have T (`∗, `∗, r∗) = 0, and the local stability of499

the equilibrium point now follows from Proposition 5.2.500
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14 R. MARTYR AND J. MORIARTY

5.3. Global stability and uniqueness. There is a stronger version of the501

criterion (5.4) that guarantees the iteration scheme to converge irrespective of player502

1’s initial strategy `(1) ∈ [0, a]. Furthermore, the equilibrium strategy (`∗, r∗) thus503

obtained is unique.504

Theorem 5.6. Suppose that Assumption 5.1 holds and that the reward functions505

fi and gi satisfy506

(5.7) sup
w∈S1

∣∣∣∣(f ′1(x̄)− g′1(ȳ)

f ′′1 (x̄)(ȳ − x̄)

)(
g′2(w)− f ′2(ȳ)

f ′′2 (ȳ)(ȳ − w)

)∣∣∣∣ < 1,507

where ȳ = ȳ(w) and x̄ = x̄(w) are defined by (5.3). Then there exists (`∗, r∗) ∈508

(0, a)×(b, 1) such that (D[0,`∗], D[r∗,1]) is a solution to the DP. This solution is stable,509

and is unique in the class of Markovian strategies (DS1
, DS2

) for closed stopping sets510

S1 ⊆ [0, a] and S2 ⊆ [b, 1].511

Proof. Under Assumption 5.1 every solution (`∗, r∗) to the GNEP lies in (0, a)×512

(b, 1). A standard contraction argument then shows that under (5.7), there exists a513

unique solution (`∗, r∗) to the GNEP and, further, that it is globally stable (see for514

example Theorem 1 in [20] or Proposition 4.1 in [5]; see also Theorem 1.2.1 in [18]).515

Thus from Theorem 4.1, (D[0,`∗], D[r∗,1]) is a solution to the DP. The fact that it516

is stable follows from the corresponding property in the GNEP. Suppose that the DP517

has another solution (D[0,`], D[r,1]) with ` < r. Again arguing as in Corollary 5.3, the518

reward function geometry gives ` ∈ [0, a] and r ∈ [b, 1]. Therefore (`, r) is a solution519

to the GNEP and we have ` = `∗ and r = r∗ by uniqueness.520

Suppose that (DS1
, DS2

) is an equilibrium with closed stopping sets S1 ⊆ [0, a]521

and S2 ⊆ [b, 1]. Recalling Remark 5.4, now consider applying the iteration (ii) above,522

modified by choosing A1 = S1, to obtain A2 = [r, 1], say. Then by optimality S2 ⊆ A2.523

Finally it is not difficult to see from a standard ‘small ball’ argument that the strict524

concavity of f2 on [b, 1] implies that A2 \ S2 = ∅. We conclude similarly that A1 has525

the form [0, `], completing the proof.526

Remark 5.7. The sets S1 and S2 in Theorem 5.6 are closed in order to avoid527

trivialities, since every point is regular for standard Brownian motion. Note that the528

theorem establishes uniqueness among the Markovian strategies, rather than unique-529

ness among the subset of threshold-type strategies (cf. [11]).530

5.4. Examples. We begin this section by constructing an example DP satisfying531

the global stability condition (5.7). This example is then used to derive a second DP532

for which local stability, but not global stability, holds. Finally, we discuss local533

stability of the zero-sum DP.534

Global stability. Suppose that b−a > 1
2 and that Fi, Gi are functions satisfying535

Assumption 5.1 and furthermore,536

F1(x) = x(a2 − x), x ∈ [0, a2 ].537

It follows from Assumption 5.1 that F1 is negative on [a2 , 1]. Therefore, for every538

w ∈ S1 the ‘best response’ x̄(w) to ȳ(w) takes values in [0, a2 ], where we have the539

inequality540 ∣∣∣∣ F ′1(x)

F ′′1 (x)

∣∣∣∣ =
∣∣x− a

4

∣∣ ≤ 1
4 .541
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Since G′1 is bounded on [0, a] by Assumption 5.1, and recalling that ȳ ∈ [b, 1] by542

definition, for a sufficiently large constant R1 > 0 we have:543 ∣∣∣∣∣F ′1(x̄)− 1
R1
G′1(ȳ)

F ′′1 (x̄)(ȳ − x̄)

∣∣∣∣∣ ≤ 2 · 1

4
· 1

b− a
< 1.544

Therefore if player 1’s reward functions in the DP are f1 = F1 and g1 = 1
R1
G1 (which545

clearly satisfy Assumption 5.1), then the left hand parenthesis in (5.7) has absolute546

value less than 1. Similarly if we take F2(x) = (x − b+1
2 )(1 − x) for all x ∈ [ b+1

2 , 1]547

and let player 2’s reward functions be f2 = F2 and g2 = 1
R2
G2 for a sufficiently large548

constant R2, the right hand parenthesis in (5.7) has absolute value less than 1 and so549

the global stability condition (5.7) holds.550

Remark 5.8. Under Assumption 1.1 the reward functions in the DP must satisfy
fi ≤ gi on [0, 1]. Given the choice of gi in the example above, fi ≤ gi implies that the
rather strong condition Gi ≥ RiFi on [0, 1] must hold. Although Remark 4.3 shows
that Gi ≥ RiFi is only needed on S−i, there are alternative choices for gi that satisfy
Assumption 1.1 and lead to a conclusion similar to that of the example above. More
specifically, in the case i = 1, take any G1 ≥ max(0, F1) which is in C2[0, 1]. We can
define a function g1 which is in C2[0, 1], equal to G1 on [0, a2 ], dominates f1 on [0, 1],
and on [b, 1] its derivative g′1 is sufficiently small. For example, let x 7→ η(x) be the
standard mollifier,

η(x) =

{
C exp

(
1

x2−1
)
, |x| < 1

0, |x| ≥ 1

where C > 0 is chosen so that
∫
R η(x)dx = 1. For ε > 0 define ηε(x) := 1

ε η(xε ),551

Hε(x) =
∫ x
−∞ ηε(y)dy and set g1(x; ε) = Hε(

a
2 − x + ε)G1(x). For x ≤ a

2 we have552

g1(x; ε) = G1(x) ≥ F1(x) = f1(x). For x ≥ a
2 we have g1(x; ε) ≥ 0 ≥ F1(x) = f1(x)553

and, for an appropriate choice of ε, g′1(x; ε) = 0 on [b, 1].554

Local stability only. Global stability implies that the local stability condition555

(5.4) holds at the unique Nash equilibrium (`∗, r∗) in the DP we have just constructed.556

Taking the same reward functions in the DP, suppose now that player 1’s strategy is557

w0 ∈ S1 and that player 2’s best response is r∗. Then from the smooth fit condition558

for player 2, the point (w0, g2(w0)) must lie on the straight line tangent to f2 at559

(r∗, f2(r∗)). We may therefore conclude that if g2 is not linear on S1, then there560

exists a strategy w0 ∈ S1 \ {`∗} for player 1 to which player 2’s best response is561

y0 ∈ S2 \ {r∗}. It is also not difficult to see that y0 ∈ ( b+1
2 , 1), and hence smooth fit562

holds at y0, provided that g2 is bounded above by the tangent to f2 at (1, f2(1)).563

Next we remark that the function f2 may be arbitrarily ‘flattened’ in a small564

neighbourhood of y0 without violating Assumption 5.1. That is, let N0 be an open565

neighbourhood of y0 whose closure does not contain r∗ and let ε ∈ (f ′′2 (y0), 0). Then566

f2 may be modified on N0 to produce a new function f̃2 with567

f̃2(y) = f2(y), y ∈ {y0} ∪N c
0 ,568

f̃ ′2(y0) = f ′2(y0),569

f̃ ′′2 (y0) = ε,570571

and such that Assumption 5.1 holds for the reward functions f1, f̃2 and gi. By572

construction, the smooth fit condition continues to hold at y0 when f2 is replaced573
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by f̃2, so that y0 remains player 2’s best response to w0. In this way the right574

hand multiplicand in (5.7) may be made arbitrarily large in absolute value when575

w = w0 (provided the numerator is non-zero, a mild condition). We thus obtain a DP576

satisfying Assumption 5.1 which has local, but not global, stability.577

5.5. Uniqueness of Nash equilibria. We close this section with a final result578

on uniqueness of equilibria in the DP by applying a well known condition from [26]579

for uniqueness of a solution to the GNEP.580

Theorem 5.9. Suppose that Assumption 5.1 holds,581

f ′′1 (x) ≤ −2
f1(x) + f ′1(x)(y − x)− g1(y)

(y − x)2
, ∀ (x, y) ∈ (0, a)× [b, 1],(5.8)582

f ′′2 (y) ≤ −2
f2(y)− f ′2(y)(y − x)− g2(x)

(y − x)2
, ∀ (x, y) ∈ [0, a]× (b, 1),(5.9)583

584

and ∃ (r1, r2) ∈ [0,∞)× [0,∞) such that ∀ (x, y) ∈ [0, a]× [b, 1],585

(5.10) 4r1r2H1(x, y)H2(x, y)−
(
r1H3(x, y) + r2H4(x, y)

)2
> 0,586

where H1,. . . ,H4 are given by,587

H1(x, y) = f ′′1 (x)(y − x)2 + 2
[
f1(x) + f ′1(x)(y − x)− g1(y)

]
H2(x, y) = f ′′2 (y)(y − x)2 + 2

[
f2(y)− f ′2(y)(y − x)− g2(x)

]
H3(x, y) = 2

[
g1(y)− f1(x)

]
− (f ′1(x) + g′1(y))(y − x)

H4(x, y) = 2
[
g2(x)− f2(y)

]
+ (g′2(x) + f ′2(y))(y − x).

(5.11)588

Then there exists a unique solution (`∗, r∗) ∈ [0, a] × [b, 1] to the GNEP (2.3), and589

therefore (D[0,`∗], D[r∗,1]) is the unique solution to the DP in the class of Markovian590

strategies (DS1 , DS2) for closed stopping sets S1 ⊆ [0, a] and S2 ⊆ [b, 1].591

Proof. Conditions (5.8)–(5.9) ensure that each utility function si 7→ Ui(si, s−i),592

i ∈ {1, 2}, is concave on Si for each s−i ∈ S−i. The condition (5.10) is sufficient593

for strict diagonal concavity according to Theorem 6 of [26]. The uniqueness result594

for the GNEP is an application of Theorem 2 in [26], whereas uniqueness for the DP595

follows from the proof of Theorem 5.6.596

Remark 5.10. Conditions (5.8) and (5.9) are equivalent to concavity of the GNEP597

utility functions. For possible extensions of Theorem 5.9 to quasi-concave utility598

functions see, for example, [2]. A comment on the relationship between the sufficient599

conditions for uniqueness of Nash equilibria used in Theorems 5.6 and 5.9 can be600

found in Remark 3.3 of [20].601

6. Complex equilibria and multiplayer GNEPs. In this section we aim602

to illustrate that connections may also be made between equilibrium strategies in603

generalised classical games with n > 2 players and more complex equilibria in the two-604

player Dynkin game of (2.5). Establishing such structures as Dynkin game equilibria is605

novel to the best of our knowledge. For this, we take Assumption 1.3 from Section 1.1606

instead of Assumption 1.2. This means that the reward function f1 has an additional607

convex portion, and will correspond to n = 3. Since the geometry of Assumption 1.2608

suggests an equilibrium strategy for player 1 of the form D[`1,`2] for some a1 ≤ `1 ≤609

`2 ≤ a2, this example illustrates another convenient use of the generalised classical610

game as it ensures that `1 ≤ `2 in the arguments below.611
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Define sets Ŝ1 = Ŝ2 = [a1, a2], Ŝ3 = [b, 1] and Ŝ =
∏3
i=1 Ŝi. Let the utility612

functions Ûi : [0, 1]3 → R̄, i ∈ {1, 2, 3} be defined by613

Û1(x, y, z) =
f1(x)− g1,[z,1](x)

x
,

Û2(x, y, z) =
f1(y)− g1,[z,1](y)

z − y
,

Û3(x, y, z) =
f2(z)− g2,[0,y](z)

z − y
,

(6.1)614

(taking Û2(x, y, z) = Û3(x, y, z) = −∞ if y ≥ z). Define the players’ feasible strategy615

spaces by the set-valued maps K̂i : Ŝ−i ⇒ Ŝi, where616

(6.2) K̂1(y, z) = [a1, y ∧ a2], K̂2(x, z) = [x ∨ a1, a2], K̂3(x, y) = [b, 1],617

so that the feasible strategy triples belong to the convex, compact set Ĉ defined by618

(6.3) Ĉ = {(x, y, z) ∈ [a1, a2]× [a1, a2]× [b, 1] : x ≤ y}.619

The next result shows that under Assumption 1.3, this more complex equilibrium620

structure exists in the DP precisely when the corresponding generalised game has a621

Nash equilibrium satisfying a condition on the sign of its utilities.622

Theorem 6.1. Suppose that the DP reward functions satisfy Assumption 1.3.623

Then624

(a) there exists s∗ = (`1, `2, r) ∈ Ĉ with625

(6.4) Ûi(s
∗) = sup

(si,s∗−i)∈Ĉ
Ûi(si, s

∗
−i), i ∈ {1, 2, 3},626

(b) a solution s∗ = (`1, `2, r) ∈ Ĉ to (6.4) satisfies Û2(s∗) ≥ 0 if and only if627

(D[`1,`2], D[r,1]) is a Nash equilibrium for the DP.628

Proof. Part (a) follows by a standard argument using quasi-concavity, similar to629

the proof of Lemma A.3 in the Appendix. For part (b), we claim that the pair (`1, `2)630

solves the following problem:631

Problem: Find two points `1, `2 satisfying632

i) a1 ≤ `1 ≤ `2 ≤ a2,
ii) Û1(x, `2, r) ≤ Û1(`1, `2, r), ∀x ∈ (0, r),

iii) Û2(`1, y, r) ≤ Û2(`1, `2, r), ∀y ∈ [0, r).

(P)633

To establish part iii) note that the function y 7→ f1(y)−g1,[r,1](y) is zero at y = 0,634

convex for y ∈ [0, a1], concave for y ∈ [a1, a2], convex for y ∈ [a2, r], nonnegative at635

y = `2 and negative at y = r. It is then a straightforward exercise in convex analysis,636

similar to that in the proof of Theorem 4.1, to show that the maximum of the function637

y 7→ Û2(`1, y, r) on [0, r) must be attained at a point in [a1, a2]. Taking i = 2 in (6.4)638

then establishes the claim. Part ii) follows similarly.639

The necessity and sufficiency claim for the Nash equilibrium in stopping strategies640

then follows by applying Propositions D.1 and D.2 in the Appendix.641

Appendix A. Quasi-concavity and existence of GNEP equilibria. We642

first recall the definition and some properties of quasi-concave functions (see e.g. [8,643

Chapter 3.4]).644
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Definition A.1. Let D ⊆ R be convex. A function F : D → R̄ is said to be645

quasi-concave if for every α ∈ R the superlevel sets L+
α defined by646

L+
α = {x ∈ D : F (x) ≥ α}647

are convex. If the same statement holds but with the sets {x ∈ D : F (x) > α} then F648

is said to be strictly quasi-concave. A function F is said to be (strictly) quasi-convex649

on a convex domain D if and only if −F is (strictly) quasi-concave.650

All concave functions are quasi-concave. Moreover a function F : D → R̄ is quasi-651

concave on a convex domain D if and only if for any x1, x2 ∈ D and 0 ≤ θ ≤ 1 we652

have653

(A.1) F (θx1 + (1− θ)x2) ≥ min(F (x1), F (x2)).654

If (A.1) holds with strict inequality then F is strictly quasi-concave.655

Lemma A.2. Suppose D ⊆ R is convex, f : D → R̄ is (strictly) concave, and656

ϕ : D → (0,∞) is linear. Then the function f
ϕ : D → R̄ is (strictly) quasi-concave.657

Proof. In the case of concavity, for each α ∈ R define a function Fα : D → R̄ by658

Fα(x) = f(x) − αϕ(x). This function is concave on D, and therefore quasi-concave,659

which means the superlevel set {x ∈ D : Fα(x) ≥ 0} is convex for every α ∈ R. The660

function f
ϕ is quasi-concave on D since for every α ∈ R,661 {

x ∈ D :
(
f
ϕ

)
(x) ≥ α

}
= {x ∈ D : f(x) ≥ αϕ(x)} = {x ∈ D : Fα(x) ≥ 0} .662

The proof for strictly concave f follows in the same way.663

Lemma A.3. Suppose the GNEP (2.3) satisfies for i = 1, 2:664

(i) For each fixed s−i ∈ S−i, the mapping si 7→ Ui(si, s−i) is quasi-concave on665

Ki(s−i).666

(ii) The utility function s 7→ Ui(s) is continuous in s = (s1, s2).667

Then there exists a solution
(
s∗1, s

∗
2

)
∈ C such that s∗1 < s∗2.668

Proof. For i = 1, 2 the correspondence Ki is compact and convex valued. Further-669

more, using the notion of continuity for set-valued maps in [25], we can confirm that670

K1 and K2 are continuous. Along with the continuity and quasi-concavity properties671

of the Ui, we conclude by Lemma 2.5 in [1] (or see [16]) that there exists a solution672

s∗ to (2.3). From the construction (2.6), this solution must satisfy s∗1 < s∗2.673

A.1. Proof of Corollary 4.2.674

Proof. Using Assumption 1.2 and Lemma A.2, we can verify the hypotheses of675

Lemma A.3 and assert the existence of a pair (`, r) ∈ [0, a] × [b, 1] with ` < r that676

solves the GNEP (2.3),677 {
U1(x, r) ≤ U1(`, r), ∀x ∈ [0, r ∧ a],

U2(`, y) ≤ U2(`, r), ∀y ∈ [` ∨ b, 1],
678

and the result follows from Theorem 4.1.679

Appendix B. Expected rewards for threshold strategies. If players 1680

and 2 use the strategies D[0,`] and D[r,1] respectively, where 0 ≤ ` < r ≤ 1, then the681

expected reward Mx
1 (D[0,`], D[r,1]) for player 1 (cf. (2.4)) satisfies,682
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Mx
1 (D[0,`], D[r,1]) = Ex

[
f1(XD[0,`]

)1{D[0,`]<D[r,1]} + g1(XD[r,1]
)1{D[r,1]<D[0,`]}

]
683

+ Ex
[
h1(XD[0,`]

)1{D[0,`]=D[r,1]}
]

684

=


f1(x), ∀x ∈ [0, `]

f1(`) · r−xr−` + g1(r) · x−`r−` , ∀x ∈ (`, r)

g1(x), ∀x ∈ [r, 1].

685

686

Analogously, the expected reward Mx
2 (D[0,`], D[r,1]) for player 2 satisfies,687

Mx
2 (D[0,`], D[r,1]) =


g2(x), ∀x ∈ [0, `]

g2(`) · r−xr−` + f2(r) · x−`r−` , ∀x ∈ (`, r)

f2(x), ∀x ∈ [r, 1].

688

689

Appendix C. Derivatives of utility functions. Throughout this section690

we suppose Assumption 5.1 holds. We first provide general formulas for the first and691

second partial derivatives of a utility function U(x, y) which is of the form U(x, y) =692
F (x,y)
y−x .693

∂xU(x, y) =
∂xF (x, y)(y − x) + F (x, y)

(y − x)2
,694

∂yU(x, y) =
∂yF (x, y)(y − x)− F (x, y)

(y − x)2
,695

∂xxU(x, y) =
∂xxF (x, y)(y − x)2 + 2

[
∂xF (x, y)(y − x) + F (x, y)

]
(y − x)3

,696

∂yyU(x, y) =
∂yyF (x, y)(y − x)2 − 2

[
∂yF (x, y)(y − x)− F (x, y)

]
(y − x)3

,697
698

∂xyU(x, y) =
∂xyF (x, y)(y − x) + ∂xF (x, y) + ∂yF (x, y)

(y − x)2
699

− 2

[
∂xF (x, y)(y − x) + F (x, y)

]
(y − x)3

700

=
∂xyF (x, y)(y − x)− ∂yF (x, y)− ∂xF (x, y)

(y − x)2
701

+ 2

[
∂yF (x, y)(y − x)− F (x, y)

]
(y − x)3

.702
703

Using equation (2.6) for the utility functions gives the following expressions for704
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their partial derivatives,705

∂xU1(x, y) =
f1(x) + f ′1(x)(y − x)− g1(y)

(y − x)2
,706

∂yU2(x, y) =
g2(x) + f ′2(y)(y − x)− f2(y)

(y − x)2
,707

∂xxU1(x, y) =
f ′′1 (x)(y − x)2 + 2

[
f1(x) + f ′1(x)(y − x)− g1(y)

]
(y − x)3

,708

∂yyU2(x, y) =
f ′′2 (y)(y − x)2 + 2

[
f2(y)− f ′2(y)(y − x)− g2(x)

]
(y − x)3

,709

∂xyU1(x, y) =
2
[
g1(y)− f1(x)

]
− (f ′1(x) + g′1(y))(y − x)

(y − x)3
,710

∂xyU2(x, y) =
2
[
g2(x)− f2(y)

]
+ (g′2(x) + f ′2(y))(y − x)

(y − x)3
.711

712

Appendix D. A verification theorem using multiplayer GNEPs.713

Proposition D.1. Under Assumption 1.3 and given r ∈ (a2, 1], (`1, `2) is a so-714

lution to Problem (P) if and only if715

(D.1) V
[r,1]
1 (x) := sup

τ1∈T
Mx

1 (τ1, D[r,1]) = Mx
1 (D[`1,`2], D[r,1]), ∀x ∈ [0, 1].716

Proof. The arguments are more or less the same as those establishing Theo-717

rem 4.1. For the sake of brevity we therefore only show the proof of necessity (Prob-718

lem (P) =⇒ (D.1)).719

Define ur on [0, 1] by,720

ur(x) = Mx
1 (D[`1,`2], D[r,1])− g1,[r,1](x)721

=


(
f1(`1)− g1,[r,1](`1)

)
x
`1 , x ∈ [0, `1),

f1(x)− g1,[r,1](x), x ∈ [`1, `2),(
f1(`2)− g1,[r,1](`2)

)
r−x
r−`2 , x ∈ [`2, r),

0, x ∈ [r, 1].

(D.2)722

723

Suppose (`1, `2) is a solution to Problem (P). Similarly to Theorem 4.1, we will724

prove (D.1) by showing that ur is the smallest non-negative concave majorant of725

f1 − g1,[r,1] on [0, r]. Initially we will analyse ur separately on [0, `1] and [`1, `2].726

Observe firstly that the function f1−g1,[r,1] is nonnegative when evaluated at the727

points `1 and `2 and hence, by concavity, on [`1, `2]. Recalling (6.1), this follows from728

(P), since f1(0) = g1,[r,1](0) and so f1(`2)− g1,[r,1](`2) ≥ 0. Also729

f1(x)− g1,[r,1](x) ≤
(
f1(`1)− g1,[r,1](`1)

) x
`1
, ∀x ∈ (0, r),730

and taking x = `2 shows that f1(`1)− g1,[r,1](`1) ≥ 0. Therefore ur is a non-negative731

majorant of f1 − g1,[r,1] on [0, `1]. This is also true on [`1, r], since f1(r) ≤ g1(r) and732

so733

(D.3) f1(x)− g1,[r,1](x) ≤
(
f1(`2)− g1,[r,1](`2)

)( r − x
r − `2

)
, ∀x ∈ [0, r].734
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Concavity holds for ur on the three intervals [0, `1], [`1, `2] and [`2, r] separately and,735

arguing as in the proof of Theorem 4.1, we can show that ur is continuous and concave736

on the entire interval [0, r], completing the proof.737

Proposition D.2. Under Assumption 1.3, for every `1, `2 satisfying 0 < `1 ≤738

`2 < b, a point r ∈ [b, 1] satisfies (4.10) with ` = `2 and U2 = Û3 if and only if739

(D.4) V
[`1,`2]
2 (x) := sup

τ2∈T
Mx

2 (D[`1,`2], τ2) = Mx
2 (D[`1,`2], D[r,1]), ∀x ∈ [0, 1].740

Proof. By Lemma 3.4 it is sufficient merely to consider the optimal stopping741

problem on the set [0, `1] ∪ [`2, 1] with obstacle f2 − g2,[`1,`2], and we will only sketch742

the solution. Note that since f2 ≤ g2 it is clearly suboptimal to stop in [`1, `2]. From743

Dynkin’s formula it is also suboptimal to stop on [0, `1], since f2 − g2,[`1,`2] is convex744

there and f2(x) − g2,[`1,`2](x) ≤ 0 for x ∈ {0, `1}. The solution is nontrivial only745

on (`2, 1], where the arguments used for Theorem 4.1 are sufficient to complete the746

proof.747

Appendix E. Other Markov processes and discounting. Let X = (Xt)t≥0748

be a continuous strong Markov process absorbed at the endpoints of an interval E =749

(`, r) ⊆ R. Suppose that the rewards in the DP are discounted by a factor λ ≥ 0, so750

that (1.1) becomes751

Ji(τ1, τ2) := e−λ(τi∧τ−i){fi(Xτi)1{τi<τ−i} + gi(Xτ−i)1{τ−i<τi}

+ hi(Xτi)1{τi=τ−i}}, i ∈ {1, 2}.
(1.1’)752

Lemma 3.4 has a straightforward extension to the case λ > 0. Extending the con-753

cept of superharmonic functions in Definition 3.1, we say that a measurable function754

φ : Ē → R is λ-superharmonic on a set A ∈ B(Ē) if for every x ∈ Ē and τ ∈ T ,755

φ(x) ≥ Ex[e−λ(τ∧DAc )φ(Xτ∧DAc )].756

The function φA introduced in Definition 3.3 is given more generally by,757

φA(x) := Ex
[
e−λDAφ(XDA)

]
.758

It was noted in Section 3.1 that φA is continuous when λ = 0 and φ is continuous.759

This same property, which is important for ensuring that the obstacle in problem (3.4)760

is continuous, also holds for λ ≥ 0 when X is a more general regular diffusion with761

strictly positive diffusion coefficient [27]. Furthermore, when Xt = Zt∧ζ for t ≥ 0,762

where Z = (Zt)t≥0 is a regular diffusion on E and ζ = inf{t ≥ 0: Zt /∈ E}, the results763

in Sections 4–5 hold with obvious modifications. We now briefly discuss this extension764

when Z satisfies the stochastic differential equation,765

(E.1) dZt = µ(Zt)dt+ σ(Zt)dWt,766

where W = (Wt)t≥0 is a standard Brownian motion and µ : Ē → R, σ : Ē → R are767

Borel-measurable functions such that for every x ∈ E,768

i) σ2(x) > 0,769

ii)

∫ x+ε

x−ε

1 + |µ(y)|
σ2(y)

dy <∞ for some ε > 0.770
771

Let G = 1
2σ

2(·) d
2

dx + µ(·) d
dx denote the infinitesimal generator corresponding to Z.772
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E.1. Undiscounted rewards. For the case λ = 0, we first recall from [10] that773

there is a continuous increasing function S on E, the scale function, which satisfies774

GS(·) ≡ 0. Let ˜̀ = S(`), r̃ = S(r), X̃ = (X̃t)t≥0 with X̃t = S(Xt), and Ẽ = (˜̀, r̃).775

The process X̃ is a diffusion on its natural scale on Ẽ. It follows from Proposition 3.3776

of [10] that the DP corresponding to the process X and rewards fi, gi and hi on777

E can be studied by an equivalent DP corresponding to X̃ with reward functions778

f̃i(·) = fi(S
−1(·)), g̃i(·) = gi(S

−1(·)), h̃i(·) = hi(S
−1(·)) on Ẽ.779

E.2. Discounted rewards. For the case λ > 0, we first let ψλ and φλ denote780

the fundamental solutions to the diffusion generator equation Gw = λw, where ψλ781

is strictly increasing and φλ is strictly decreasing [10, p. 177]. Let F (·) = ψλ(·)
φλ(·) ,782

˜̀ = F (`), r̃ = F (r), X̃ = (X̃t)t≥0 with X̃t = F (Xt), and Ẽ = (˜̀, r̃). The process X̃783

is a diffusion on its natural scale on Ẽ. It follows from Proposition 4.3 of [10] that784

the DP corresponding to the process X and rewards fi, gi and hi on E discounted by785

λ > 0 can be studied by an equivalent DP corresponding to X̃ with reward functions786

f̃i(·) = fi
φλ

(F−1(·)), g̃i(·) = gi
φλ

(F−1(·)), h̃i(·) = hi
φλ

(F−1(·)) on Ẽ without discounting.787
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