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Abstract 
Object detection via deep learning has many 

promising areas of application. However, robustness 
and accuracy of fully automated systems are often 
insufficient for practical use. Integrating results from 
Artificial Intelligence (AI) and human intelligence in 
collaborative settings might bridge the gap between 
efficiency and accuracy. This study proves increased 
efficiency when supporting human intelligence through 
AI without negative impact on effectiveness in a fine-
grained car scratch image labeling task. Based on the 
confirmed benefits of AI with human intelligence in the 
loop approaches, this contribution discusses potential 
practical application scenarios and envisions the 
implementation of assistance systems supported by 
computer vision. 

1. Introduction 

Object detection use cases range from support for 
autonomous driving [1] over medical diagnostics [2] to 
product quality control [3]. Existing object detection 
models can also be used for labeling and annotating 
images in various scenarios. But while some image 
labeling tasks are easily handled by object detection 
models on their own and generate adequate results [4], 
others present great challenges [5]. In case of complex 
applications, a sufficient robustness cannot be 
guaranteed, which is a necessary requirement for full 
automation [6]. For example, this is the case with high 
intra-class differences which means that objects of one 
class have very different characteristics. The same is 
true for low inter-class differences, where objects from 
different subordinate categories have only marginal 
visual differences. While typically being repetitive, 
these fine-grained classification tasks are challenging 
and time-consuming for humans as well. Therefore, 
efficiently assisting human labeling activities and 
harnessing the benefits of human-AI collaboration could 
prove useful [7, 8]. 

Consequently, this research study aims at providing 
further empirical evidence by investigating the use of an 
object detection model for labeling images where 
robustness and accuracy are insufficient for full 
automation. Instead, the results of the object detection 
model can be utilized as an assistance system for partly 
automated image labeling with an AI with human 
intelligence in the loop approach. This paper 
investigates a specific application scenario where 
images of car paint scratches from the context of a repair 
shop are analyzed. When receiving images of the 
damaged cars from their clients, the service staff must 
label and count the scratches to forward this 
documentation to the insurance company. While no 
adequate detection model exists to successfully 
automate this task, humans performing this task could 
still benefit from an assistance system. The concept of 
using object detection models as an assistance system is 
applicable to various types of complex labeling tasks. 
However, the practical relevance of implementing AI 
with human intelligence in the loop is dependent on its 
efficiency and effectiveness. This results in the 
following research question (RQ) addressed in this 
paper: Can human-AI collaboration increase image 
labeling efficiency (RQ 1) and effectiveness (RQ 2) by 
partially automating complex labeling tasks via the 
results of deep learning object detection? 

An experiment was conducted to investigate this 
issue, where two sets of subjects were presented with 
un-labeled and pre-labeled images respectively. 

2. Foundations 

2.1. Deep learning object detection 

Deep learning object detection, along with 
classification and semantic segmentation, is part of the 
field of computer vision and is one of the more complex 
image processing tasks [5, 9, 10]. In deep learning 
object detection, the task is to localize and classify 
objects. Objects that can belong to different classes have 
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to be marked on the image with so-called bounding 
boxes [11]. Large labeled data sets are required to train 
robust deep learning detection models [12]. This is 
especially the case for complex use cases where there is 
a high inter-class difference or a low intra-class 
difference [5]. As mentioned before, high inter-class 
difference means that the objects within a class have 
very different characteristics. This is the case, for 
example, with scratches. These can be fine scratches as 
well as large scratched areas with different shapes. Both, 
for humans and Artificial Intelligence (AI) such a fine-
grained detection problem is still a challenge [13]. The 
same problem occurs when there is a low intra-class 
difference. This means that the objects of different 
classes are very similar, for example when different bird 
species are to be distinguished from each other [5, 14]. 

As already mentioned, a large number of labelled 
training images are necessary, especially for complex 
applications. In many practical scenarios such a large 
data set is not available and deep learning architectures 
tend to overfit [15]. In these cases, transfer learning is a 
suitable method. In transfer learning a deep neural 
network, that was pre-trained on large data sets with a 
supervised machine learning approach, can be used and 
adapted to a specific use case by domain-specific fine-
tuning [16]. The new use case may differ significantly 
from the original use case. Transfer learning offers the 
advantage that fewer labelled images are needed and the 
tendency of overfitting is not as distinct [15]. 

2.2. Human-AI collaboration 

AI changes business sustainably. At this point 
however, AI doesn’t show sufficient performance in 
many use cases when solving problems independently 
[17, 18, 19]. In these cases, approaches featuring 
human-computer collaboration are advisable. In human-
computer collaboration, at least one person and one 
computer agent, in our case an AI, work together to 
achieve a common goal [20]. The idea behind the 
collaboration is that AI and humans have different 
abilities and strengths. Where AI is more analytical, 
consistent, fast, efficient and geared towards pattern 
recognition as well as probabilistic analysis, humans are 
more intuitive. Their strengths lie in flexibility, transfer 
performance, empathy, creativity and common sense 
[21, 22]. In line with a collective intelligence 
perspective that underlines the potentials for synergy 
between AI and human agents [23], studies show that 
the best results are achieved when AI and humans 
collaborate. In this context, AI can increase the physical 
capacity of workers, expand cognitive skills and replace 
them in low-level tasks. Therefore, human-AI 
collaboration can change business processes on 

different levels, such as speed, scalability or decision 
making [24]. 

One example of human-AI collaboration is AI with 
human intelligence in the loop. This approach is typical 
for business use cases. In these applications, the AI 
provides decision support in the form of predictions or 
recommendations. Human feedback is used to reach 
final decisions either in general or when AI results are 
inconclusive [25]. Human-AI collaboration settings can 
contain various forms of interaction between AI and 
human agent, ranging from verifying yes-no questions 
[26] over multistep interaction cycles [8, 27] or complex 
feedback [28]. When applying collaborative approaches 
of this nature, the efficiency and effectiveness of human 
decisions can be increased by AI [21, 29], while still 
profiting from the quality of human decision-making.  

One research field that can benefit from 
implementing AI with human intelligence in the loop is 
computer vision [7, 27, 28, 30, 31]. E.g. for computer 
vision classification tasks, it could be shown that for a 
fine-grained classification problem the collaboration of 
humans with an AI classification model results in 
improved accuracy. In addition, less human interaction 
is required [7, 27]. Leveraging AI in computer vision 
use cases may be supported by AI-based digital 
assistance, which exist on the continuum between 
independent AI decisions and human autonomy. In this 
context, as of yet unanswered research questions on 
design guidelines and the acceptance of AI-based digital 
assistance is posed, while the orientation on the maxim 
of “ethics-by-design” is demanded [22]. While some 
research exists on utilizing computer vision approaches 
in assistance systems [32, 33, 34], there is a need to 
further investigate the conjunction of computer vision, 
assistance systems and AI applications with human 
intelligence in the loop. This paper will therefore 
provide further evidence on the efficiency and 
effectiveness of such human-AI collaboration systems 
in a computer vision use case. Proof of computer-vision-
based digital assistants’ performance is a fundamental 
basis for their practical application as well as future 
scientific contributions on drivers for adoption and 
acceptance in business use cases. 

3. Research approach 

In this paper, the research focus regarding complex 
labeling tasks is operationalized via labeling car 
scratches. Entailing multiform scratch manifestations 
and aiming at a precise label for the scratch location, this 
labeling task is not trivial and object detection model 
performance not yet sufficient for automation. 
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3.1. Development of deep learning object 
detection model for scratch detection 

For training a deep learning object detection model 
to detect scratches tensorflow-gpu was used. As a data 
base, 2,323 2D images are provided, which contain a 
total of 6,744 instances of scratches. The images were 
provided by a medium-sized car repair shop for research 
purposes. The images were manually labelled by experts  
and inspected by a researcher. In this context, labeling 
means that the scratches on the images are marked with 
so-called bounding boxes. Care was taken to ensure that 
the data set contains a wide variety of perspectives, 
exposure conditions, types and sizes of scratches as well 
as cars. This is to counteract overfitting. 

Due to the relatively small data set, a transfer 
learning approach was applied. The model used was 
Faster R-CNN ResNet50 pretrained on COCO dataset 
[35]. In total 249,629 training steps were performed 
until the total loss converged. Training was done with a 
constant learning rate of 0.0003 (solver: Momentum). 

This object detection model is used in the following 
experiment to pre-label the images. A prediction is 
displayed by the model if the forecast probability of 
scratch detection is greater than or equal to 0.5. The 
inferences were performed before the experiment 
started and are only shown in the experiment afterwards. 
In figure 1 the process is visualized:  inputs, outputs and 
actions are shown. Inputs and outputs are visualized by 
regular rectangles while actions are visualized by 
rounded rectangles. 

 

 
Figure 1: Process of creating and applying 

predictive object detection model 
 
 
 

3.2. Experiment design 

To provide an empirical basis, the overall RQ was 
addressed by an experiment comparing the effectiveness 
and efficiency of subjects completing the labeling task. 
While one group was labeling without assistance (group 
A), the other group was correcting images that were pre-
labeled by the deep learning object detection model 
(group B). Based on the RQ, three statistical hypotheses 
are derived:  

H1:  The efficiency of image labeling tasks 
increases with a higher degree of assistance, 
i.e. subjects correcting pre-labeled images 
(group B) need less time than subjects labeling 
car scratches without assistance (group A). 

 
H2:  The effectiveness of image labeling tasks 

increases with more assistance, i.e.  
 H2a: Subjects labeling car scratches with 

assistance (group B) show higher precision 
than subjects correcting un-labeled images 
(group A). 

 H2b: Subjects labeling car scratches with 
assistance (group B) show higher recall than 
subjects correcting un-labeled images (group 
A). 

A total of 30 subjects took part in the experiment and 
the assignment to the groups A and B was random. The 
average age of the subjects in group A is 26.67 years and 
in group B 26.47. In Group A, 53% of the participants 
are female and 47% male. 47% of the participants from 
group B are female and 53% are male. After a short test 
phase for acclimatization, all subjects were presented 
with the same 20 images of car scratches (these pictures 
were not part of the training data set). The experimental 
design, shown in table 1, had one group label the scratch 
position without assistance, while the other group 
corrected images that were pre-labeled by the object 
detection model. 
 

Table 1: Experiment overview 

G
ro

up
 Ex-

perimental 
condition 

Level of 
auto-

mation 

Level of 
human in-
volvement 

n 

A subjects 
labeling 
images 
without 

assitance 

No auto-
mation 

High 15 

B  subjects 
correcting 

pre-
labeled 
images 

Partial 
auto-

mation 

Medium 15 

Trainingdata: 2,323 2D images; 
6,744 instances of scratches

R-CNN ResNet50 pretrained 
on CocoDataset

Training: learning rate 
0.0003; solver Momentum; 

249,629 training steps

ResNet50 for the detection
of scratches

Experiment data: 20 images of
scratched cars

Prediction of scratches
(probability ≥ 0.5)

Prelabeled images for
experiment
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The subjects were instructed to label all visible 
scratches with rectangles while minimizing the amount 
of undamaged marked area. One exemplary labeling 
task before subjects’ intervention is depicted in figure 2 
for group A and in figure 3 for group B. 

 

 
Figure 2: Experiment setup for group A with 

unlabeled images 
 

 
Figure 3: Experiment setup for group B with 

pre-labeled images 
 
In the experiment the open source graphical image 

annotation tool LabelImg was used to annotate the 
images (https://github.com/tzutalin/labelImg). The 
following steps have to be performed by the test persons 
to create bounding boxes to mark the scratches. These 
steps must be repeated for each scratch, both for test 
persons from group A and B. 

1. Push Button “Create RectBox“ 
2. Pull up the bounding box with the cursor 
Once the labeling process has been completed and 

the test subjects believe that there are no more scratches 
to be marked on the image, the following steps have to 
be performed to proceed to the next image: 

1. Push Button “Save“ 

2. Push Button “Next Image“ 
In addition, test persons from group B have to review 

the predictions from the object detection model. If the 
prediction is seen as correct from the test person, no 
manual steps have to be performed. If the pre-labeled 
scratch is considered completely wrong, it can be 
deleted by the test person using the "Delete RectBox" 
button. If the annotation is too small or too big, the 
bounding box has to be changed in size via cursor by the 
test person. If the bounding box needs to be moved, this 
can also be done with the cursor. 

Before the experiment, test persons of both groups 
were instructed in the use of the program and had the 
same 5 training images to learn how to use the program 
(group B again had predictions of the deep learning 
object detection model, group A did not). In addition, 
the test persons were shown concrete examples of 
scratches and how these must be marked so that the test 
persons have a consistent understanding of a scratch. 
Figure 4 shows the graphical interface of LabelImg. 

 

 
Figure 4: Graphical image annotation tool 

LabelImg (example from Group A) 

3.3. Evaluation procedure 

In the context of the experiment, efficiency was 
operationalized by capturing the processing time of the 
subjects. In order to make the time measurement 
comparable, the measurement was automated. For this 
purpose, a python script was written, which monitored 
the interactions of the test person with LabelImg. After 
completion of the experiment the exact time needed for 
the label task was calculated. The time is displayed in 
decimal minutes. To measure effectiveness, two 
indicators were considered: how many of the labeled 
areas were correctly identified scratches (precision) and 
how many of the existing scratches were correctly 
identified (recall). A confusion matrix can be set up to 
calculate precision and recall for each test person. 

 
 
 
 

Page 331



Table 2: Confusion matrix  
  Scratch No Scratch 

A
ct

ua
l  Scratch 

True 
Positive 

(TP) 

False 
Negative 

(FN) 

No Scratch 
False 

Positive 
(FP) 

- 

  Predicted 
 
Precision and Recall [36] are calculated as described 

below: 

!"#$%&%'( = *!
*! + ,! 

 

-#$.// = 	 *!
*! + ,1 

 
Based on a groundtruth independently validated by 

two researchers, every reported scratch by the subject is 
classed as either a match (TP) or mismatch (FP). A TP 
is identified for each scratch classification that has an 
intersection over union (IOU) greater or equal to 0.5 [8, 
37] with a corresponding label in the groundtruth. If 
duplicate detections are present, only the detection with 
the greatest IOU is considered in the evaluation and the 
duplicates are not taken into account. The remaining 
supposed scratches identified by the subjects are treated 
as FP. Respectively, scratches in the groundtruth that are 
not identified as true positives are treated as FN. This 
procedure for identifying the quality of the markings of 
the test persons is based on the procedure for measuring 
the quality of object detection models described in [9]. 

4. Results 

4.1. Descriptive statistics 

The object detection model by itself had a precision 
of 53,33 % and recall of 42,85 % on our 20 test images, 
which is deemed insufficient for full automation in 
active operation. Table 3 shows the confusion matrix, 
which is the basis for the calculation of precision and 
recall (double detections were not taken into account, as 
in the evaluation of the test persons' results; only the 
detection with the greatest IOU is considered). In 24 
cases the object detection model identifies a scratch and 
was correct with this decision, as the confusion matrix 
shows. 21 objects were erroneously marked as scratches 
from the model and in 32 cases the model falsely did not 
detect scratches. 

 
 
 

Table 3: Confusion matrix for predictions of 
deep learning object detection model 

  Scratch No Scratch 

A
ct

ua
l Scratch 24 32 

No Scratch 21 - 

  Predicted 
 

To describe the efficiency of the test persons, time 
was measured and calculated as described above. Figure 
5 shows a histogram to compare the efficiency of group 
A and B. The figure shows the tendency that on average, 
subjects of group B needed less time to perform the 
experiment than group A. 

 
Figure 5: Efficiency of group A and B in 

comparison 
 

To calculate precision and recall, a confusion matrix 
was created for each subject. In the next step precision 
and recall were calculated. In figure 5 the recall of each 
subject of both group A and group B is shown in a 
histogram. Recall indicates how many of the scratches 
were correctly identified. The histogram visualizes that 
the variance in group A is greater than in group B. This 
means that in group A there are test persons who 
recognize only very few scratches while other test 
persons in group A recognize comparatively many 
scratches. In group B this variance of the recall measure 
is less visible. 
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Figure 6: Recall of group A and B in 

comparison 
 
In figure 7 the precision of each subject of group A 

as well as group B is shown in a histogram. The 
precision is a calculated measure that indicates how 
many of the set labels are actually scratches. It can be 
seen that the precision in group A has a larger variance 
than in group B. 

 
Figure 7: Precision of group A and B in 

comparison 
 
Table 4 shows the results of the experiment, 

comparing the descriptive statistics for model 
performance and both groups. It turns out that on 
average, group A (only human interaction) took 5.29 
minutes longer to label the images than group B (AI 
with human intelligence in the loop). Since the 
workflow can be fully automated when using an object 
detection model, it is not taken into account when 
evaluating efficiency. 

 
 
 
 
 
 
 
 

Table 4: Results of experiment 
 Object 

detection 
model 

Group A Group B 

Mean 
overall 
time 

- 10,79 
minutes 

5,50 
minutes 

Mean 
precision 

53,33 % 52,67 % 61,48 % 

Mean 
recall 

42,86 % 51,22 % 59,48 % 

 
Based on the descriptive data, Group B has higher 

scores in effectiveness, i.e. precision and recall, than 
Group A and the object detection model. On average, 
precision is 8.81 percentage points higher and recall is 
8.26 percentage points higher for Group B in 
comparison to Group A. Likewise when compared to the 
model performance, Group B has higher scores in 
effectiveness in terms of both precision (+8.15 
percentage points) and recall (+16.62 percentage 
points). In contrast, the descriptive data from group A 
shows relatively little difference in precision between 
the object detection model and human performance 
without assistance (-0,66 percentage points). Recall 
from group A increases in comparison to object 
detection model (+8,36 percantage points). 

4.2. Statistical analysis of the hypotheses 

As noted above, the descriptive data shows a lower 
overall time in the group working with pre-labeled 
images. A statistically significant difference between 
the groups was found both by using a mann-whitney-u-
statistic ( U = 20, p < .001) and a one-sided unpaired t-
statistic ( t (28) = 4.46, p < .001, d = 1.63). Subjects 
working on pre-labeled images are faster with a 
processing time of at least 3.27 minutes less (95%-
CI[3.27, inf]). The Hypothesis H1 can therefore be 
accepted. 

H2, on the other hand, has to be rejected. Comparing 
the precision between both groups (H2a), a significant 
difference was found neither by using a two-sided 
unpaired t-statistic ( t (28) =  -1.53, p = .14) nor a mann-
whitney-u-statistic ( U = 84.5, p = .13). The same 
applies to recall (H2b), where neither t-test ( t (28) =  -
1.38, p = .18) nor mann-whitney-u-test were significant. 
Even though descriptive data shows higher scores in 
precision and recall for the annotation of pre-labeled 
images, this is not proven as a statistically significant 
difference. 
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5. Discussion 

Our empirical findings confirm results from 
previous research: efficiency is significantly increased 
by using an AI with human intelligence in the loop 
approach compared to no automation (RQ 1). On 
average, the processing time in this use case was cut in 
half, which means an improvement on a practically 
relevant scale. At the same time, while not increasing 
along with efficiency as expected (RQ 2), effectiveness 
is not negatively affected. Therefore, supplementing the 
manual labeling task with an AI with human intelligence 
in the loop approach proves beneficial in this use case. 
In the following, other practical application scenarios 
are discussed that should be further investigated in 
future research. 

5.1. Limitations and observations 

First, the robustness of the evaluation metric 
measuring efficiency should be examined further, as it 
can lead to blurring when evaluating the marking of 
scratches. Because in some cases, scratches can be 
interpreted in different ways, the use of the IOU metric 
and the IOU-dependent measures precision and recall 
can be problematic. For example, using the objective, 
technical calculation of whether a match is present or 
not based on the established groundtruth may lead to a 
different result than a subjective interpretation of the 
same marking based on a visual inspection. In figure 8 
the context is visualized. While interpretation 1 would 
lead to a TP, interpretation 2 would lead to one TP 
(because one bounding box has an IOU greater than 
50 %), but one FP at the same time. Therefore, 
interpretation 1 leads to precision of 1.0 and recall of 
1.0, while interpretation 2 leads to precision of only 0.5 
and recall of 1.0. Subjectively, however, a 
differentiation of the accuracy between the two 
interpretations is difficult and both solutions could be 
accepted as correct. 

 

 
Figure 8: Different interpretations of a scratch 
 

Nevertheless, it should be noted that the same 
approach was applied to the evaluation of all groups 
(group A and B as well as the object detection model), 

thus ensuring comparability and not limiting the basic 
conclusions in terms of their implications. 

Furthermore, the choice of the IOU threshold must 
be discussed. In the literature, the common value for the 
IOU is 50 % [8, 37]. In order to further validate our 
statements, we investigated how a change in the IOU 
affects precision and recall. From a descriptive point of 
view, group B performs better in terms of precision and 
recall when the IOU is small to medium (IOU < 75 %). 
For an IOU greater than 75 % group A performs better 
in terms of precision and recall (see figure 9 and figure 
10). In other words, if an exact localization is needed, 
humans without assistance might perform better at that 
specific task. However, these results have not been 
confirmed by statistical testing and can only serve as 
hypotheses for further research projects. 

 
Figure 9: Recall-IOU curve 

 

 
Figure 10: Precision-IOU curve 

 
The second limitation affects both efficiency and 

effectiveness. During the execution of the experiment, 
two different ways in which test subjects were handling 
the task and interacting with the labeling program could 
be observed. While one group of subjects took a lot of 
time in annotating the scratches and operated the 
program carefully, the other group of test persons 
performed the task relatively quickly and operated the 
program with greater confidence. But since the 

Groundtruth Interpretation 1 Interpretation 2
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assignment of subjects to group A and group B was 
randomized, the described different types of subjects 
(slow and cautious vs. fast and confident) were present 
in both groups and should not affect the results. 
However, it should be noted that the subjects were 
relatively young. As age might be related to technical 
affinity, this might have skewed the results. To 
investigate the influence of age on labeling performance 
with and without pre-labeled images, further evidence 
would be necessary. As the compared groups were 
randomized and similar in age distribution however, the 
observed data can still be interpreted meaningfully. 

5.2. Implications 

Three concrete implications are discussed in this 
chapter. 

The first implication is the transfer and 
generalization of our results. Using the scratch 
detection as an exemplary use case, we demonstrated 
increased efficiency with unchanged effectiveness of an 
AI with human intelligence in the loop system for 
complex image labeling tasks. In all conceivable 
applications where a fine-grained image analysis 
problem exists and both the class and the position of 
objects within an image must be determined, this 
approach could mean an improvement in efficiency 
compared to humans completing the task without any 
automation. Possible application scenarios are 
assistance systems in medicine. In order to use computer 
vision object detection models on patients, extremely 
high robustness is required [38]. This is where the 
approach presented here can be useful, as it has been 
shown that there is no significant decrease in the 
system’s effectiveness. The medical sector can benefit 
greatly from supplementing expert decisions with 
computer-vision-based assistance systems, as full 
automation in this domain is only conceivable for 
especially high levels of robustness. 

Another example of AI with human intelligence in 
the loop can be found in [39] and is also from the health 
sector. When classifying X-ray-images with respect to 
establishing a diagnosis, it is shown that humans can 
learn from being in the loop and reconsider their 
decision. Even if in this application no object detection 
model but a classification model is used, the idea that 
humans can learn from the human-AI collaboration can 
be transferred to our presented AI with human 
intelligence in the loop system. By the additional 
indication of the location, the decision of the 
classification seems even more explainable. This makes 
the decision more comprehensible for the user of such a 
clinical decision support system, which is an important 
success factor for systems of this kind [40]. This is the 
second implication that is to be discussed: human 

learning from being in the loop. It is conceivable that 
in the long run, with the right suggestions from the AI, 
people will recognize more scratches through the 
repetitive task and learn from the AI in this sense or 
reconsider their decisions. 

This mechanism should also be analyzed in reverse: 
how can AI learn from humans? The third implication 
regards human intelligence with AI in the loop 
systems. In a so-called interactive machine learning 
approach, the model is continuously improved through 
direct feedback from the user. Interactive machine 
learning enables the user to interact with the training 
process [41, 42]. In [43] for example, an interactive 
learning approach was successfully implemented using 
the example of semantic segmentation. With this 
approach the user can focus on the fast creation of 
training data. Since the major effort when developing 
deep learning-based computer vision is in labeling, it 
seems promising to use our demonstrated approach to 
label images for an interactive machine learning 
approach. This can be a way to develop robust deep 
learning object detection systems when large amounts 
of labeled images are needed but not available. In this 
scenario, an object detection model can be trained on 
few labeled images and then be used in an AI with 
human intelligence in the loop system to collaboratively 
label new images to increase the training data. This can 
be a solution to develop a customized object detection 
model more efficiently in one or more loops. 

6. Conclusion and future research 

This contribution gives some empirical evidence of 
the benefits from human-AI collaboration. In this 
specific use case of fine-grained image labeling, an AI 
with human intelligence in the loop approach reduces 
processing time with no negative implications for task 
effectiveness. The transferability of these results to 
other scenarios should be investigated. A wide variety 
of computer vision applications with insufficient 
performance of object detection models from different 
domains can be taken into consideration. As mentioned 
in the discussion, the methodological approach 
regarding the robustness of metrics and IOU calculation 
could be further refined. 

First and foremost, however, the integration of 
computer vision applications with human-AI 
collaboration into assistance systems in real-world 
corporate contexts needs to be examined. Not only is the 
overall complexity of tasks and context information 
increased in practical applications, but user acceptance 
and system usability are key adoption factors. It would 
be interesting to investigate to what extent the use of the 
assistance system influences the user in his decision, e.g. 
for repetitive tasks and occurring fatigue. Therefore, a 
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transfer of this approach into practical use cases is 
intended. To this end, the perspective of potential future 
users should be consulted in order to derive 
recommendations for action and implementation. 
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