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Abstract: The metaheuristic algorithm is a popular research area for solving various optimization
problems. In this study, we proposed two approaches based on the Sine Cosine Algorithm (SCA),
namely, modification and hybridization. First, we attempted to solve the constraints of the original
SCA by developing a modified SCA (MSCA) version with an improved identification capability of a
random population using the Latin Hypercube Sampling (LHS) technique. MSCA serves to guide
SCA in obtaining a better local optimum in the exploitation phase with fast convergence based on an
optimum value of the solution. Second, hybridization of the MSCA (HMSCA) and the Cuckoo Search
Algorithm (CSA) led to the development of the Hybrid Modified Sine Cosine Algorithm Cuckoo Search
Algorithm (HMSCACSA) optimizer, which could search better optimal host nest locations in the
global domain. Moreover, the HMSCACSA optimizer was validated over six classical test functions,
the IEEE CEC 2017, and the IEEE CEC 2014 benchmark functions. The effectiveness of HMSCACSA
was also compared with other hybrid metaheuristics such as the Particle Swarm Optimization–Grey
Wolf Optimization (PSOGWO), Particle Swarm Optimization–Artificial Bee Colony (PSOABC), and
Particle Swarm Optimization–Gravitational Search Algorithm (PSOGSA). In summary, the proposed
HMSCACSA converged 63.89% faster and achieved a shorter Central Processing Unit (CPU) duration
by a maximum of up to 43.6% compared to the other hybrid counterparts.

Keywords: computational intelligence; sine cosine; cuckoo search; metaheuristic; optimization
algorithm; hybrid algorithm
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1. Introduction

Metaheuristics is a process of designing heuristic procedures to identify the ideal solution to
complex issues in the optimization algorithm and provides quality results. The existing literature
shows that various techniques produce effective components for the algorithm and generate a high
volume of information during the iteration process. The capabilities of the techniques assist designers
to obtain high performance of value parameters and are easily involved in an arrangement strategy to
facilitate the decision-making process of a metaheuristic algorithm [1,2].

Various Evolutionary Algorithms (EAs) [3] have been introduced due to their ability to solve
problems using a population-based stochastic search technique dependent on design parameters, such
as the Genetic Algorithm (GA) in 1960 [4], Ant Colony Optimization (ACO) in 2000 [5], Differential
Evolution (DE) [6], Artificial Bee Colony (ABC) by Karaboga in 2005 [7], Particle Swarm Optimization
(PSO) in 2010 [8], Ageist Spider Monkey Optimization (ASMO) in 2016 [9], Grey Wolf Optimizer (GWO)
in 2014 [10], Squirrel Search (SS) in 2018 [11], and Polar Bear Optimization (PBO) in 2017 [12]. Primarily,
nature’s behavioral intelligence has been continuously used in recent years and has gradually gained
popularity. As suggested by Mirjalili in 2016, SCA has become a recent population-based metaheuristic
optimization algorithm [13], which has also received significant attention from many researchers to
solve optimization problems. For issues related to SCA, the selection features of classical SCA have
been used in various attempts to increase exploration and exploitation efficiency. Specifically, SCA has
been used as the main algorithm to enhance circuit design requirements in order to reduce the area
occupied by circuit transistors [14].

The Sine Cosine Algorithm’s (SCA) main function is to improve population diversity, and it
has been combined with specific equations through hybridization with the Enhanced Brain Storm
(EBS) to develop the Enhanced Brain Storm–Sine Cosine Algorithm (EBSSCA) optimizer [15]. It was
also used to perform feature selection for dimensionality minimization to shorten the computational
time and enhance both the classification and the investigation in the search space [16]. Generally,
some random and flexible parameters are present in the utilization and investigation function of SCA
to facilitate search procedures at both the local and global levels. In addition to understanding the
random traversing of the search space on a global scale, a balance is present in the choice of either
exploration or exploitation for a good solution at the local scale. Furthermore, implementing a constant
switching possibility and the bound functions of magnitude functions (which ranged from negative
one (−1) to positive one (+1)) of the SCA [17] led to the susceptibility of the minima or maxima to the
search process.

Hybridization and modification of the SCA are becoming popular among researchers who want
to utilize the benefits of SCA. However, the original SCA often exhibits low-accuracy enhancement
and impact reduction of the local minima due to constraints in the exploration and exploitation
mechanisms. According to Rizk-Allah [18], the Multi-Orthogonal Sine Cosine Algorithm (MOSCA) is
capable of minimizing unbalanced exploitation and local optima SCA trapping. Notably, this study
enhanced the exploration capability and solution quality of SCA by developing a local search algorithm
and boosting its exploitation tendencies. However, its limitations include premature convergence
that curved towards several function inaccuracies of the SCA phase. Suid et al. [19] synthesized the
original SCA to improve its exploration and exploitation based on a nonlinear strategy to determine the
algorithm strength. The Improved SCA (ISCA) algorithm not only exhibited significant investigation
ability, but it was also capable of preventing local optima stagnation issues. Specifically, the ISCA
outperformed some other compatible functions at minimization, which included the functions of
fixed-dimension multimodal benchmark, fixed-dimension multimodal benchmark, and unimodal
benchmark. However, the performance of ISCA was not higher than the selected functions due to its
unstable optimization operations.

Modification tasks were performed using several techniques, including the modification of a set of
candidate solutions in SCA for Opposition Based Learning (OBL) [20]. The concept of this modification
was the development of more efficient approaches in different fields such as intelligent and expert
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systems. Although the modified method was able to enhance the exploration of the search space, the
range value of the population led to a drawback in the number of function optimization processes.
Sindhu et al. [21] proposed a Modified SCA (MSCA) using the elitism strategy and upgraded the new
solution by selecting the ideal features to improve SCA accuracy. The aim of these modifications was
to optimize the algorithm’s quality with higher precision and reduce the number of features using
wrapper-based feature selection. Based on the ten tested benchmark datasets in this experiment, it was
proven that MSCA achieved higher efficiency with a lower number of features. This method was also
compared with other metaheuristic algorithms, such as GA, PSO, and basic SCA.

Long et al. [22] presented a new technique using SCA by modifying the position-updating equation
and the conversion parameter research. This improved the SCA in terms of the position-updating
weight to stabilize investigation and utilization. The modification of SCA was made on the Gaussian
function to reduce the non-linear effect. Following that, the enhanced SCA was tested using 24
benchmark functions and five-dimensional values. The mean values and CPU frequency of the ISCA
were small, and its improved performance was exhibited through faster convergence compared to the
basic SCA. However, the ISCA showed the lowest minimization in the F6 function in comparison to the
Whale Optimization Algorithm (WOA) and Teaching-Learning-Based Optimization (TLBO) algorithm.

The improvement in SCA with PSO [23] led to advantages over the original SCA and other
metaheuristics in terms of its precision and duration of calculation. This work improved the convergence
and reduced the possibility of being confined to a local optimum solution or optimization issues, which
contributed to the maximum length of continuous substrings. Not all of the test functions provided a
minimum standard deviation, while exploitation in finding the substrings was poor. Qu et al. [24]
improved the SCA by decreasing the conversion parameter and inertia weight, and including the use
of random optimal individuals with greedy Levy mutation techniques. Chegini et al. [25] developed a
hybrid PSOSCA and Levy flight, which allowed the optimizer to identify optimal solutions. Notably,
PSOCALF was more effective than the basic PSO and other algorithms in preventing the confinement of
the local minimum. However, not all optimization stages in the convergence behavior were improved,
besides the early convergence curves trapped in the local minimum. Nenavath et al. [26] proposed
a combination of two algorithms—SCA and PSO. The proposed algorithm was evaluated using 23
notable benchmark issues within IEEE CEC 2017 standards [27] and IEEE CEC 2014 [28]. The proposed
method had a better performance in utilization and investigation and required less time to find local
minima and maxima. However, a limitation remained in this method due to insufficient internal
memory, not guaranteeing an accurate convergence detection.

Singh et al. [29] hybridized GWO and SCA, in which the grey wolves’ natural movements were
used to update the location of SCA. The proposed GWOSCA performance was compared with the
SCA, GWO, Mean GWO (MGWO), Hybrid Approach GWO (HAGWO), WOA, PSO, and Ant Lion
Optimizer (ALO). Following this conception, the highest capability quality avoided the local optima and
performed better than other metaheuristics. Slow convergence was still an issue in the hybridization,
which could become trapped in the partitioning procedure. Moreover, Nenavath et al. [30] adopted
DE into SCA (DESCA) to solve the optimization problem and object identification; DESCA proved
that the hybridization of the two algorithms exhibited an ability to prevent the local optima through
matured convergence compared to the basic DE and SCA. However, provided that the SCA did
not lead to an optimal solution to more complex problems, it had an impact on the mean, standard
deviation, and declined value to every independent run (low probability) to determine the implication
of the statistical test outcomes compared to other hybrid algorithms. Table 1 presents all of the
aforementioned limitations.

One of the most recent advanced techniques of Swarm Intelligence (SI) developed is the CSA,
which was used by Chi [31] and Fister et al. [32] as a metaheuristic optimization method, while Yang
and Deb [33] led its evolution. Primarily, the results of the original CSA were more efficient than
PSO and GA. Additionally, the CSA was further enhanced by adding series information through
ideal global solutions to achieve a higher probability of finding a cuckoo egg in the host’s nest.
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The design of the optimum structure based on the CSA and its continuous objective function was
recently developed by Umenai et al. [34], while its limitations were presented in the methods proposed
by [35–37]. The proposed method was not able to guarantee the detection of precise convergence for
the suggested objective function and had an immature convergence and inaccuracy phase for some
benchmark test functions. This method was also trapped in the local optima caused by the number of
search agent problems.

Table 1. Comparisons of state-of-the-art works.

Ref Proposed Method Enhancement Limitation

[20] Modified SCA
(a) improved version of SCA with consideration of OBL.
(b) increased accuracy of the optimal solution and ability
to explore the search space in optimization process.

(a) unable to solve the dimension problem.

[21]
ISCA by modified
position-updating

equation

(a) modified the position updating weight to balance the
exploration and exploitation of SCA.
(b) modified the conversion parameter for decreasing the
non-linear strategy based on Gaussian function.

(a) means of CPU times of ISCA were small values.

[29] Hybrid GWO-SCA
(a) improved by using position update equations of SCA.
(b) highest capability to avoid the local optima and
considerably superior to other metaheuristics.

(a) the high number of dimensions is worse than in the
WOA and TLBO algorithm.

[18]
Hybrid

SCA—Multi-Orthogonal
Search Strategy

(a) enhanced exploration capability.
(b) boosts exploitation tendencies.
(c) robust, statistically sound and quick convergence.

(a) immature convergence inaccuracy phase for some
benchmark functions.

[19] ISCA with new updating
mechanism

(a) improved exploration and exploitation based on
nonlinear strategy to find the algorithm strength.
(b) proposed algorithm able to get away from local optima
stagnation problem.

(a) not all selected functions are minimized, and ISCA shows
instability in percentage performance compared to other
optimization methods.

[23] Hybrid SCA-PSO (a) good performance in accuracy and computational time.
(b) improves the convergence and the tendency.

(a) poor exploitation in finding the longest consecutive
substrings.
(b) not all the test function provided minimum
standard deviation.

[24]

Modified
SCA—Neighborhood

Search and Greedy Levy
Mutation

(a) improved SCA through three optimization techniques
by decreasing the conversion parameter and inertia
weight, using random optimal individuals, and greedy
Levy mutation techniques.
(b) effectively avoids becoming trapped in a local
optimum; has faster convergence; has higher optimization
accuracy. Twenty benchmark test functions were applied
to verify the performance.

(a) still in infancy stage, and the complexity was
greatly increased.

[30] Hybrid SCA-DE (a) solved the optimization problem and object tracking.

(a) SCA does not lead to optimal solutions to complex
problems when used on some benchmark functions.
(b) does not compare each of the independent runs (chance
of low probability).

[26] Hybrid SCA-PSO (a) good performance method in exploiting the optimum
and has advantages in exploration. (a) did not guarantee an accurate convergence detection.

[25] Hybrid PSO-SCA and
Levy flight

(a) allows the design to be searched further to find
optimal solution.

(a) not all stages of the optimization in convergence
behavior improve.
(b) early convergence and trapped in local minimum.

[16]
Improved SCA with

elitism strategy and new
updating mechanism

(a) to improve SCA accuracy by selecting the best features
using the elitism strategy and new solution.

(a) immature convergence curve for minimization fitness
features.

[22] Modified SCA
(a) local optima with faster convergence.
(b) solving three constrained real engineering
design problems.

(a) immature convergence.
(b) does not affect the configuration of the original SCA.

The MSCA using the LHS approach and HMSCACSA was not used by any of the past studies.
Hybridization was possibly the key feature to improve the effectiveness of the traditional SCA.
Furthermore, HMSCACSA was used to modify the conventional SCA with one new operation LHS to
facilitate a local search method and enhance the algorithm intensification. In this study, LHS with a
control method was combined with the local search method to improve the capability of the global
search. Provided that LHS exhibited a strong global search ability, a symmetric Latin hypercube design,
which is a variant of LHS, was used for population initialization [38]. The setting method (length of
each dimension), which generated the hypercube size, could be determined by the location for the
search agent. This was followed by the transformation of SCA into MSCA to minimize the fitness of
the current best nest selected by random walk solutions. The hybrid and modified SCA also led to
some improvements in terms of local and global search precision to exploit the sine cosine functions.
The convergence curved during faster runs. Meanwhile, the stability of optimization problems was
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related to the phases during the determination of the optimum values for the parameters of a system
from all probable values, including minimum profitability. This stability was compared with the
traditional SCA.

The simple application and cost-efficient computational overhead of the MSCA and the
HMSCACSA algorithms may provide a solution to compound optimization tasks. The main
contributions of this study are as follows:

(1) We include the modified LHS (originating from the SCA) operation within the MSCA.
(2) We develop an emerging sine-cosine method based on the hybrid CSA, known as HMSCACSA.

This gives the fastest convergence curve, improves the capabilities in a global search domain with
sensitive parametric analysis, and minimizes CPU time.

(3) We provide a performance comparison of the HMSCACSA with recent state-of-the-art hybrid
metaheuristic algorithms including PSOGWO [39], PSOABC [40], and PSOGSA [41].

The literature review indicated that the modification and hybridization of the SCA comprises
information on the exploration and exploitation of global optimal solutions. This proposed method
was tested using six benchmark test functions from the IEEE CEC 2017 standards [27] and IEEE CEC
2014 [28] to validate the performance of feature optimization. The mean and standard deviations were
tabulated to evaluate the performance of the suggested method for the benchmark of the optimization
of the mathematical function. Few feature optimizations were present with an improved CPU time
and faster convergence speed, while the minimum fitness optimization was tested to illustrate the
improvement that the proposed method represented. The diverse sizes of parameter sensitivity for
the population, dimension, and diversity plot were fine-tuned to show the improved capabilities
of the global domain search of the SCA. Three hybrid algorithms—hybrid PSOABC, PSOGWO and
PSOGSA—were benchmarked against the proposed MSCA and HMSCACSA.

The rest of this paper is organized as follows: The basic methodology used to design the proposed
algorithm is outlined in Section 2. In Section 3, the proposed MSCA using LHS is described in
detail, including how it is implemented and working principles. The second method, which is the
HMSCACSA, is explained in Section 4. Section 5 discusses the performance of the proposed algorithms
using six benchmark mathematical functions tested within the IEEE CEC 2014 [28] and a recent
benchmark test function within the IEEE CEC 2017 [27]. The analysis, simulation, and statistical results
are presented in this section to report the efficiency of both methods. Section 6 presents the conclusions
and the planned future work.

2. Related Work

Since the hybrid and modified SCA are becoming increasingly popular, the CSA and SCA are
discussed here based on the working principles and the basic parameters for easy understanding.

2.1. Original Sine Cosine Algorithm (SCA)

A recent development of the SCA metaheuristic algorithm was made according to the mathematical
sine cosine functions, followed by its implementation for the utilization and investigation of an
optimized use on the global level. This algorithm was created by Mirjalili in 2016 [13]. The SCA also
corresponds to other population-based metaheuristic algorithms, in which it begins with a random
distribution of a category of solutions. The placement improvement in every search agent in this
algorithm is conducted through Equations (1) and (2).

Xt
i( j + 1) =

{
Xt

i( j) + r1 × sin
(
r2) ×

∣∣∣r3Pt
i −Xt

i( j)
∣∣∣)}, r4 < 0.5 (1)

Xt
i( j + 1) =

{
Xt

i( j) + r1 × cos(r2) ×
∣∣∣r3Pt

i −Xt
i( j)

∣∣∣}, r4 ≥ 0.5 (2)

where, based on (1) and (2), Xt
i( j) refers to the placement of jth search agent along the ith dimension

after the tth iteration, while Pi refers to the placement of the destination point along the ith dimension.
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Furthermore, r1, r2, r3 and r4 refer to the major four parameters in the SCA, with parameter r1 indicating
the direction of movement inside or outside the area between the destination and resolution, as shown
in Figure 1. Parameter r2 represents the random number in [0, 2π] as the outward movement represents
positive sine and cosine of the investigation, while the ingoing movement represents negative sine
and cosine. Parameter r3 denotes the weight to highlight (r3 > 1) or reduce the highlight r3 < 1 on a
random impact of location on the definition of distance. As a random value in [0, 1] , parameter r4

identifies Equation (3), signaling the subsequent location. The calculation of the r1 value is based on
Equation (3), in which the existing iteration is represented by t, while T refers to the highest iterations,
and the constant is indicated by a, given as

r1 = a− ta/T (3)

To utilize the search space in the SCA, the search agent relocation can be made at another resolution.
In the search space investigation, the resolution can also be found outside of the equivalent locations.
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Figure 1. Effects of sine and cosine on search radius [17].

2.2. Original Cuckoo Search Algorithm (CSA)

The CSA is a metaheuristic algorithm based on nature, in which the position of a bird’s nest is
randomly initialized according to the brood parasitism exhibited by several species of cuckoo in the
region available in the mathematical function. Notably, CSA has exhibited high efficiency in various
implementations by numerous studies [37,42].

The optimal values of a bird’s nest fitness are initially placed in the next generation of the process
evolution. Next, the Levy flight mechanism is used to update the new location and position of the
bird’s nest. Finally, the distribution of the random number R ∈ [0, 1] with the foreign egg, pa if R > pa

are compared to obtain a new set of bird numbers and ensure that both the location and solution are
optimal. In the CSA, the finding of the bird’s nest path is updated based on the “get best nest” and
“get cuckoo” according to Equation (4) for each iteration [43], given as

xt+1
i = xt

i + a⊕ Levy(λ) (4)

where xt
i and xt+1

i lim
x→∞

√

b2 − 4ac are the placement vectors of the bird’s nest in the development of t + 1
and t, respectively. Apart from representing the step size of length adaptation, a is a higher constant
than 0, which may incorporate different values in other circumstances. In general, the step size of the
length adjustment factor is specified as α = 0.01, while ⊕ denotes a multiplication by point-to-point
and Levy(λ) refers to a random search direction.
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2.3. Latin Hypercube Sampling (LHS)

LHS is among the most remarkable sampling methods suggested by Stein et al. [44], which is
also efficient for obtaining sample points. This method has significant strength, space-filling impact,
and convergence features in comparison with other random or stratified sampling algorithms. In
this study, the new sample size generated by the LHS method exhibits higher stability and wider
implementation in the SCA adjustment. The LHS is presented by the n× d matrix (e.g., a matrix with d
columns and n rows). Every column, L, comprises a permutation of the integer 1 to n, while each row
of L is represented by the (discrete) sample point and the expression of LHS is given as

L =


x1
...

xn

 =



x11 . . . x1p
...

. . .
...

xN1 · · · x1


 (5)

where xi refers to the jth sample point, while samples x are organized through the random classification
of the terms of x. generated vector elements. The procedures, xnn, are presented in detail in [45], while
the development of a large sample is based on diverse ideas by several researchers in [46–48].

3. Proposed Modified Sine Cosine Algorithm (MSCA)

3.1. The Theory of Sine Cosine Algorithm Adjustment

Here, the formation of the proposed MSCA algorithm, its implementation, and the working
principles are explained in detail. For any optimization algorithm to achieve a global optimum, a
proper modification should show a high convergence rate to the true global minimum even at a high
number of dimensions [49]. The SCA has been tested using LHS as an efficient sampling method that
is widely used in computer experiments. LHS sampling was proven in [45], in which this method
improved various optimization algorithms efficiency.

The modification involves an additional information exchange to affect the performance of an
algorithm, as in the case of LHS and SCA, which resulted in a stagnation effect and convergence
complexity. The iterative modification concept is used to generate the set of random solutions. In [48],
LHS was generally described as a spectrum of stratified sampling designs known as a partially stratified
sample design. LHS represents the extremes of the partially stratified sample spectrum. The variance
of partially stratified sample estimates is derived along with some asymptotic properties. The design
of the partially stratified sample demonstrates its ability to reduce variance associated with variable
interactions, whereas LHS reduces variance associated with the main effects. The SCA can be enhanced
through the implementation of LHS in its optimizer. Firstly, the input of the SCA in an n-dimensional
hypercube with lower and upper bounds of X is initialized for a random set solution. To obtain a
set of random solutions for H sampling scale as an output, there are three steps involved, which are
generated by partitioning the sampling matrix and sampling point from each selected hypercube.
This output is then used as the replacement for a new set of SCA solutions.

Given enough computation, the SCA will always find the optimum, but a fast convergence cannot
be guaranteed since the search relies entirely on random walks. Presented here for the first time,
one modification to the method is made with the aim of increasing the convergence rate and the
minimum optimal solution, thus ensuring the method becomes more practical for a wide range of
applications without losing the attractive features of its original method.

3.2. Iterative Adjustment Using Latin Hypercube Sampling (LHS)

An initial population of 30 individuals was randomly chosen using LHS. This method was used
in order to test the full design space with the minimum number of samples. As the random nature of
LHS did not guarantee optimal space filling sampling, we iteratively generated 500 LHS and sampling
with the maximum distance criteria between sample points was selected. LHS was actually intended
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to improve the unnecessary and redundant features of the entire feature set. The value of the feature
set (30 populations and 500 maximum iterations) was updated to control the optimization process
based on the improvement made.

3.3. Adjustment of Sine Cosine Algorithm (SCA) Using Latin Hypercube Sampling (LHS)

The SCA is a recently developed optimization strategy. Researchers have developed an interest in
solving optimization problems because of their flexibility and simplicity. LHS has proven its validity
results with large deviations in the context of built estimators and is a well-known sampling technique
for variance reduction, as discussed in [44–46]. This method has been extensively applied due to its
simple implementation and beneficial features. Specifically, only one sample in LHS is chosen in every
column or row for every sub-hypercube [45], with n (initial sample size) points and d random variables
denoted as Xn×d = [xT

1 , xT
2 , . . . xT

n ]
T, where each row Xi = [xi1, xi2, . . . xid] represents a sample point as

generated in [45]. To improve the SCA using LHS, it can be treated as space filling criteria to search the
best combination of the sample matrix Xn×d. This sample provides a maximum and minimum number
of search agents (population), N.

Different sampling algorithms using LHS in the SCA are slightly better than the original sample
in terms of efficiency. This is because the proposed algorithm was optimized each time in the sample
points. As an extension algorithm of LHS, the performance of MSCA is slightly superior compared to
traditional SCA sampling. Figure 2 shows the random sample value of the SCA with and without LHS,
and this example had a sample size of n = 30. The use of random points in the hypercube intervals
(random LHS) relied upon the selection of the initial design in LHS. LHS increases the efficiency of
these sampling strategies through the development of new algorithms based on the combination of
innovative space-filling criteria and specialized optimization schemes.
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Algorithm 1 illustrates the pseudocode of the MSCA algorithm. The identification of the MSCA
process initially led to a new category of random resolutions. Following the random initialization is the
measurement of a category of random resolutions through the fitness function, which is the aim of the
placement of location. When the fitness function of the initial population is evaluated, the most ideal
resolutions would be regarded as those to be applied to identify the next resolutions. The targeted
resolution was reached by MSCA through some iterations (generations). The update of the cosine and
sine functions was made when the iteration counter increased. When the optimal solution (destination)
for the particular domain of issue was achieved and the termination requirements were fulfilled, the
algorithm ended.

In this case, it was assumed that the set of SCA resolutions from LHS sampling in Equations (1)
and (2) are the replacement of the new solution of X. Following that, the calculation was updated in a
certain range (r value). The efficiency of LHS samples into the SCA resulted in the fastest convergence
of MSCA, which reflects the decreasing number of iterations (Figure 3). The aim of the proposed



Electronics 2020, 9, 1786 9 of 23

algorithm is to generate an additional sample matrix and optimize the matrix by exchanging the
elements within the column. It is also demonstrated that the proposed algorithm exhibited good
performance in efficiency and convergence compared to the traditional extension algorithms.

Algorithm 1. Pseudo-code of MSCA Algorithm.

01: Input: The population X = {X1, X2, . . . , XD}, the constant magnitude a
02: Output: Xbest and the updated population X′ = {X′1, X′2, . . . , X′N}
03: Generate a random set of population X
04: Evaluate the fitness of each and every population
05: while do
06: Set initial r1 using Equation (2)
07: Update the best solution
08: for (t < maximum number of generation)
09: Perform Latin Hypercube Sampling
10: Update r1, r2, r3 and r4

11: Update the position of the search agents (population) using (1), (2) and (3)
12: Evaluate the fitness of each and every search agent
13: If fitness (current) < fitness (previous) then
14: Update the best solution
15: Else if fitness (current) = fitness (previous) and Number of features selected (current) < Number of features
selected (previous) then
16: Update the best solution and its position, Pt

i = Xbest
17: End
18: Replace the least fit search agent with LHS and update the new population
19: End
20: End
21: Return the updated solution, X and the best result Xbest

Electronics 2020, 9, x FOR PEER REVIEW 10 of 25 

 

(destination) for the particular domain of issue was achieved and the termination requirements were 
fulfilled, the algorithm ended.  

In this case, it was assumed that the set of SCA resolutions from LHS sampling in Equations (1) 
and (2) are the replacement of the new solution of X. Following that, the calculation was updated in 
a certain range (r value). The efficiency of LHS samples into the SCA resulted in the fastest 
convergence of MSCA, which reflects the decreasing number of iterations (Figure 3). The aim of the 
proposed algorithm is to generate an additional sample matrix and optimize the matrix by 
exchanging the elements within the column. It is also demonstrated that the proposed algorithm 
exhibited good performance in efficiency and convergence compared to the traditional extension 
algorithms. 

 
Figure 3. Convergence curves of SCA and modified Sine Cosine Algorithm (MSCA). 

Algorithm 1. Pseudo-code of MSCA Algorithm 

01: Input: The population 
1 2{ , , ... , }DX X X X= , the constant magnitude a 

02: Output: 
b e s tX  and the updated population 

1 2

' ' ' '{ , , ..., }NX X X X=  

03: Generate a random set of population X  
04: Evaluate the fitness of each and every population   
05: while do 
06: Set initial 

1r  using Equation (2) 
07: Update the best solution 
08: for (t < maximum number of generation) 
09: Perform Latin Hypercube Sampling 
10: Update 

1 2 3, ,r r r .and 
4r  

11: Update the position of the search agents (population) using (1), (2) and (3) 
12: Evaluate the fitness of each and every search agent 
13: If fitness (current) <  fitness (previous) then 
14: Update the best solution 
15: Else if fitness (current) = fitness (previous) and Number of features selected (current) < Number of features 
selected (previous) then 

16: Update the best solution and its position, 
t

i bestP X=  
17: End 
18: Replace the least fit search agent with LHS and update the new population 
19: End 
20: End 
21: Return the updated solution, X  and the best result ( )b e s tX  

4. Proposed Hybrid Modified Sine Cosine Algorithm Cuckoo Search Algorithm (HMSCACSA) 

In this section, we discuss in detail the scheme of the proposed hybridization of the adjusted 
SCA through LHS with CSA, its application, and its working principles. 

Figure 3. Convergence curves of SCA and modified Sine Cosine Algorithm (MSCA).

4. Proposed Hybrid Modified Sine Cosine Algorithm Cuckoo Search Algorithm (HMSCACSA)

In this section, we discuss in detail the scheme of the proposed hybridization of the adjusted SCA
through LHS with CSA, its application, and its working principles.

4.1. Concept of Hybridization

SCA uses the characteristics of sine and cosine trigonometric functions to update the solutions.
However, similar to other population-based optimization algorithms, the SCA suffers from low
diversity, stagnation in local optima and the skipping of true solutions [13]. Therefore, we attempted
to eradicate these issues by proposing a hybrid version of the SCA. The proposed algorithm is named
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the HMSCACSA. In this study, the CSA was integrated with MSCA to find the optimum convergence
rate rapidly, thus making the method more practical for a wide range of applications without losing
the attractive features of the original method.

4.2. Iterative Hybridization of the Modified Sine Cosine Algorithm (MSCA) with the Cuckoo Search
Algorithm (CSA)

The initial motivation to develop a hybrid metaheuristic approach was that obtaining an efficient
solution for an optimization problem is a very challenging task which depends on the correct selection of
optimization techniques. The optimal solution will satisfy six main requirements: easy implementation;
balance of exploration and exploitation values; every iteration must be found in a true global optimum;
fast convergence; minimum parameter tuned; and minimum computational power complexity.

With the HMSCACSA technique, we aimed to achieve the above six requirements. Similar to the
SCA and the CSA, it is based on population algorithms and uses a population to pursue the global
solution [50]. The initial solution is transferred for distribution through a solution space generated by
the initial population. There is no change in the number of populations for the entire algorithm iteration.
Towards reaching the optimum minima, the population is fully guided through the iteration process of
reproduction (to obtain the best number of search agents with the lowest cost). The pseudocodes of the
proposed HMSCACSA are presented in Algorithm 2. In this case, the new CSA is assumed from the
LHS in the SCA, generated by the fitness minimum value in the current best solution that replaces the
new population.

Algorithm 2. Pseudo-code of the HMSCACSA.

01: Input: The population X = {X1, X2, . . . , XD}, the constant magnitude a
02: Output: Xbest and the updated population X′ = {X′1, X′2, . . . , X′N}
03: Generate a random set of population X.
04: Evaluate the fitness of each and every population
05: while do
06: Set initial r1 using Equation (2)
07: Update the best solution
08: for (t < maximum number of generation)
09: Perform Latin Hypercube Sampling
10: Update r1, r2, r3 and r4

11: Update the position of the search agents (population) using (1), (2) and (3)
12: Evaluate the fitness of each and every search agent
13: If fitness (current) < fitness (previous) then
14: Update the best solution
15: Else if fitness (current) = fitness (previous) and Number of features selected (current) < Number of features
selected (previous) then
16: Update the best solution and its position, Pt

i = Xbest
17: End
18: Get a cuckoo (4) by the minimum value of sampling LHS (5) position and fitness destination.
19: Keep the best solution (or nests with quality solutions), rank the solutions and find the current best
20: Replace the least fit search agents and update the new population
21: End
22: End
23: Return the updated solution, X. and the best result (Xbest)

The MSCA begins the search by applying the standard sine cosine functions for the number of
iterations. The best-obtained solution is then passed to the CSA to accelerate the search and overcome
the slow convergence of the standard SCA. To determine the success of this HMSCACSA algorithm,
three elements of the parameter are gradually examined in an attempt to change the value of five
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samples to obtain the best iterative algorithm solution. Further enhancements can be made by gradually
examining the HMSCACSA solution through the fine-tuning of internal parameters such as population
size (number of search agents), dimension size, and random parameters chosen (range value) using
a maximum of 1500 iterations. The flowchart of the proposed method is shown in Figure 4. In this
algorithm, the advantages of both the SCA and the CSA are combined. The major limitations of the
SCA are resolved through modifications using LHS and hybridization with the CSA.
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5. Development of the Execution of the Proposed Algorithm

To test the effectiveness of the proposed algorithm, analysis and tests should be carried out to
ensure that real-life performance has been improved. Thus, a single objective function was used to test
the performance of HMSCACSA. Table 2 illustrates the classical set of six benchmark mathematical
functions [49] from 23 notable benchmark mathematical functions within IEEE CEC 2014 [28] for each
category to describe the selection functions.

Table 2. Description of classical benchmark mathematical functions.

Function Dim Range

F1(x) =
∑n

i x2
i 20 (–100,100)

F2(x) =
∑n

i=1|xi| +
∏n

i=1|xi| 20 (–10,10)

F3(x) =
∑n

i=1

(∑i
j−1 x j

)2
20 (–100,100)

F4(x) = max{|xi|, 1 ≤ i ≤ n} 20 (–100,100)

F5(x) =
∑n−1

i=1

 100
(
xi+1 − x2

i

)2

+(xi − 1)2

 20 (–30,30)

F6(x) =
∑n

i=1([xi + 0.5])2 20 (–100,100)

5.1. Simulation Findings

To validate the performance of the proposed algorithm, an experimental setting was implemented.
Six categories of benchmark mathematical functions were deployed to test the algorithm’s efficiency
(Table 2). The variants were coded in MATLAB 2018a on a Core i5, 3.1 GHz system, and the configuration
was performed using the same personal computer (PC) for all of the simulation experiments. To ensure a
fair comparison between the metaheuristics, a comparison was also made between the hybrid-to-hybrid
metaheuristics, namely, hybrid PSOABC, PSOGWO and PSOGSA.

5.2. Analysis of the Hybrid Modified Sine Cosine Algorithm Cuckoo Search Algorithm (HMSCACSA) Results

The analysis of the HMSCACSA is presented in this section. The general concept is the utilization
of the CSA and SCA, followed by the development of the emerging hybrid variant to create a new
transformation as an alternative to the negative result through a one-to-one idea. This innovation
indicates an effective enhancement of the SCA to create a stable investigation and utilization of the
overall iterative search procedure. Furthermore, it also leads to a prompt gathering among diverse
individuals until they develop a similarity to the global optimal individual at a fast rate. When the
best global individual is confined in the local optima, other individuals would be drawn to the local
optima, leading to premature convergence of the SCA.

Through the LHS modification to the SCA, a set of random solutions from the function SCA
is created by a random population using boundary numbers. Besides, the numbered boundary of
all variables is based on the upper and lower number entered by the users to obtain the random
population of X global optimum. The initialization function was replaced by the LHS procedure to
develop a Latin hypercube sample of size N and a new value of X, which was equally administered
on the unit square. During this process, the exploitation phases of SCA were gradually changed in
the random solutions, while lower random variations were found compared to the variations in the
investigation process. Through this process, the placement of solutions was updated to enable the
search of space and to determine the optimal fitness values of the best index cuckoo nest using the
solutions. These processes were reserved to update the ideal nest location and gain a new position.

In the IEEE CEC 2014 [28] benchmark set, the F1 to F3 test functions were unimodal, while the F4
to F16 test functions were multimodal. Figure 5 shows that the proposed HMSCACSA exhibited the
fastest convergence in two out of six test functions, namely, the F5 and F7 test functions. In the majority
of the evaluations, the convergence exhibited a higher performance through the proposed HMSCACSA
in comparison with the adjusted and original SCA. This enhancement was led by the characteristics of
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MSCA hybridization with CSA, as the SCA has internal memory to retain the potential solutions and
converge on a global optimization [26].
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Figure 5. Convergence curves of the proposed Hybrid Modified Sine Cosine Algorithm Cuckoo Search
Algorithm (HMSCACSA) using six mathematical functions. The MSCA, HMSCACSA, Particle Swarm
Optimization–Artificial Bee Colony (PSOABC), Particle Swarm Optimization–Artificial Bee Colony
(PSOGWO), and Particle Swarm Optimization–Gravitational Search Algorithm (PSOGSA) are presented
as blue, green, cyan, black, and magenta smoothed lines, respectively.

The MSCA comprises exploration capabilities to facilitate the access of optimum resolutions using
LHS, while HMSCACSA consists of operators (sine, cosine, and Levy flight) to enhance the diversity
of the population and its resistance to the local optima. Figure 6 presents the convergence curves
obtained using the MSCA, HMSCACSA, PSOABC, PSOGWO and PSOGSA, which are presented in
blue, green, cyan, black, and magenta smoothed lines, respectively. The performance graph approach
is illustrated in a curvilinear way through an optimum focus point.

The HMSCACSA was further compared with three existing metaheuristic hybrid
algorithms—PSOGSA, PSOGWO, and PSOABC—using the F5 test function with a population of 30
and 20 dimensions and 1500 iterations. In this case, five cycles of CPU time for 1500 iterations were
used to avoid the immature convergence inaccuracy phase for several benchmark functions. Despite
the challenging competition, the HMSCACSA had higher performance than the hybrid metaheuristics.
Figure 6e shows that the proposed HMSCACSA achieved the fastest convergence by up to 63.89%
and 60.83% after about 1200 iterations, with a minimization value up to 82.49% and 3.83% compared
to other benchmarked hybrid metaheuristics and the MSCA for F5 (Table 3). These comparisons list
two different percentages between HMSCACSA and another metaheuristics, that is, the iteration and
minimization values, using Equation (6):

Percentage_Di f f erence = |highest(another_meta)−least (another_meta)|
highest (another_meta) × 100 (6)

Based on the boxplots shown in Figure 7, several salient characteristics of the PSOGSA, PSOGWO,
PSOABC, MSCA, and HMSCACSA search processes are presented. Taking the F5 function into
consideration through this analysis, we attempted to highlight the overall performance of the
HMSCACSA, which had a lower median compared to the other algorithms (Figure 7b). Although
the MSCA exhibited a closed quartile bias range, it also comprised a larger interquartile range and
a lower mean compared to the PSOGSA, PSOABC, and PSOGWO. However, the PSOGWO had a
lower median than the other algorithms. It was also observed that all four algorithms exhibited similar
results, except for PSOGWO, which had a bias towards the upper quartile. The statistical analysis
indicated that the HMSCACSA exhibited the fastest convergence rate; this was primarily due to
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the advantages of the modification and hybridization processes in the proposed HMSCACSA that
improved the investigation and utilization in global searching. To validate the processing time of the
proposed variant methods, all algorithms were verified using the CPU time [29] deployed to reach
the convergence.

The mean and standard deviation were measured to analyze the performance of the proposed
method for benchmarking of the mathematical function optimization. The results for both the mean
and standard deviation are presented in Table 4, which also comprised 1500 iterations, a population
of 30, and 20 dimensions. Furthermore, the mean values of the HMSCACSA optimization through
the fourteen test functions indicated that the majority of the functions had low values (162.1748,
3,690,500,000, 666.0412, 2.6749, 14,274,000, and 224,550). Meanwhile, the standard deviations of
the proposed HMSCACSA, which ranged from 103 to 1010 for the different functions, were also
low. These results indicated that the proposed HMSCACSA exhibited a higher performance than
the other hybrid algorithms in the minimization for six test functions. Therefore, the proposed
HMSCACSA enhanced the original SCA in terms of reaching optimal solutions and the ability to
perform a local–global search.
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Table 3. Percentage differences between our proposed method (HMSCACSA) and other metaheuristics
(MSCA, PSOGSA, PSOABC, and PSOGWO; results also presented in Figure 6).

Method Iterations Minimization Value % Difference (Iteration) % Difference (Minimization)

HMSCACSA 282 17.22 - -
MSCA 720 16.58 60.83 3.829

PSOGSA 781 98.33 63.89 82.49
PSOABC 1332 945,855.73 78.83 99.9982
PSOGWO 1358 1,247,463.24 79.23 99.9986

Table 4. Comparative statistical results for state-of-the-art algorithms using six benchmark functions
for a population = 30, with 20 dimensions and a maximum of 1500 iterations.

Function MSCA HMSCACSA PSOABC PSOGSA PSOGWO

Mean SD Mean SD Mean SD Mean SD Mean SD

F1 1.2243 ×
103

1.8078 ×
103 162.1748 510.20913 509.4438 3.1509 ×

103
1.1840 ×

103
4.1671 ×

103
3.5320 ×

104 865.9147

F2 1.0471 ×
1011

4.0395 ×
1012

3.6905 ×
109

6.1621 ×
1010

3.2873 ×
1034

1.2579 ×
1036

2.5138 ×
1024

5.2057 ×
1025

1.2011 ×
1023

4.3896 ×
1024

F3 3.3982 ×
103

1.6561 ×
103 666.0412 1.4958 ×

103
2.0912 ×

104
1.0609 ×

104
7.5861 ×

103
4.7666 ×

103
2.2595 ×

103
5.8552 ×

103

F4 18.5994 9.6382 2.6749 6.8591 33.9277 6.1326 74.2110 0.7134 63.4489 7.0077

F5 4.8489 ×
107

7.0512 ×
107

1.4274 ×
107

3.7084 ×
107

2.7276 ×
108

2.2989 ×
109

2.7344 ×
108

1.8786 ×
109

7.5571 ×
108

1.5812 ×
109

F7 4.6469 ×
106

5.7564 ×
106

2.2455 ×
105

1.0826 ×
106

2.4465 ×
107

2.2364 ×
108

4.7658 ×
107

2.0160 ×
108

1.2024 ×
107

6.1536 ×
107
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Table 5 shows that the HMSCACSA had the best optimal solutions in most cases using the F1, F2,
F3, F4, and F5 standard functions, reducing the minimum processing time by 23.5%, 31.32%, 29.1%,
29.0%, and 43.60%, respectively. Meanwhile, the PSOGSCA reached convergence faster than the MSCA
by 27.69%, 29.47%, 26.44%, 29.49%, and 32.2% for functions F1, F2, F3, F4, and F5, respectively. Overall,
it was indicated from the simulation outcomes that the proposed HMSCACSA had faster convergence
than the MSCA.

Table 5. Central Processing Unit (CPU) time for tested algorithms using standard benchmark functions.

Function PSOABC PSOGWO PSOGSA MSCA HMSCACSA

F1 0.0001039 0.0001096 0.0000915 0.0000968 0.0000700
F2 0.0001039 0.0001197 0.0000993 0.0000967 0.0000682
F3 0.0000939 0.0001126 0.0000938 0.0000904 0.0000665
F4 0.0000974 0.0001140 0.0000947 0.0000953 0.0000672
F5 0.0001004 0.0001197 0.0000922 0.0000767 0.0000520

The selection of specific internal parameters should be emphasized due to the significant effect
of the optimization algorithm’s performance. Notably, the SCA exhibits sensitive parameter values,
which could be fine-tuned to improve the capability of exploring optimal solutions in the global
search domain. Three main parameters can be considered for tuning to obtain significant performance
enhancements: (1) the reasonable value for a search agent (population) should be considered; (2) the
convergence curve and problem dimensions must be taken into account in the selection of population
values; and (3) the computational time might be compromised by high population values, which might
also be redundant in the search process due to the increase in the number of iterations. Finally, four
small fraction parameters (r1, r2, r3 and r4) in the exploration and exploitation SCA algorithm were
used to determine the placements of a new resolution, which may be towards or outwards from the
destination points.

To successfully solve the optimization using the HMSCACSA technique, five specific samples
exhibited promising values to develop a strong potential selection. However, the adjustment of the
selection parameters was a challenging task. Furthermore, constant values (nearer to the basic code)
would display better results in the optimization of benchmark issues, which had a higher possibility of
affecting the identification of a resolution, including the population (number of search agents) and
dimension sizes, and the randomly selected parameter (value of investigation or utilization range).
The details of the design specifications are presented in Table 6, along with the comparative results
simulated by the F5 benchmark test function.

Table 6. Parametric specification of population, dimension and range value for five samples with
varied population sizes.

Parameter Value

Population 20, 30, 40, 50, 60
Dimension 20

Range 2
Maximum Iterations 500

Dimension 20, 30, 40, 50, 60
Population 60

Range 2
Maximum Iterations 500

Range 1.4, 1.8, 2, 2.2, 2.4
Dimension 20
Population 60

Maximum Iterations 500
Dimension 20
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Figure 8 displays the convergence curves using different numbers of search agents (population),
which were specified as 20, 30, 40, 50, and 60, with a dimension value of 20. It was found that the
increase in population from 20 to 60 led to a higher convergence rate by a maximum of 7.4%. Based on
the tuning of the experimental dimensional value, it was found that the low dimension value had the
lowest optimal solutions compared to other values shown in Figure 9. The dimension values of the
HMSCACSA were set at 20, 30, 40, 50, and 60, with the number of search agents set to 30. As a result,
the convergence rate was reduced by a maximum of 37.86%. Four variables were used in the SCA for
the tuning of r variables. In this case, r1 determined the action to be performed by the search agent
between investigation and utilization. Although all stochastic algorithms consist of investigation and
utilization, the balance of these algorithms is important. r2 determined the distance of the movement
of the resolution, while r3 distributed a random weight, and r4 determined the formula to be applied
between sine or cosine [51]. The resolutions in every iteration were assessed by the fitness function,
while the algorithm distributed the ideal resolution acquired at the point of location. This was followed
by the upgrade of the r variables. Moreover, the sine cosine values were set from 1.4, 1.8, 2.0, 2.2, to
2.4 for a diversity of findings. The values significantly affected parameters r1, r2, r3, and r4. Figure 10
illustrates the diversity plot of the HMSCACSA to indicate the difference between investigation and
utilization r in the converged iterations. Notably, the fixed value of range 1.4 had higher stability by up
to 68.75% compared to the other ranges in terms of finding the global optimal solution optimization.
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Based on the three aforementioned hypotheses, it was observed that the HMSCACSA successfully
achieved the fastest convergence, shortest CPU duration, and lowest mean and standard deviation
values of fitness. As shown in Figures 6 and 7, a performance comparison was made between the
HMSCACSA and other hybrid metaheuristic algorithms. Table 5 presents the 1500 mean CPU execution
time results (in seconds) for the HMSCACSA using five benchmark test functions and with a population
size of 60, 20 dimensions, and a range of 1.4. The hybrid variant was found to resolve the majority of
the standard functions (F5) within the minimum duration and 29.5% faster when compared to function
F1. All simulation findings indicate that the proposed HMSCA improved the CSA’s effectiveness in
terms of result quality and computational attempts.

6. Conclusions

In this study, the LHS method was applied to develop a MSCA. Moreover, to enhance the
MSCA, a hybridization between the MSCA and traditional CSA was introduced. The proposed
HMSCACSA—comprised of the sine function, cosine function, and Levy flight—was validated using
six chosen IEEE CEC 2014 [28] and IEE CEC 2017 [27] benchmark test functions. It was found that the
overall performance of the HMSCASCA outperformed other algorithms (hybrid PSOABC, PSOGWO,
and PSOGSA) by up to 63.89% in terms of achieving better optimal solutions and ability to perform a
global search. Additionally, the means and standard deviation values of fitness were low, ranging from
103 to 1010 for the HMSCASCA. Moreover, the HMSCASCA also had a lower median fitness value
compared to the other algorithms.

The proposed HMSCACSA also demonstrated higher stability and reduced computational time
when the population size was high and the number of dimensions was low, respectively. The proposed
HMSCACSA consumed the minimum CPU time by up to 43.6% compared with the other benchmarked
hybrid metaheuristics. However, a limitation occurred whenever the proposed HMSCACSA was
compared with its counterparts in minimizing the F5 test function. In this case, the HMSCACSA was
outperformed by the MSCA in the F5 fitness minimization by 3.49%. In the future, a study could be
done to apply the proposed HMSCACSA in solving Low Autocorrelation Binary Sequences (LABS)
for radar communication systems [52–54], with the aim of obtaining optimized high Energy Levels
(E), low peak Sidelobe Levels (SL), and a high merit factor (MF). The proposed algorithm can also
be applied as a detection algorithm in Massive Multi-Input Multi-Output (MIMO) by searching for
the optimum solution vector in the modulation alphabet with linear detection. Such an optimization
will result in the minimization of the Bit Error Rate (BER) for large-scale antenna [55]. In addition,
the proposed optimization algorithm could also be run in a more complex antenna array synthesis
to optimize locations, excitation amplitudes, and the excitation phase of array elements, achieving a
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high antenna directivity, small half-power beamwidth, low average side lobe level suppression, and
predefined nulls mitigation [56].

Author Contributions: Conceptualization, S.J.R., H.A.R. and K.N.A.R.; methodology, S.J.R., H.A.R. and K.N.A.R.;
software, S.J.R.; validation, S.J.R., H.A.R., K.N.A.R. and R.N.; formal analysis, S.J.R., H.A.R. and K.N.A.R.;
investigation, S.J.R., H.A.R., K.N.A.R.; resources, H.A.R., K.N.A.R., R.B.A.; data curation, S.J.R.; writing—original
draft preparation, S.J.R; writing—review and editing, H.A.R., K.N.A.R., R.N., R.B.A., N.Z.Y., M.A., M.J., M.N.M.Y.,
T.S. and A.M.A.; visualization, S.J.R.; supervision, H.A.R., K.N.A.R. and. R.N.; project administration, H.A.R.
and K.N.A.R.; funding acquisition, H.A.R., R.B.A. and N.Z.Y. All authors have read and agreed to the published
version of the manuscript.

Funding: This research was funded by a Universiti Sains Malaysia RUI grant, grant number 1001/PJJAUH/8011058
and The APC was funded by Universiti Sains Malaysia RUI grant, grant number 1001/PJJAUH/8011058
and UniMAP.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

ABC Artificial Bee Colony
ACO Ant Colony Optimization
ALO Ant Lion Optimizer
ASMO Ageist Spider Monkey Optimization
BER Bit Error Rate
CEC Congress on Evolutionary Computation
CPU Central Processing Unit
CSA Cuckoo Search Algorithm
DE Differential Evolution
DESCA Differential Evolution Sine Cosine Algorithm
E Energy Level
EA Evolutionary Algorithms
EBS Enhanced Brain Storm
EBSSCA Enhanced Brain Storm–Sine Cosine Algorithm
GA Genetic Algorithm
GSA Gravitational Search Algorithm
GWO Grey Wolf Optimizer
HAGWO Hybrid Approach Grey Wolf Optimizer
HMSCACSA Hybrid Modified Sine Cosine Algorithm Cuckoo Search Algorithm
ISCA Improved Sine Cosine Algorithm
LABS Lows Autocorrelation Binary Sequence
LHS Latin Hypercube Sampling
MF Merit Factor
MGWO Mean Grey Wolf Optimizer
MIMO Massive Multi-Input Multi-Output
MOSCA Multi-Orthogonal Sine Cosine Algorithm
MSCA Modified Sine Cosine Algorithm
OBL Opposition Based Learning
PBO Polar Bear Optimization
PC Personal Computer
PSO Particle Swarm Optimization
PSOSCALF Hybrid Particle Swarm Optimization–Sine Cosine Algorithm and Levy flight
RADAR Radio Detection and Ranging
SCA Sine Cosine Algorithm
SI Swarm Intelligence
SL Sidelobe Levels
SS Squirrel Search
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TLBO Teaching–Learning-Based Optimization
WOA Whale Optimization Algorithm
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