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Abstract: Urban development is the result of the interaction between anthropogenic and
environmental dimensions. From the perspective of its density, it ranges from high-density populated
areas, associated with large cities that concentrate the main economic and social thrust of societies, to
low-density populated areas (e.g., rural areas, small–medium-sized cities). Against the backdrop of the
new technological and environmental era, this commentary offers insights on how to support spatial
planning policies for sustainable urban growth in low-density areas. We propose the integration of
technological drivers such as Internet networks, telecommuting, distance-learning education, the use
of electric cars, etc. into the complex spatial models to project and thus to identify the best locations
for urban development in low-density areas. This understanding can help to mitigate the disparities
between high- and low-density populated areas, and to reduce the inequality among regions as
promoted in the UN 2030 Agenda for Sustainable Development Goals.

Keywords: low-density populated areas; sustainable urban growth; technological era; complex
spatial models; land-use planning

1. Introduction

Human settlements—i.e., locations where people live, work and/or study—are the result of an
interrelated set of dimensions [1]. To recognise the uncertainties surrounding future human settlements,
different approaches have been used. Among these approaches, we find that complexity science and
geography can contribute to a better understanding of where people will live in the future by providing
answers to unpredictable changes and describing how local interactions between individuals in the
system shall lead to emerging patterns over time [2–4].

Complexity science, which has been around for roughly seventy years, has been steadily advancing
in the past few decades. It integrates interdisciplinary subjects, such as fractals— describing and
analysing irregularities [5]; self-organising systems—learning the interactions inside the system,
leading to the spontaneous emergence of an intelligible spatial structure without exterior coordination,
where there is no hierarchy of command and control, and neither internal or external agents to monitor
the process [6]; chaos theory—studying the stability of procedures in response to changes in scale [7];
and cybernetic systems—investigating process regulation as a complex system in an accelerated
socio-technological evolution [8].
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Complexity science and geography have come together to describe, understand, and explain
connexions among space-time patterns at multiple scales, linking interactions to nonlinear processes [9].
Hence, they have helped to describe and understand system dynamics, to predict future human
behaviour, and they have the advantage of being simple approaches that can incorporate complex
analysis. Every stage incorporates complex analysis, involving dynamics, relationships, emergence,
and unpredictability. Finding further possibilities for coupling complexity science and geography
is one of the most significant challenges that spatial planning needs to face in the future [10].
This engagement has increasingly sparked interest and new knowledge has been established to
explore interconnected relationships, unpredictability, and multi-dimension, multi-scale, multi-time,
and non-linear thinking [11].

In the past few years, the use of computer simulations employing this two-pronged theoretical
approach has been increasing due to its low cost, high speed, and easy reproducibility [12]. Currently,
there are plenty of studies indirectly forecasting the growth of human settlements by projecting urban
areas, particularly in high-density populated areas contexts, by using complex spatial models, e.g.,
Fuglsang et al. [13], and Clarke et al. [14]. Nevertheless, in a technological and environmental era,
where people can increasingly decide where to live and work [15], and to face to one of the most
significant challenges from the spatial planning perspective, the territorial population imbalance
between low and high-density areas, there is a lack of the critical thinking needed to study low-density
populated areas, identifying different drivers to promote the sustainable urban growth in these areas.
Therefore, this commentary casts a light on how using complex spatial models can be effectively
applied in land-use planning by promoting new territorial strategies to mitigate the imbalance between
high- and low-density populated areas, as support to predict future urban areas growth in low-density
populated areas, and to find the most suitable areas. (Figure 1).

Figure 1. Coupled analysis: low-density populated areas, modelling sustainable urban growth,
and land-use planning strategies.

2. Population Dynamics

By 2050, around 70% of the world’s population is expected to live in urban areas [16]. Historically,
this growth has been associated with urbanisation processes linked to the socio-economic development
of the countries [17]. Currently, North America is the region where the most people live in urban areas
(82%), followed by Latin America and the Caribbean (80%), and Europe (73%). By country, China has
the most prominent urban population (758 million), followed by India (410 million), and the United
States of America (263 million). By metropolitan region, Tokyo is the world’s largest one with 38 million
inhabitants, followed by Shanghai (34 million), and Jakarta (with almost 32 million inhabitants) [16].
Urban population worldwide has overgrown since 1950, from 746 million to 3.9 billion in 2014, and by
2050, it is expected to reach 6.3 billion, where approximately 90% of this growth is expected to occur in
Africa and Asia.



Land 2020, 9, 221 3 of 14

Population growth in urban areas throughout history, in different places and stages, has fluctuated
both in terms of core and ring. Theoretically, the different stages occur based on four major cycles [18]:

(i) urbanisation: indicates population growth within the city (and associated with a suburbanisation
process with low-density settlements in the urban fringe);

(ii) exurbanisation: corresponds to migration away from large cities;
(iii) counterurbanisation, which represents population decrease both within the city and in the urban

fringe; and
(iv) reurbanisation: embodies population increase within the city and its decrease in the urban fringe.

These four stages have been identified in different urban areas around the world as a result of a
complex interaction between anthropogenic and environmental drivers [19,20], and they have been
recognised with different dynamics, morphologies, densities, and spatial locations. For instance, the
urbanisation process has been associated with contiguous urban growth around cities, and along
highways and roads, connecting suburbs in different forms [21] such as enlarged cities, metapolis,
city-regions, and periurban regions. Likewise, from the perspective of morphology, some characteristics
have been recognised, such as monocentric (distributed over extensive areas), dispersed (scattered
cities), linear (with linear forms of agglomeration), and polycentric urban regions (multiple cities
connected) [22]. The urban growth in some of these urban forms leads, frequently, to the emergence of
urban sprawl [23], which is defined as a low-density dispersed development outside the compact urban
area and beyond the edge of service and employment [24]. Batty [25] defined it in three interconnected
concepts of spatial dynamics: the decline of central or core cities; the emergence of edge cities; and
the rapid suburbanisation of the peripheries of cities. On the other hand, Torrens [26] refers to it as
low-density growing areas along the fringes of metropolitan areas, characterised by their compactness
and dispersion. These areas are often identified as the urban expansion into suburban areas and
characterised by unplanned [27], uneven growth [28], contiguous suburban growth [29], mixed
uses [30], scattered and leapfrog development [26], strip or linear development [31], poly-nucleated
nodal development, and both as a state, and a process [32]. Behind these morphological and dynamic
changes, different drivers have been identified as the main reasons, such as policy interference and
social organisation changes, industrialisation, infrastructure, and a cultural, technological, and/or
socioeconomic boost [33].

The urban growth process has implications for land-use sustainability, both from the socioeconomic
and environmental perspective [34–36], and they can be both negative and positive. Among the many
impacts, the negative ones may be the undesirable effects on public health and quality of life [37],
urban pollution increase [38], greater dependence on cars [39], spatial fragmentation [40], and loss
of farmlands [41]. The positive ones may be the sense of community between inhabitants [42], more
living space [41], decreasing crime rates [39], and the fact that fragmented urban growth has been
perceived as an economic expansion [28].

Contrary to the urbanisation–suburbanisation process, exurbanisation represents the mobility of
people from large urban areas into rural areas [43]. Exurbanisation as a concept was introduced by
Spectorsky [44] and is defined as the ring of wealthy rural communities inhabited by urban professionals,
where urban and rural activities are interconnected, and the relocation of residential areas, services,
industries, logistic centres, and high-tech zones is the result of a trend towards de-concentration [45]. It
represents the area outside the contiguously built-up areas of large cities, outside metropolitan regions,
where rural areas are interwoven with small-medium sized cities, and people live by maintaining their
urban income [43].

These processes have been led to land-use and land-cover changes and they have been triggered
by driving forces. The concept of driving force become well-known in landscape ecology during the
1990s, which was defined as the processes responsible for the landscape changes [46]. Therefore, it can
be categorised into the three following stages:
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(i) underlying drivers: such as environmental, policy, technology, socioeconomic, culture,
and location;

(ii) processes: related to land manager decisions and behaviours; and
(iii) manifestations of land-use and land-cover change: connected to intensification (e.g., high-density

populated areas), and disintensification (e.g., land abandonment).

Many drivers influence land-use transitions, and they are the result of land supply and demand,
affecting its patterns, structures, and functions. Some studies have contributed to describe the effects
on landscape change [33], and its complex interaction processes [46]. There are plenty of driving forces
that may be responsible for those transitions. Table 1 reviews some of these key drivers, from global to
local scale.

Table 1. Global, national, and local driving forces.

Scale Driving Force Description Source

Global

World prices It can influence land-use change decisions. [47]

Climate change It represents unpredictability—greater negative impacts. [48]

High energy prices It increases food prices. [49]

National

Urbanisation It changes the food demand. [50]

Shortening market
chains It reflects a stricter price. [51]

Water scarcities It promotes strategies to create irrigated agricultural land. [52]

Local
Population pressure It can reduce the agricultural land available for farming. [53]

Market access It can improve output markets. [54]

Worldwide, landscape has been experienced significant land-use changes. They have been
encouraged by different drivers such as political reasons, cultural history, land reforms, and enhanced
technological, as well as diverse institutional and economic drivers [33]. The population growth and
the need for cropland, grassland, and forest have led to a high level of land-use and land-cover changes.
At the same time, spatial patterns of urban development have registered significant changes over the
last decades, especially from the fringes of large cities, which have registered high levels of land-use
changes from natural and semi-natural areas into artificial land, mostly to residential and tourist
settlements, industrial, and commercial surfaces.

Therefore, the understanding of different urban development processes is relevant. The study
of sustainable urban growth in exurbanisation processes can encompass multiple disciplines [55]
and may be a central key for land-use management to mitigate the disequilibrium between low- and
high-density populated areas, by promoting the sustainable urban growth in low-density populated
areas. Some of these disciplines may be those related to complexity science and spatial planning to
define better policy priorities and endorse inclusive and equitable development [56,57].

3. Complex Spatial Models

In the interpretation of urban and population dynamics, different models and methods have
been used in the scientific literature. Some of them, such as the classical geographic models have in
common the study of interaction, diffusion, migration, and location, identifying the who, what, why,
and where. They have been applied in urban economics and social physics, e.g. Von Thünen’s model,
Weber’s model, Walter Christaller’s central place formulation, Alonso’s model, the gravity model of
spatial interaction, Hagerstrand’s model, and Tobler’s law. The majority of them share the principles
of complexity science, which are useful to describe how local interactions between individuals in a
system can lead to emerging patterns over time [2].

In the 17th century, René Descartes argued that ‘nothing comes out of nothing’, and this quote
describes very simply how complexity science can be understood. Nevertheless, there is not a
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single definition for complexity science and there is no consensus about it [58]. This is partially
since complex system theory itself was only properly recognised in the 1990s [59]. However, it is
agreed that complexity science corresponds to a system where a set of entities, processes, and agents
interact over an extensive network with no central control [60]. Local interactions between agents
and the environment can result in unexpected and unpredictable behaviour at the global level in a
new bottom-up approach [61]. These local or global interactions may lead to positive and negative
responses that can influence the state of the system [62].

Self-organisation, nonlinearity, and order and chaos were the fields that gave rise to complexity
science. In self-organisation, the interactions inside the system lead to the spontaneous emergence of
an intelligible spatial structure without exterior coordination, where there is no hierarchy of command
and control, neither internal nor external agents that monitor the process [6]. In nonlinearity there is a
continuous and discontinuous change, and, the cause–effect relation is disproportional [63]. Lastly,
order and chaos is related to unpredictable behaviour in a system in which agents interact randomly
with other agents, rather than being planned or controlled [9].

The complex systems evolution often comprises disconnected time-scales. The disconnection or
transition is the consequence of an aggregation of techniques of changes, since collective behaviours
and relations, and physical, economic, or social configurations cause irreversible changes in a system.
Four stages of stability transition have been identified:

(i) pre-development: in which indicators change only slightly, in which does not exist a dynamic
of equilibrium;

(ii) take-off and accelerated stage: in which indicators change with growing speed, and the system
starts to break;

(iii) breakthrough or acceleration: in which the system changes structurally; and
(iv) stabilisation stage: in which the speed of social change declines and a new dynamic equilibrium

is achieved.

These multi-stages provide a straightforward interpretation of what will occur throughout a
transition process. The conceptual theory proposes a cyclic pattern, a stabilisation stage, and what
could be the predevelopment stage for the next development stage.

Complex systems consider that connexions and interdependencies are challenging to describe,
predict, and manage [64], and they are the result of collective behaviour. Complex systems are more
than the sum of individual actions [58], and for a system to be called complex, its components have to
be self-organised, and it has to be less dependent on environmental actions [65], exploring dynamic
systems in a broad and multi-disciplinary context.

Complex systems studies are increasingly used in natural and social sciences and provide a
powerful tool with which to capture evidence about the world [66]. More recently complexity
science has been studied in policy and evaluation, more specifically in the understanding of collective
decision-making [67]. This interconnection has been supported by modelling techniques, in which
they have been used to solve complex problems, integrating empirical data, entities, and relations
among objects. Models can reproduce experimentally-observed real systems (real world) and can be
divided into space and time. In addition, they represent an abstraction of the world and they can be
described into three different types:

(i) deterministic, in which the model is entirely defined by the parameter values and the initial
conditions, displayed by deterministic rate equations. A deterministic model can be stretched
to account for the spatial organisation and has been effectively used to analyse the reaction
process [68];

(ii) stochastic, in which they have intrinsic randomness, and the set of parameter values and initial
conditions will lead to an ensemble of different outputs; and
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(iii) the hybrid model, which represents a combination of both deterministic and stochastic
models. They are used in analysis, optimisation, synthesis, gaining, and in the comparison of
alternative systems.

Complex model simulations can help to explain and predict geographic phenomena [69],
and they have been used from a new perspective of spatial simulation modelling, to incorporate an
accurate representation of geographic space [70–72]. They have been integrated an object-based and
spatially-explicit approach linked to complex systems dynamics [73], allowing better understanding of
the spatiotemporal phenomena by modelling human behaviour [74].

Complex spatial modelling represents an advance of geographic information science that has
contributed to an efficient reflection on new space perceptions [75,76]. Predicting and assessing
future land-use trajectories enables identification of their causes and consequences [77], involving
a multidisciplinary evaluation [78], and integrating a broad range of biophysical, demographic,
and socioeconomic drivers [79,80]. Currently, there is a variety of complex spatial models based on
different empirical techniques, such as equation-based models, system models, evolutionary models,
genetic algorithms, cellular automata (CA), artificial neural networks (ANN), and agent-based models
(ABM). These last three, have been among the most used in modelling land-use and land-cover changes.
CA is defined by cell space, timestep, cell states, cell neighbourhood, and transition rules [81]; ANN
are based on a machine learning system and inspired by human brain neurons structure [82]; and ABM
enable the reproduction of human actions such as cognition, communication, and learning [83].

These models have been used to simulate land-use dynamics, identifying driving forces for those
changes [84], and capturing the behaviour of individuals, integrating simple rules but incorporating
complex behaviours. Table 2 shows some examples that combine CA, ANN, and ABM in the study of
land-use cover changes.

Table 2. Land-use models based on CA, ANN, and ABM.

Method Model Description Source

Cellular
automata

MOLAND
Provides a spatial planning tool used to evaluate, to

monitor, and to model urban development at the
regional level.

[85]

SLEUTH

Designed with predefined rules. SLEUTH uses four
types of urban transitions: spontaneous growth; new

spreading-centre growth; edge growth; and
road-influenced growth.

[86]

RIKS It is developed at two scales: macro and micro level. [87]

Artificial neural
network

GIS-ANN Web -
SECOA

It allows stakeholders to measure land-use
transitions according to different scenarios. [82]

Land
Transformation

Model

It projects spatial and temporal patterns of land-use
changes and identifies its driving forces. [88]

Agent-based
models

PUMA It simulates land-use changes based on a land
conversion model and household model. [89]

ILUMASS
It was developed to run at microscopy level,
simulating land-use changes, transportation,

and environmental dynamics.
[90]

RAMBLAS It simulates the impacts of land-use changes,
and transportation planning policies. [91]

Combining different geographic models allows us to manipulate and create relationships between
spatial data, and to integrate deterministic and stochastic predictive analysis to establish artificial
relationships between different spatial data [92]. As a result, these models can create spatial knowledge
that can subsequently be used as a support for spatial decision-making [93,94].
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4. Land-Use Planning

Through the complex spatial models’ outcomes, land-use planning can support better-planning
practices [95]. It helps us to identify alternatives for land use and adopt the best land-use options,
allocating land uses to meet the environmental, social, and economic needs of the population while
preserving future resources [96]. It incorporates socioeconomic trends and physical and geographic
elements. Land-use planning is a public policy that describes and regulates the use of land to support
local development goals and creates legal and administrative instruments that support the plan to
define land allocation, zoning, and density of construction. Land-use planning also comprises the
anticipation of the need for changes as well as responses to that need, employing strategies to deal
with territorial elements, e.g. transport, commercial, industrial, residential, and economic growth,
and mitigating and adapting to climate change, as well as protecting people from natural disasters.
These strategies must be selected taking into account their efficiency, guarantee equity, safeguard
important requisites such as food security, employment, and recognise the current needs of the
population, while still preserving resources for future generations [97].

The best principles for land-use planning are those that both decision-makers and stakeholders/
population can debate, identifying the highest consensus on the goals of a specific territory, as well as
those that incorporate the largest development vision (larger scale) for the locality (local scale). At
a larger scale, land-use planning, in many cases, establishes priorities by balancing the competing
demands for land from sectors such as the economy, tourism, housing and public amenities, road
network, industries, as well as wildlife preservation. At the local scale, land-use planning should
capture local stakeholder knowledge and contributions, as well as local actions [98]. From the
perspective of the mitigation of population distribution imbalance, in a region or country, spatial
planning measures can be taken at larger and/ or local scale and should encourage sustainable urban
development in low-density populated areas.

5. How to Support Planning Policies to Mitigate the Territorial Imbalance between Low- and
High-Density Areas in a New Technological Era?

While new planning standards such as territorial cohesion or the reduction of inequality within
and among countries (as promoted in the UN 2030 Agenda for Sustainable Development Goals) have
been encouraged, the increasing socioeconomic distance between rural or small–medium sized cities
and large cities has been one of the significant planning challenges [99]. It was found that the lack of
effective spatial planning has resulted in uncoordinated strategies and has led to a territorial population
imbalance in some regions of the world. Therefore, the study of exurbanisation processes may be
useful to identify alternative spatial scenarios; propose and point out guidelines to mitigate urban
growth pressure in large cities; and create incentives for people to live in rural areas or small–medium
sized cities.

The principle of people’s migration from large cities to low-density populated areas related to
technological advances has already been discussed by several authors in the past. In the 1990s, Frances
Cairncross published a book anticipating “The Death of Distance”, in which Cairncross argued that
with technological advances we will see a migration of people from urban to rural areas. However,
more than 20 years have passed, and this transformation has not yet occurred. In 2012 Enrico Moretti,
opposing the idea of Cairncross, argued in his book entitled “The New Geography of Jobs” that the
death of distance is a myth. In 2018, this idea was corroborated by Joe Cortright in his article entitled
“IoT: The Irrelevance of Thingies”, in which Cortright defended that “people and social interaction, not
technology, is the key to the future of cities”. Partly, we think that the opinion of these both authors
is valid (from the premise that large cities will continue to grow), however, we think that with the
most recent technological advances, particularly related with the advances on the Internet (e.g. 5G),
and with more powerful computers, that new settlements in low-density areas can emerge due to these
new advances. In an article recently published by Michael Batty (May 2020), entitled “The Coronavirus
Crisis: What Will the Post-Pandemic City Look Like?”, Batty argues that the “low-density urban sprawl
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and new communities far from the central city” can be a new reality in the near future [15]. This subject
is even more relevant when we are at the beginning of the third decade of the 21st century and are
facing new global pressures, such as socioeconomic, climatic, and health challenges. In an era when
the divide between high-density populated areas and low-density populated areas has been increasing,
new approaches to study this phenomenon are needed. They can encompass new technological drivers
such as good Internet access, which is directly connected with telecommuting and distance-learning
education (behind the migration from large cities to rural or small-medium sized cities) by integrating
it in the complex spatial models approaches, and thus promoting better land-use strategies. Therefore,
a concept derived from exurbanisation is proposed. Based on the most recent technological era, where
the notion of physical location is changing, the concept of ‘cyber-exurbanisation’ is proposed. It
combines the terminology of ‘cyber’ or ‘cyberspace’—i.e., a non-physical space where people can
remotely access a network of information technology—and ‘exurbanisation’, which represents the
migration of people from large urban areas to rural and/or small–medium sized cities. Based on this
new opportunity, complex spatial models may play an important role by identifying in a region or
country, outside large cities, how, why, when, and where people can live in the future.

Throughout human history, different stages in terms of innovation, technology, culture,
and socioeconomic transformations have developed worldwide. The first stage recognised was
the industrial revolution, when human labour started to be replaced by machines; the second stage was
related to mass production using electric power; the third was associated with informatisation based
on computers and the Internet; and the fourth has been linked to artificial intelligence, cyber-physical
systems, and the Internet of Things [100]. Additionally, and more recently, some authors have mentioned
sustainability as the new revolution that has emerged in the past few years [101]. Sustainability has
been studied by the scientific community from different perspectives, such as pollution in cities [102],
traffic jams [103], overcrowded cities [104], and food security [34]. In this new era of environmental
concerns and technological advances, new lifestyles and new job opportunities have emerged. This
era has created new opportunities—one of the most relevant opportunities for people working in a
growing number of jobs is the possibility of deciding where they want to live. Therefore, different
challenges, opportunities, strengths, and weaknesses are being faced in urban living.

From the socio-economic and technological perspective, there are plenty of drivers that may be
responsible for migration movements from large cities to rural areas, or small–medium sized cities,
such as housing prices, industry 4.0, telecommuting, distance-learning education, Internet, electric
cars, aerial vehicles, and digital medicine, health, and therapeutics. They have all been recognised as
drivers to interpret these future human settlements.

Currently, one of the most critical topics related to large cities worldwide is the supply/demand
imbalance in the housing market. As a result, housing prices have soared [105]. In 2019, Hong Kong,
San Francisco, New York City, Zurich, Paris, and London were ranked as the most expensive cities
to buy or rent a home [106]. In some of these cities, middle-class families have lost the power to live
inside their boundaries since their disposable income has not followed the same growing trend. This
situation has been forcing many people to migrate out of these large cities over the past few years [107]
and can contribute as one of the main push factors that encourage people to move from large cities to a
‘cyberspace’ located in a rural area and/or a small–medium sized city.

With the paradigm of industry 4.0, introduced in the early 2010s [108], new challenges are being
faced worldwide. One of them is related to digital and technological employees that have been
allowed to work and study remotely [109], and thus they are free to decide where to live [110]. A new
technological generation of staff using the capability of the cyberspace has been developing in the past
few years. Some technological advances in Internet connection, such as new fibre-optic technology [111]
and 5G Internet [112], have increased Internet speed and coverage worldwide. Companies such as
Google, Facebook, Airbus, Boeing, and SoftBank, have been working in projects targeted at spreading
the Internet to the most remote populated areas worldwide employing satellites, drones, balloons,
and airships. Consequently, these technological signs of progress have led us to believe that physical
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distances will be blurred in the near future, allowing people to access the Internet for personal or work
purposes in the most remote areas in the world.

Equally as fast have been the recent developments in mobility, particularly in the market of electric
cars to transport people, and in the market of aerial vehicles (e.g., drones) to transport goods. These
advances have contributed and will further contribute to reducing environmental impacts by cutting
CO2 emissions; lower economic costs by decreasing maintenance and production costs [113]; and
increase the mobility of people, goods, and products [114]. Additionally, some other drivers, which
do not depend on a person’s location, will contribute to reducing the isolation of areas outside large
cities, such as digital medicine, health, and therapeutics (allowing practitioners to increase the early
identification of diseases) [115]. Therefore, these mentioned drivers can directly or indirectly play a
relevant role in the emergence of new inhabitants in rural and small–medium sized cities (out of large
cities) in the near future, and they may later shape the new forms of human settlements.

Then, we argue that, apart from the widely used socioeconomic, political, and environmental
explanatory variables in the complex spatial models’ analysis, we need to integrate these new
technological drivers in these analyses. This is even more evident when we are facing, particularly in
recent years, increasingly improved technological development. This will allow the projection of a
sustainable population growth in low-density areas and in that way, it will allow the demonstration
of better alternatives for urban growth and thus better anticipation, interpretation, assessment,
and mitigatation of the impacts of the spatial location of future human settlements.

This understanding may be helpful to some governments worldwide, in which they set out to
mitigate the imbalanced population distribution in a region or a country; to strengthen territorial equity
and territorial cohesion; promote decentralisation of state functions; and to promote a polycentric urban
system by increasing the number of cities with supranational polarisation [116]. Thus, anticipation of a
better sustainable urban growth in low-density areas can contribute to the creation of better land-use
planning strategies; contribute to land-use sustainability [117], and the promotion of territorial cohesion
in a country or region.

6. Conclusions

Planning strategies are focused on opportunities, organisational strengths, and framing processes.
These strategies support decision-makers by enabling them to use skills that will lead to better decisions
about future actions [118]. With the help of complex spatial models, it is possible to anticipate and
understand future land-use dynamics, and to create land-use strategies accordingly [53,119]. In the past
two decades, the majority of studies that deal with urban and population growth prediction, complex
spatial models, and spatial planning, have analysed urbanisation and suburbanisation processes in
large cities [68]. However, these analyses still lack the combination of these three dimensions for the
study of exurbanisation processes in low-density populated areas.

Large cities are expected to keep on growing worldwide. However, a ‘cyber-exurbanisation’
process can contribute to the mitigation the population imbalance between large cities, with high-density
populated areas, and rural areas and small–medium sized cities, with low-density populated areas.
The future development and advance of some technological drivers and the desire of some people to
live in a place with natural amenities and idealised lifestyles can promote new locations where people
wish to live, creating new forms and new human settlements.

Urban population growth is the result of a complex process and represents the consequence of
interactions in space and time between environmental and human dimensions [120]. Complex spatial
models can provide an epistemological approach to enable us to better recognise it. Furthermore, it
can help planners in the decision-making process to clarify unpredictable conditions, to identify, in
time and space, plausible future images, and ensure a better quality of the living environment [121],
identifying the valuation of different land-use options and socioeconomic settings. Thus, coupling
complex spatial models, by creating spatial scenarios of future growth of human settlements, with
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land-use planning policies can better indicate alternatives for future population spatial allocation,
and thus mitigate the population imbalance between low- and high-density populated areas.

This commentary can be valuable to create sustainable development strategies for understanding
future land-use uncertainties. Moreover, it endeavours to examine directions for future scientific
research, and we believe it will further help researchers and decision-makers to better interpret future
human settlements based on the new era of technological and environmentally sustainable dimensions.
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