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Abstract

Broadcasting in Mobile Ad hoc Networks (MANETS) is a fundamental data dissemination
mechanism, with important applications, including route query in many routing protocols,
address resolution and any scenario requiring the diffusing of information (alarm signals for
example) across the whole network. Broadcasting in MANETS has traditionally been based
on flooding, but this can induce broadcast storms that severely degrade network performance

due to redundant retransmission, collision and contention.

Probabilistic flooding, where a node rebroadcasts a newly arrived one-to-all packet with
some probability, p, was an early suggestion to reduce the broadcast storm problem.
However, to date, there has been no attempt to analyse in depth the performance behaviour of
such an approach in a MANET environment. The first part of this thesis investigates the
effects on the performance of probabilistic flooding of a number of important MANET
parameters, including node speed, traffic load and node density. It transpires that these
parameters have a critical impact both on reachability and on the number of so-called “saved
rebroadcast packets” achieved. For instance, across a range of rebroadcast probability values,

as network density increases from 25 to 100 nodes, reachability achieved by probabilistic



flooding increases from 85% to 100%. Moreover, as node speed increases from 2 to 20

m/sec, reachability increases from 90% to 100%.

Our study has also revealed that conventional probabilistic flooding frequently does not
achieve a high degree of reachability partly because each node in the network has the same
probability of rebroadcasting regardless of the number of neighbours. When a node is in a
sparse region of the network, re-broadcasting is relatively more important while the potential
redundancy of rebroadcast is low because there are few neighbours which might rebroadcast
the packet unnecessarily. Further, in such a situation, contention over the wireless medium
resulting from spurious broadcasts is not as serious as in scenarios with medium or high
density node populations. This thesis argues that the probability of a node in a sparse region
to re-broadcast should be set higher than for nodes situated in denser regions. Extensive
simulation experiments have been performed in order to determine the minimum, average

and maximum number of neighbours for MANET network nodes subject to a wide range of

scenarios. It is argued here that such information can be exploited to estimate better the
rebroadcast probability for any given node. To illustrate this, the second part of this thesis
proposes two new probabilistic algorithms that dynamically adjust the rebroadcasting
probability contingent on node distribution using only one-hop neighbourhood information,
without requiring any assistance of distance measurements or location-determination devices.
The performance of the new algorithms is assessed and compared to blind flooding as well as
the fixed probabilistic approach. It is demonstrated that the new algorithms have superior
performance characteristics in terms of both reachability and saved rebroadcasts. For
instance, the suggested algorithms can improve saved rebroadcasts by up to 70% and 47%

compared to blind and fixed probabilistic flooding, respectively, even under conditions of

11



high node mobility and high network density without degrading reachability.

To date there has been comparatively little activity with regard to investigating the
performance merits of probabilistic flooding in real applications. Addressing this gap, the
final part of the thesis assesses the impact of probabilistic flooding on the performance of
routing protocols in MANETS. To this end, our newly proposed algorithms as well as fixed
probabilistic flooding are incorporated in the Ad hoc On-Demand Distance Vector (AODYV)
routing protocol; one of the well-known and widely studied algorithm over the past few
years. Our performance results indicate that using our new probabilistic flooding algorithms
during route discovery enables AODV to achieve a higher delivery ratio of data packets
while keeping a lower routing overhead compared to using blind and fixed probabilistic
flooding. For instance, the packet delivery ratio using our algorithm is improved by up to
19% and 12% compared to using blind and fixed probabilistic flooding, respectively. This
performance advantage is achieved with a routing overhead that is lower by up to 28% and

19% than in fixed probabilistic and blind flooding, respectively.
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Chapter 1

Introduction

One of the early deployments of wireless networks took place in the 1970s and the trend
has been growing ever since. During the last decade research interest in the area has grown
substantially due to the wide availability and rapid deployment of wireless transceivers in
a variety of computing devices such as PDAs, laptop and desktop computers [2, 3, 55].
Initially, the deployment of these wireless technological advances came in the form of an
extension to the fixed LAN infrastructure model as detailed in the 802.11 standard [37, 67,

81].

Wireless networks can be classified into two categories [2, 3, 55]. The first category and
the most common today, is a wireless network built on-top of a wired network, which

creates a reliable infrastructure wireless network [2, 3, 55]). The wireless nodes are also



connected to a wired network, and are able to act as bridges in a network of this kind.
They are usually called base-stations or access points. An example of this is the cellular-
phone network where a phone connects to the base-station. When the phone moves out of
range of a base-station it does a hand-off and switches to a new base station within reach.

The hand-off should be fast enough to be seamless for the network users. Other more
recent networks of this type are Wireless Local Area Networks (WLANs) where
transmissions are typically in the 2.4 GHz or 5 GHz frequency bands, and do not require
line-of-sight between sender and receiver. Wireless base stations (access points) are often
wired to an Ethernet LAN and transmit a radio frequency over an area of several hundred
feet through walls and other non-metal barriers. Roaming users can be handed-off from

one access point to another as in a cellular phone system [2, 3, 7, 60, 69, 80].

The second category is Mobile Ad hoc Networks (or MANETS for short) [2, 3, 23, 55, 67,
68], which are formed by wireless devices that communicate without necessarily using a
pre-existing network infrastructure such as that provided by access points. In such
networks, each mobile node operates not only as a host where applications can reside, but
also as a router so that it can send and receive packets as well as forward packets for other
nodes in the network. MANETS are also called multi-hop packet radio networks [2, 3, 55,
71, 101] compared to the one-hop station-based cellular networks. The self-configuring
nature of MANETSs makes them suitable for a wide variety of applications {2, 3, 69]. One
of the applications of these networks is communication within groups of people with
laptops and other hand-held devices. This type of communication paradigm stimulates the
desire for sharing information among mobile devices. Furthermore, MANETSs could be

useful to deploy in areas such as disaster sites, battlefields, temporary conference



meetings, uninhabited field searching. In such environments, where there is often little or
no communication infrastructure or the existing infrastructure is inconvenient to use,

wireless mobile users could communicate through the rapid formation of a MANET [2, 3,

55].

The communication capabilities of the mobile nodes in MANETSs are bounded by their
wireless transmission ranges; that is, two nodes can communicate directly with each other
only if they are within their transmission ranges. When two nodes are out of one another’s
transmission range, their communication needs the support of some intermediate nodes
which set up a communication between each other to relay packets between the source and
destination. For example, in the network shown in Figure 1.1, suppose node C is outside
the range of node A’s transmission range (the circle in dashed-line around node A) and this
node is outside the range of node C’s transmission range, therefore, they cannot
communicate directly. If A and C wish to exchange a packet, node B has to forward the

packet for them, since B is inside both A’s and C’s transmission ranges.
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Figure 1.1: A sample mobile ad hoc network (MANET).



1.1 Features of MANETSs

MANETSs share many of the properties of wired-infrastructure LANs but also possesses
certain unique features which derive from the nature of the wireless medium and the
distnbuted function of the medium access mechanism that they employ [2, 3, 79, 80, 102].
These features may be described in turn as considerations stemming from the mobile node,
the dynamic network topology and the routing protocol used to establish and maintain

communication paths. These characteristics affect the functionality of mechanisms

throughout the communication protocol [2, 3, 79, 80, 102].

Independent Nodes: In a MANET, each mobile node is independent of the others, and

may function as a host that generates and consumes packets and also as a router that relays

packets along network paths.

Dynamic Network Topology: The nodes in the network dynamically establish routing
among themselves as they move about, forming their own network connectivity on the fly.
Furthermore, since the nodes are mobile, the network topology may change rapidly and

unpredictably and the connectivity among the nodes may vary with time.

Distributed Operation: The nodes involved in a MANET should collaborate among
themselves and each node should act as a relay as needed to implement important
functions such as routing and security. Since there is no background network for the

central control of the network operations, the control and management of the network

must be distributed among the nodes.



Limited Resource: The nodes in a MANET suffer constrained resources compared to
their wired counterparts {2, 3, 68]. These constrained resources include the bandwidth
capacity of the wireless links which is significantly lower than that of the wired links.
Moreover, mobile devices rely on batteries for their energy [26, 61, 72, 73, 83, 95]. One of

the most important system design goals is the optimisation of energy conservation.

1.2 Applications of MANETS

MANETSs, due to their quick and economically less demanding deployment, find
application in several areas. Some of these include: emergency operations, military

applications, collaborative and group communication [2, 3].

Emergency Operations: MANETSs are very useful in emergency operations such as in
environments where the conventional infrastructure-based communication facilities are
destroyed due to natural calamities such as earthquakes. Immediate deployment of ad hoc
wireless networks would be a good solution for activity coordination. Moreover, the major
factors that favour MANETS for such tasks are the self-configuration of the system with
minimal overhead, independent of fixed or centralized infrastructure, the freedom and

flexibility of mobility, and the unavailability of conventional communication

infrastructure.

Military Applications: MANETSs can be very useful in setting up a fixed infrastructure
for communication among a group of soldiers in enemy termtories or inhospitable terrains.

Also, they are useful for establishing communication among a group of soldiers for



tactical operations. In such environments, MANETs can provide the required

communication mechanism very rapidly.

Collaborative and group communication: MANETS can be very useful in setting up the
requirement of a temporary communication infrastructure for quick communication with
minimal configuration among a group of people in a conference or gathering. For
example, consider a group of researchers who want to share their research findings or
presentation materials during a conference or a lecture, distributing notes to the class on
the fly. In such a case, the formation of a MANET can serve the purpose [69, 81].
Furthermore, group communication is one of the most promising applications for
MANETs. For instance, the authors in the framework of the Mobile group communication
Project [69] are investigating the viability of developing such type of applications in
MANETSs. They have developed a Whiteboard application (WB), which implements a
distributed whiteboard among users. Each user runs a WB instance on his/her device,
selects a topic he/she wants to join, and starts drawing on the canvas. Drawings are

distributed to all nodes, and rendered on each canvas.

1.3 Routing Principles in MANETS

The basic routing problem is that of finding an ordered series of intermediate nodes that
can transport a packet across a network from its source to its destination by forwarding the
packet along this series of intermediate nodes. In traditional hop-by-hop solutions to the
routing problem, each node in the network maintains a routing table: for each known
destination, the routing table lists the next node to which a packet for that destination

should be sent. There are two main routing approaches in MANETS as expressed in IETF



recommendations through the RFC process, namely the proactive and reactive routing

concept [51].

1.3.1 Proactive Routing

In proactive routing, each node maintains routes to all reachable destinations at all times.
The routing information is usually kept in a table. These tables are periodically updated if
the network topology changes. The differences between the different routing protocols are

in the way the routing information is updated, detected and the type of information data
kept at each routing table. Furthermore, each routing protocol may maintain different

number of tables. Optimised Link State Routing (OLSR) [41], Destination-Sequenced

Distance Vector (DSDV) [57] are examples of proactive protocols.

1.3.2 Reactive Routing

In this type of routing, only needed routes are explored and maintained. In contrast to
table-driven routing protocols all up-to-date routes are not maintained at every node,
instead the routes are created as and when required. When a source wants to send to a
destination, it invokes the route discovery mechanism to find a path to the destination. The
route remains valid till the destination is reachable or until the route is no longer needed.
The existing reactive protocols differ in the ways the route discovery and route
maintenance are conducted. Ad hoc On-Demand Distance Vector Routing (AODYV) [36,
56], Dynamic Source Routing Protocol (DSR) [54], and Temporally Ordered Routing

Algorithm (TORA) [35] are examples of reactive protocols.



1.4 Broadcasting in MANETSs

Broadcasting is a fundamental operation in MANETSs whereby a source node sends the
same packet to all the nodes in the network. In the one-to-all model, a transmission by
each node can reach all nodes that are within its transmission radius, while in the one-to-
one model, each transmission is directed toward only one neighbour (using narrow beam
directional antennas or separate frequencies for each node) [17]. Broadcasting has been
studied in the literature mainly for the one-to-all model, and most of this study is devoted

to that model. The one-to-many model can also be considered, where fixed or variable

angular beam antennas can be used to reach several neighbours at once [14].

1.4.1 Applications of Broadcasting

Broadcasting has many important uses and several MANET protocols assume the
availability of an underlying broadcast service {7, 12]. Applications which make use of
broadcasting include paging a particular node or diffuse information to the whole network
(alarm signal for example). It can also be used for route discovery in reactive protocols.
For instance, in Ad Hoc On-demand Distance Vector Routing (AODY) [36, 56], Dynamic
Source Routing (DSR) [43, 44, 54], a route request is broadcasted in the network to
discover a path to a particular destination. Each node keeps the broadcast ID and the name

of the node from which the packet has been received. When the destination is reached, it
replies with a unicast (point-to-point) packet and then each intermediate node is capable of

establishing the return routes [36, 43, 44, 54, 56].

Any communication protocol for MANETSs should contend with the issue of interference

in the wireless medium. When two or more nodes transmit a packet to a common



neighbour at the same time, the common node will not receive any of these packets. In
such a case, we say that a collision has occurred at the common node. In multi-hop
MANETs where all the nodes may not be within the transmission range of the source,
intermediate nodes may need to assist in the broadcast operation by retransmitting the
packet to other remote nodes in the network. Retransmissions use up valuable resources in
the network such as power and bandwidth. Hence, it is important to choose the

intermediate nodes carefully so as to avoid redundancy in retransmissions.

1.4.2 Characteristics of Broadcasting

We consider a MANET consisting of a set of cooperating mobile nodes. Each mobile node
is equipped with a CSMA/CA (carrier sense multiple access with collision avoidance)

transceiver which can access the air medium following the IEEE 802.11 protocol [37, 67,

81].

The broadcasting is spontaneous; any mobile node can issue a broadcast operation at any
time. The broadcasting is unreliable in that a broadcast is transmitted via a CSMA/CA
manner, and no acknowledging mechanism is used. Note that in IEEE 802.11 [9, 37, 67,
81) the MAC specification does not allow acknowledging on receiving a broadcast
transmission. This is reasonable because, if all receiving nodes send acknowledgments to
the sending node, these acknowledgments are likely to collide with each other at the
sender’s side, resulting in the “many-to-one” broadcast storm [10, 14, 18, 40]. After
receiving a broadcast packet, a node may rebroadcast the packet at most once. In addition,

it is assumed here that a node can detect duplicate broadcast packets. This is essential to



prevent endless flooding of the packet. One way to do so is to associate with each

broadcast packet a tuple (source ID, sequence number).

A broadcast request can be issued by any source node which has a packet to be distributed
to the whole network. This broadcast packet is propagated in the network to reach all the
nodes with a minimal number of re-transmission. All other nodes have a responsibility to

help in propagating the packet by re-broadcasting it. An attempt should be made to
successfully distribute the packet to as many nodes as possible without incurring

substantial computational and communication overhead.

CBR traffic is usually used for connections that transport traffic at a fixed bit rate, where
there is natural dependence on time synchronization between the traffic source and
destination. CBR is often adopted for any type of data for which end-systems require a
predictable response time and amount of bandwidth. In this research, we have used CBR
traffic for evaluating the broadcast algorithms discussed so that a regular amount of data is
injected into the network to ensure that any kind of change in the saved broadcast and
reachability metrics is a result of the broadcast algorithm in use and not affected by the
status of the traffic sources. Moreover, we could not examine any other type of traffic,

VBR or Poisson, due to mainly to time constraints.

1.5 Performance Metrics

The performance of broadcast protocols can be measured by a variety of metrics [10, 14,
18, 25, 40]. A commonly used metric is the number of re-transmissions or alternatively,
saved rebroadcasts, a complementary measure, can be used when comparing the relative

performance of different protocols [10, 14, 18, 25, 40]. Another important metric is
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reachability, or the percentage of mobile nodes receiving the broadcast packet over the
total number of mobile nodes that are reachable, directly or indirectly [10, 14, 18, 25, 40].
It is worth noting that time delay or latency is sometimes used, which is the time needed

for the last node in the network to receive the broadcast initiated at a given source [10, 18].

1.6 Related work

One of the earliest broadcast mechanisms proposed in the literature is flooding [10, 14, 28,
36, 85], where each node receiving a broadcast packet simply re-transmits it to all its
neighbours. The only optimisation that could be applied to this approach is that nodes
remember packets received during the flooding operation, and do not act if they receive
repeated copies of the same packet [42, 85]. However, a straightforward broadcasting by
flooding is usually costly and results in serious transmission redundancy and collisions in
the network; such a scenario has often been referred to as the broadcast storm problem
[10, 14, 18, 40] and has generated many challenging research issues [10, 14, 18, 40]. A
number of researchers [10, 14, 17, 18, 40] have identified this problem by showing how
serious it is through simulations and analyses. They have proposed several schemes to
reduce redundant rebroadcasts and differentiate timing of rebroadcasts to alleviate this

problem.

Williams and Camp [17] have classified the broadcast protocols into flooding, probability-
based, counter-based, distance-based, location-based and neighbour knowledge schemes.
Similarly, neighbour knowledge schemes can be divided into selecting forwarding

neighbours and clustering-based.
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In the probabilistic scheme, when receiving a broadcast packet for the first time, a node
rebroadcasts the packet with a probability p; when p=I, this scheme reduces to blind
flooding. The counter-based scheme inhibits the rebroadcast if the packet has already been
received for more than a given number of times. In the distance-based scheme a node
rebroadcasts the packet only if the distance between the sender and the receiver is larger
than a given threshold. In the location-based scheme, a node rebroadcasts a packet only
when the additional coverage due to the new emission is larger than a certain bound. In the
selecting forwarding neighbours a broadcasting node selects some of its 1-hop neighbours
as rebroadcasting nodes. Finally, the cluster structure is a simple backbone infrastructure
whereby the network is partitioned into a group of clusters. Each cluster has one cluster
head that dominates all other members in the cluster. A node is called a gateway if it lies
within the transmission range of two or more cluster heads. Gateway nodes are generally

used for routing between clusters. The rebroadcast is performed by cluster heads and

gateways. However, the overhead of cluster formation and maintenance cannot be ignored

[4, 6, 15, 30].

Broadcast algonthms could also be classified into two main categories: deterministic and
probabilistic. In the first category, algorithms could be further divided into reactive
schemes and proactive schemes. In proactive schemes [4, 6, 11, 19, 21, 22, 82, 90}, a
broadcasting node selects some of its 1-hop neighbours as rebroadcasting nodes. When a
node receives a broadcast packet, it drops the packet if it is not designated as a
rebroadcasting node; otherwise, it recursively chooses some of its 1-hop neighbours as

rebroadcasting nodes and then forwards the broadcast packet to them. In reactive schemes

[1, 16, 24, 27, 31, 75, 77, 82, 88, 89, 94], each node determines by itself whether or not to
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forward a broadcast packet. In general, these techniques are not sufficiently adaptive to be
able to cope with networks with high mobility and node density. This is due to the fact that
when the network topology changes frequently, the overhead of discovering and
maintaining a model of local network topology (within two or more hops) for each node
increases, and may outweigh the benefit of reduction in retransmission [92, 93].
Furthermore, for those proactive techniques, the task of selecting a suitable set of nodes to

forward the broadcasts is not trivial and requires significant computation by the mobile
nodes. It has been shown in the study of [4, 6, 11, 19, 21, 22, 90] that the determination of

minimum connected dominating set is an NP-hard problem.

Probabilistic flooding algorithms are one of the solutions proposed to reduce redundant
rebroadcasts in order to alleviate the broadcast storm problem. They are simpler and easier
to implement than their deterministic counterparts. However, the authors in [10, 14, 18, 20,
25, 26, 33, 40] have shown that in most cases probabilistic flooding does not achieve high
degree of reachability because each node has the same probability to rebroadcast packets
regardless of its surrounding, e.g. number of neighbours. The problem derives from the
uniformity of the algorithm; every node has the same probability to rebroadcast a given
packet. When a node has few neighbours (a sparse node), re-broadcasting a packet is
relatively more important for two reasons. First, the redundancy of its rebroadcast 1s lower
because the node has fewer neighbours which might rebroadcast the packet unnecessarily.
In such a case, collisions resulting from spurious broadcasts are not as serious as in
scenarios with medium or high density node populations. Second, the node might be
placed in a critical location in that failure to rebroadcast the packet might result in network

partitioning [14, 25]. Hence, the probability of such nodes to re-broadcast should be higher
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than nodes situated in denser topologies.

Tseng et al [14] have studied a simple probabilistic flooding scheme. They have shown
that the scheme has poor reachability and cannot achieve high level of saved rebroadcast
packets, especially in topologies with a low density, because every node has the same
probability to rebroadcast the packet, regardless of its number of neighbours. Cartigny and
Simplot [25] have suggested a probabilistic scheme where the probability p is computed
from the local density n (i.e. the number of neighbours) and a fixed value k as an

efficiency parameter to achieve reachability of the broadcast. However, the authors in [25]

have not discussed how the parameter k is fixed for a particular network setup.

Zhang and Agrawal [33] have suggested dynamic probabilistic algorithm that combines
the properties of probabilistic and counter-based methods. The method enables the
originator node to adjust the rebroadcast probability based on the number of duplicate
packets received within a random delay time where is counter-based schemes show an
inverse relationship between the numbers of times a packet is received at a node and the
probability of that node being able to reach additional area on a rebroadcast. In {10, 14,
18] the authors have used a fixed threshold C to inhibit redundant rebroadcasts. If a node
has already heard the same broadcast packet more than C times, it will not rebroadcast the
packet because it i1s unlikely that the rebroadcast will provide new information to the
node’s neighbourhood. It was shown in [10, 14, 18] that a threshold C of 3 of 4 can
significantly reduce the redundant rebroadcast in a dense network while achieving a

reachability better or comparable to that of flooding. A larger threshold C of 6 will provide

less savings of redundant rebroadcast and may behave similar to flooding. Increasing the
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value of C improves reachability, but, once again, efficiency of the broadcast algorithm in

terms of control of redundant rebroadcast will suffer.

To resolve the trade-off between reachability and control of redundant rebroadcasts, there
1Is a need for dynamic counter-based scheme in which each individual node can
dynamically adjust the counter value using neighborhood information. It has been argued
in [10, 14] that the value of a packet counter does not necessarily correspond to the exact

number of neighbors of the node, since some of its neighbors may have failed to

rebroadcast the packet according to their local rebroadcast probability.

1.7 Motivations

The broadcast operation has extensive applications in MANETSs. For example, it is used in
the route discovery process in a number of well-known routing protocols [34, 35, 36, 47,

34, 56], such as Route Request (RREQ) and Route Reply (RREP), [35, 36, 54]. In wireless
communication, a channel is shared by all users in that when a sender transmits a packet,
all nodes within the sender’s transmission range can receive this transmission. This is
usually referred to as the promiscuous receive mode [40]. The advantage is that one packet
can be received by all the neighbours. The disadvantage is that it interferes with the other
concurrent transmissions, resulting in the exposed terminal problem [67]; that is, an
outgoing transmission collides with an incoming transmission. This can also result in the
hidden terminal problem; that is, a node simultaneously receiving packets from two other

nodes that are not aware of each other’s transmission [67].
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As stated above, blind flooding is very simple to implement, but often leads to the
broadcast storm problem. One solution to alleviate the deleterious performance effects of
this is to provide efficient probabilistic broadcast algorithms that aim to reduce the number
of nodes that retransmit the broadcast packet while still guaranteeing that most or all nodes
receive the packet. Although probabilistic flooding schemes have been around for a
relatively long time, there has not been so far any attempt to analyse their performance
behaviour in a MANET environment. Moreover, no study has analysed the performance of

probabilistic flooding taking into the effects of a number of important system parameters

in MANETS, such as the node speed, pause time, traffic load, and network density.

In most existing probabilistic approaches that have been proposed in the literature [14, 18,
20, 25, 33, 40], the rebroadcast probability at a given node is fixed. This could lead to poor
reachability, as discussed in [14]. One of the causes for this stems from the fact that every
node in the network has the same probability to rebroadcast a packet, regardless of the
number of its neighbouring nodes. In a dense network, multiple nodes could share similar
transmission coverage. Thus, randomly having some nodes not re-broadcasting the packet
saves the node’s as well as network’s resources without harming delivery effectiveness.
On the other hand, in a sparse network, there is much less shared coverage; thus some

nodes might not receive the broadcast packet unless the probability is set high enough.
Consequently, the rebroadcast probability should be set differently from one node to

another in order to account for a given node’s coverage.

Ideally, the rebroadcast probability p should be high in a node located in a sparse region

while relatively low in a node located in a dense region. If p is too low reachability might
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be poor while if p is set too high, many redundant rebroadcasts might be generated. In
order to achieve both high saved broadcast and high reachability when network topology
changes frequently, the rebroadcast probability should be set high for the nodes located in
sparse areas and low for the nodes located in dense areas. This research work suggests and
Investigates the performance of new probabilistic flooding algorithms where the
rebroadcast probability at a node is dynamically adjusted as per the node coverage

distribution and movement using one-hop neighbourhood information to increase

reachability and saved rebroadcast.

1.8 Main Contributions

Existing studies [10, 14, 18, 25] have revealed that probabilistic flooding incurs a lower
overhead compared to blind flooding, while maintaining a sufficient degree of propagation
for broadcast packets. However, these studies have not taken into consideration the impact
of important factors in a MANET including node mobility, network density, and injected
traffic load to assess the performance of probabilistic flooding. In an effort to gain a deep
understanding of the performance behaviour of probabilistic flooding in MANETS, the
first part of this research work investigates the effects of node speed, network density,
traffic load on two metrics, notably reachability and saved rebroadcasts, when nodes

moves according to the popular random waypoint model [51]. To the best of our

knowledge, this is the first study to conduct such a performance analysis of probabilistic

flooding in a MANET environment [66, 104].

In most existing probabilistic algorithms [10, 14, 20, 25] every node has the same

probability to rebroadcast a packet, regardless of its number of neighbours. It would be
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very desirable to devise a flooding scheme that takes into account the current node’s
coverage when deciding to re-broadcast a packet. Hence, nodes situated in a sparse region
should have the probability of re-broadcast set higher than in nodes situated in a dense
region. Towards this end, the second part of this research analyses extensively the
topological characteristics of a MANET when nodes move according to the widely
adopted random way point mobility model [51]. Numerous ns-2 simulation experiments
are performed in order to determine the minimum, average and maximum number of

neighbours for a given node in the network for a wide range of scenarios. Such topological
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