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Abstract

The complete blood count (CBC) per-
formed by automated hematology ana-
lyzers is one of the most ordered labo-
ratory tests. It is a first-line tool for as-
sessing a patient’s general health status,
or diagnosing and monitoring disease
progression. When the analysis does
not fit an expected setting, technolo-
gists manually review a blood smear us-
ing a microscope. The International
Consensus Group for Hematology Re-
view published in 2005 a set of crite-
ria for reviewing CBCs. Commonly, ad-
justments are locally needed to account
for laboratory resources and popula-
tions characteristics. Our objective is to
provide a decision support tool to iden-
tify which CBC variables are associated
with higher risks of abnormal smear and
at which cutoff values. We propose a
cost-sensitive Lasso-penalized additive
logistic regression combined with sta-
bility selection. Using simulated and
real CBC data, we demonstrate that
our tool correctly identify the true cut-
off values, provided that there is enough
available data in their neighbourhood.

Keywords: Interpretability, Lasso,
GAM, Imbalance, Population Health.

1. Introduction

The complete blood count (CBC) with leuko-
cyte differential count performed by auto-
mated hematology analyzers is one of the
most ordered laboratory tests since used as
first-line tool for assessing a patients gen-
eral health status, diagnosing and monitor-
ing disease progression and therapy. An au-
tomated hematology analyzer is a machine
that rapidly counts and discriminates blood
cells depending on its size, complexity or
staining. When the analysis does not fit
an expected setting, the machine triggers a
warning flag. Then, technologists manually
prepare and review a blood smear using a
microscope. The manual technique is more
efficient for the identification of cytological
nuances, particularly in the presence of im-
mature or abnormal cells. However, this is
one of the most time-consuming hematol-
ogy laboratory tests and requires a high de-
gree of technical skill to minimize errors in-
herent in the subjectivity of the procedure.
There is great interest in reducing the num-
ber of automated CBCs requiring manual
blood smear reviews without sacrificing the
quality of patient care (Clé, 2017).
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The International Consensus Group for
Hematology Review published in 2005 a
set of rules as criteria for reviewing CBCs
(Barnes et al., 2005). However, laborato-
ries must adjust these general rules to their
patients and machine characteristics. Com-
monly, adjustments are done accounting for
the technical capabilities of hematology au-
tomatons, the population/sample distribu-
tions of the CBC data and permanently up-
dated expert guidelines. The goal is to
achieve the best trade-off between optimizing
human and financial resources (i.e. minimiz-
ing the false positive rate) and optimizing the
quality of patient care (i.e. minimizing the
false negative rate, usually set in advance).

The manual smear is also considered as
an internal quality control procedure for the
evaluation of the automated hematology ma-
chine parameters. Regularly, all (flagged and
unflagged) samples produced during a lim-
ited period of time are analyzed to deter-
mine the need for adjustments of the screen-
ing criteria for manual blood smear review.
These large amounts of data regularly pro-
duced could be used to train machine learn-
ing algorithms that could be integrated to
the quality control procedure as a decision-
making tool to fine-tune abnormal levels in
the CBC tests.

The objective of the present work was to
provide a machine learning tool for decision
support in fine-tuning abnormal levels in the
CBC tests at laboratory-level. Explicitly, we
aim to identify which CBC variables are as-
sociated with a higher risk of abnormal man-
ual smear and at which cutoff values. This
involves that the machine learning tool must
provide interpretable results. However, that
should surely not be an argument for sacri-
fying predictive performance.

Our proposal is based on cost-sensitive
Lasso-penalized additive logistic regression.
Additive functions are considered to belong
to the space of piecewise constant func-

tions. The natural sparsity encouraged by
the Lasso penalty is combined with a stabil-
ity selection procedure to enforce model sta-
bility (Meinshausen and Bühlmann, 2010).
The rationale behind this choice is the fol-
lowing. Manual smear results are the binary
outcome (abnormal/normal). CBC tests
data are the quantitative predictors. The lo-
gistic regression model is a popular choice in
the biomedical field. Categorisation of con-
tinuous variables is common in clinical stud-
ies since results are easier to interpret. Thus,
we apply additive models fitted by piecewise
constant polynomials. Once the piecewise
constant basis functions have been set, we
have gone through in a linear space setting.

Now, a key question is how to determine
the optimal number and location of cutoff
points. Standard variable selection proce-
dures are applied when only one or a couple
of quantitative predictors are present (Liquet
and Riou, 2019; Barrio et al., 2013). Since
the CBC data consist in some twenty bio-
logical measures, multiplied by the number
of basis functions, the Lasso appears as a
valuable alternative (Tibshirani, 1996). To
encourage stable results we used Stability
selection: only variables frequently selected
by the Lasso analysis over data subsamples
are retained (Meinshausen and Bühlmann,
2010).

Finally, normal manual smear blood tests
are much more usual than abnormal tests
(less than 10% in the present study). We
are faced with an imbalanced learning prob-
lem. The two main families of methods in im-
balanced binary classification are sampling
and cost-sensitive methods (He and Gar-
cia, 2009). A simple cost-sensitive strategy
consists in weighting individuals’ contribu-
tions to the likelihood function to account for
the degree of disequilibrium or importance
(Dmochowski et al., 2010).
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2. Method

Let {(Xi1, . . . , Xip, Yi)}ni=1 be an i.i.d. n-
sample and {(xi1, . . . , xip, yi)}ni=1 a realiza-
tion of the sample. Y is binary (0 for normal,
1 for abnormal smears). Let us note xj =
(x1j , . . . , xnj)

>. Consider the additive logis-
tic model: logit(P (Yi = 1|xi1, . . . , xip)) =
β0+

∑p
j=1 fj(xij), where fj : R → R are

unknown centred functions and β0 the inter-
cept. Let {χk

j (xj)}
pj
k=1 be a fixed basis of

functions and denote χk
j = χk

j (xj). Any fj
can be expanded in terms of these basis and
the unknown parameters {βkj }

pj
k=1: fj(xj) =∑pj

k=1 β
k
jχ

k
j = χjβj . Consider now the par-

ticular case of piecewise constants χk
ij = 1

if xij > qkj and 0 otherwise, with qkj the k-
th value of a collection of Kj fixed values.
Considering the negative log-likelihood loss
function, we can write the weighted penal-
ized optimization problem as:

max
β

{
n∑

i=1

ωi ln
eyi

∑p
j=1 χijβj

1 + e
∑p

j=1 χijβj
− λ‖β‖1

}
,

(1)
where the weights ωi = ω > 1 if yi = 1 and 1
if yi = 0 are used to account for the degree of
imbalance in the minority class. λ > 0 con-
trols regularization. The intercept is omit-
ted. The selection probability is computed
and used as a continuous measure of the sta-
bility associated to the Lasso estimates β̂kj .

Amato et al. (2016) conducted a com-
prehensive review of parsimonious additive
models and reformulated the estimation
problem in terms of group Lasso. Sparse
group Lasso and overlapping group Lasso
are alternative reformulations (Choulde-
chova and Hastie, 2015; Lou et al., 2016).
Our proposal is close to these approaches.
Nevertheless, by choosing piecewise con-
stant functions, which conveniently cate-
gorises CBC data, interpretation, estima-
tion, and computational issues are dramat-
ically simplified. The fused Lasso has also

been adapted to multiple change-point de-
tection by piecewise constant functions (Pe-
tersen and Witten, 2019). However, this ap-
proach is not well suited for large data.

2.1. Evaluation

CBCs and blood smear reviews for 9 594 pa-
tients performed at the clinical laboratory of
the Pontificia Universidad Catolica de Chile
in 2016 were available. CBC data consisted
in hemoglobin (Hg in g/dL), hematocrit (Ht
in %), mean corpuscular hemoglobin concen-
tration (MCHC in g/dL), mean corpuscu-
lar volume (MCV in fL), erythrocytes (Er
in 106/µL), platelets (P in 103/µL), red
blood cell distribution width (RDW-CV in
%), leukocytes (Le in 103/µL), immature
granulocytes (IG in %) and the leukocyte
differential count which includes neutrophils
(N), basophils (B), eosinophils (Eo), mono-
cytes (M) and lymphocytes (Ly) (in 103/µL
and %). Alarms of suspected alterations of
blood cells (binary), sex (binary) and age
(in years) were also reported. The response,
normal/abnormal smear, is imbalanced: only
7% of the smears were abnormal.

Real data served as the core of a simulation
study to evaluate if our procedure was able to
detect relevant predictors and relevant cut-
off values. The features were defined by the
original data. Y was generated assuming the
logistic model. We considered 4 scenarios: A
and B, with only 2 (low-correlated) relevant
predictors and C and D with 5 relevant pre-
dictors which shared moderate to high corre-
lation between them and low correlation with
all the other variables. Only one βkj per vari-
able was different to 0. In scenarios A and D,
they were placed in the extreme percentiles,
where observations are scarce. Inversely, in
scenarios B and C, they were placed in fre-
quently observed values. β0 was calibrated to
achieve 7% of events. Y was generated 100
times and selection probabilities computed.

3



A decision-making tool to fine-tune abnormal levels in the CBC tests

3. Results

In all the 4 scenarios, irrelevant variables
were infrequently selected (Figure 1). In sce-
narios A and D, in which the true features
have to be learn from scarce examples, their
variability is slightly higher and the target
value for the true cut-off values are less of-
ten achieved. Indeed, in scenario A, the 2
true values are identified as non zero in 52%
and 68% of the situations, respectively. In
scenario D, the 5 true values are identified
as non zero in few situations. The proce-
dure doesn’t present good identification per-
formance when relevant predictors are cor-
related to other relevant predictors and the
true cut-off values are placed in the extreme
percentiles. Inversely, in scenarios B and C,
the capability to detect the real cut-off values
is excellent. Values in the neighbourhood of
the real cut-off values are most frequently se-
lected than other irrelevant values. The im-
pact of this error on the selection of cut-off
values is minor.

4. Conclusion

No multivariate analysis studies, even based
on classical statistical methods, have been
used to adjust the consensus cut-off values.
In general, studies in the literature propose
new cut-off values and compare them to the
consensus ones using some criteria such as
recall. However, they do not describe the
process of deducing the new (more efficient)
cut-off values. Likely, this process is based on
acquired expertise which is not reproducible.
Our procedure represents a good trade off be-
tween traditional interpretable models (Vel-
lido, 2019) and powerful machine learning
methods for clinical laboratories. It is able to
detect true cut-off values with high probabil-
ity, provided that enough data are available
in their neighbourhood, while comparable in
predictive performance to deep learning (re-
sults showed in Avalos et al. (2020)).

Figure 1: Selection probability for the 4 sim-
ulated scenarios. Values are mean
over 100 simulation. Black and
gray crosses indicate estimated
values of relevant and irrelevant
predictors, respectively. Circles
indicate target values.

Our tool has a straightforward practi-
cal application from an open source code
available on request from the corresponding
author (shortly on https://github.com/

mavalosf).
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Appendix A. Appendix

Supplementary figures are presented in the
appendix.

Figure 3: Scheme of the clinical laboratory
procedures.
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