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Abstract

Real-time hybrid testing allows engineering systems to be tested using a combination of
modelling and experimental methods. By separating the system into numerical and physical
substructures the scheme enables the benefits of both schemes to be attained such as low cost
due to minimal component requirements and the ability to test complex systems that cannot be
simulated. The numerical and physical substructures of the hybrid test are coupled and run
together using actuators and force sensors to transfer data at the interface in real-time. However,
actuator dynamics lead to poor stability and tracking errors which undermine the reliability of
hybrid tests. Existing techniques to mitigate actuator dynamics are largely based on linear models
of actuation hardware and are thus less effective in the face of nonlinearity. Moreover, such
schemes require information of actuator dynamics to be known prior to testing.

This thesis explores the application of several passivity controllers in real-time hybrid testing to
improve stability and performance. The work here covers the first applications of passivity control
in hybrid tests and uses a combination of modelling and experimental techniques to validate the
effectiveness of the schemes proposed. Performance of the compensated hybrid tests are
assessed in comparison to a simulation of the true system to be emulated. The preliminary
passivity controller designed is based on damping the numerical substructure using
measurements of energy flowing in the system and was found to restore unstable systems with
phase margins of up to -21°. Performance of the scheme with state-of-the-art model-based lag
compensators were found to further improve performance allowing targeted improvements in
tracking to be achieved with improved stability. Experimental results show the effectiveness of
passivity control and 2" order transfer function based lag compensation in mitigating phase lags
of up to 22° from a closed loop hybrid test.

However, high dependency on the magnitude of energy flow required considerable tuning of the
passivity controller when operating conditions shifted. Thus, a modified passivity control scheme
acting on a normalised power flow measurement was designed which alleviates this limitation
whilst still allowing stability gains to be achieved. Unlike its predecessor, the modified scheme
was seen to enable identical performance for a range of excitation amplitudes resulting in the
same system natural frequency, damping ratio and response distortion for step excitations of
magnitudes 0.5mm up to 500mm.

Besides linear hybrid tests, this thesis also focusses strongly on nonlinear systems and all schemes
presented require no information of actuator dynamics to function. Nonlinearities tested in the
numerical and physical substructures include stiffening behaviour and discontinuity whilst
nonlinearity in the actuator in the form of nonlinear friction has also been tested. In all cases, the
passivity controller was seen to improve the response by stabilizing diverging systems and
eliminating oscillation caused by periodic instability in the actuator due to friction.

A limitation of passivity control used by itself however is its inability to eliminate the phase lag in
the actuator. Thus, the use of passivity control together with a novel adaptive feedforward filter
to mitigate actuator phase lag was analysed. The two schemes were found to complement each
other with passivity control allowing stability to be maintained in otherwise unstable tests while
adaptive filtering converged the substructure position error towards zero overtime. Finally, to end
with, a passivity based adaptive delay compensation scheme was designed which measures the
energy flow in the hybrid test to quantify the actuator delay. This scheme was seen to enable
phase lags of up to 36° in the actuator to be cancelled.



This thesis is written in the alterative format, with each passivity controller presented in a
research paper. Each paper precedes a context section which outlines the motivation and purpose
and the chapter ends with a summary linking the main findings to the overall research question.

The work in this thesis comprises of a conference paper, four journal papers and a technical
article.
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Chapter 1

Introduction

1.1 Real-time Hybrid Dynamic Systems

Experimental testing has long since been an invaluable tool for validating systems in all disciplines
of engineering owing to its superlative reliability, whilst computational models are widely adopted
due to its unparalleled ease of use and excellent versatility. These methods are undoubtedly
powerful tools for scientists and engineers in the advent of innovative products and novel
systems. However, there is a multitude of physical systems that suffer from the disadvantages
associated with each of these prime techniques. For example, there are many systems which are
too large or costly to test experimentally and too complex to model numerically. Air-to-air
refuelling systems, wave energy conversion devices, aircraft stability control systems and building
structures are a few such systems which have called for the introduction of a synergetic method
known as Hybrid Testing. This method is also referred to as Structural Hardware-in-the-loop
Testing, Model-in-the-loop Testing and Real-time Dynamic Substructuring by some authors.

Hybrid testing aims to provide the excellent reliability of experimental techniques as well as the
convenience and high efficiency of numerical simulation [1]. The complete system is split into two
parts to be tested using different methods in synchronisation; the most complex or critical
component of the system is setup in an experimental test rig often referred to as the physical
substructure by many authors, whilst the remainder of the system is modelled numerically in a
computer simulation. These two substructures are then coupled via an interface or Transfer
System (often comprising of actuation hardware and physical state sensors) and are run together.
As such, a real-time hybrid test forms a closed loop system. In conventional hybrid systems, the
numerical model computes the dynamic response of the system and feeds the required
displacements to the physical substructure though the actuators, whilst the physical sensors
feedback information about the state of the experimental system to the numerical model.

Originally, hybrid systems were run at slow rates on an extended timescale (referred to as
Pseudo-dynamic (PsD) Testing) and were therefore incompatible with rate dependant
components. Real-time Hybrid Testing (RtHT), a variation of PsD, alleviates this limitation as it
allows displacements to be applied in real-time. The advent of this technique enabled the testing
of a large class of structural components to do with vibration control including active, semi-active
and passive control devices [2]. This major milestone in Hybrid Testing only recently became
realisable with advancements in high speed computing technology. Besides serving as a means of
testing dynamic systems, RtHT also enables systems to be implemented and executed without the
need to build all components involved.

However, the need to run in real-time significantly increases the efficiency required in the
Transfer System, as real-time operation would require commands to be executed rapidly (often in
less than 10ms) [2]. This is an ongoing challenge in the industry as several factors such as
processing delays, actuator dynamics and model complexity all undermine the rate of execution
of RtHT systems. The conventional methods used to mitigate the problems associated with real-
time operation of hybrid systems, are often difficult to implement in the face of nonlinearity, due
to the additional problems of actuator saturation, backlash and discontinuous behaviour which
leads to unpredictability and/or stability issues. Therefore, although RtHT has been a tremendous



breakthrough in the domain of validating systems, there is much work to be done in order to
utilize this method to its full potential.

1.2 Background to Real-time Hybrid Testing

In order to accurately replicate the behaviour of the true or emulated system through a hybrid
test, high fidelity data transfer is required at the interface between numerical and physical
substructures [2]. Although sensing delays from most load cells used for force measurement are
relatively trivial, the delay or lag in the actuators used to transfer displacement data is often
problematic in hybrid testing, as command displacements from the numerical substructure
cannot physically be applied instantaneously. Delays and lags manifest as time shifts in the
demand signal and increase the amount of phase lag in the system. This can lead to tracking
errors between the numerical and physical substructure displacements or in worse cases,
instability of the hybrid test. It is therefore essential to mitigate the actuator dynamics in the
transfer system to ensure that the hybrid test is a true representation of the emulated system.
Thus, control schemes that can adequately compensate for delays and lags in the actuator
response are imperative in many applications of hybrid testing.

Conventional transfer dynamics mitigation methods are largely based on model-based
feedforward control schemes which predict the actuator response ahead of the delay or lag. One
such control technique is delay compensation where the actuator is modelled as a time delay and
a forward predictive algorithm is used to augment the input to the actuator such that the desired
displacements are achieved despite the delay. This method is widely used in real-time hybrid
testing and many authors have developed several forward predictive algorithms, each with
various merits and limitations which will be investigated in the literature review presented in
chapter 2. Another common feedforward control scheme is lag compensation. In this method, a
linear transfer function is fit to the actuator response using system identification procedures and
the identification is subsequently inverted and added in the loop of the hybrid test. The
convolution of the actuator dynamics and inverted transfer function is expected to mitigate any
lag the actuator imposes on the demand so that the command displacement is correctly applied
to the physical substructure as required. However, these schemes rely on the actuator behaviour
being predictable ahead of the response. Although this is achievable to a reasonable extent in
linear systems, transfer dynamics cannot as readily be predicted in the presence of nonlinearity.
In most cases, the dynamics of the actuator are reliant on the physical substructure it acts against.
It is not reasonable to expect the lag of the actuator to always be constant and independent of
the hybrid system it acts in. Often, the lag of the actuator varies with parameters of the physical
substructure such as inertia, stiffness and damping. Moreover, the dynamics of the actuator itself
may not be linear. Factors such as Coulomb friction and Stiction may give rise to different actuator
performance depending on the significance of frictional forces in comparison to the driving forces.
Further, even in linear systems where model based compensatory action succeeds in mitigating
actuator lag, there is often a need for very high accelerations to achieve this, and this may trigger
various saturation limits in the system which undermine performance. Although some schemes of
circumventing said saturation limits have been investigated by various authors as detailed in
chapter 2, there is a clear need for a novel means of addressing transfer dynamics in the face of
nonlinearity without reliance on the test system.



1.3 Novel Research Contributions

The work presented in this thesis aims to introduce new methods of alleviating instability and
tracking errors in RtHT which unlike the conventional schemes mentioned in section 1.2, make no
assumptions about linearity. Methods that require no information of system dynamics are
investigated such that modular application to a range of systems regardless of linearity can be
easily achieved. The methods explored are based on controlling the flow of energy and power
through the hybrid test. This technique of control is known as Passivity Control.

The work presented in this thesis explores the first applications of passivity control in real-time
hybrid testing. A preliminary passivity control scheme is developed and assessed in terms of its
advantages and drawbacks as opposed to conventional transfer dynamics control schemes. The
controller design is subsequently revised to further enhance its usability whilst mitigating some of
the limitations of its parent design. Scope for using passivity controllers in hybrid tests alongside
other conventional schemes and other novel developments in the field are also assessed. A novel
passivity based adaptive delay compensation scheme specifically designed to cancel actuator
delay in real-time hybrid tests is also introduced.

1.4 Scope of Thesis

This thesis conforms to the alternative format based on research papers. Each research paper
presented herewith investigates the design and functionality of a new passivity-based control
scheme for hybrid tests which improves upon its preceding design. Each publication is presented
in a chapter and each chapter begins with a context section and ends with a summary section.
The context section outlines the motivation and work covered in the paper. The summary
highlights the key advantages and limitations of the proposed method and relates the findings to
the research question, with implications to the big picture. Limitations of each new scheme form
the basis of the improved design discussed in the following publication. This thesis comprises of a
conference paper, 4 journal papers and a technical article, each presented in a separate chapter.
Preceding each research paper, is a form that describes the contributions of the authors and
other individuals towards the work, and states within brackets the percentage contribution of the
candidate.

Chapter 2 provides an in-depth review of salient literature in the fields of hybrid testing and
passivity control. An overview of real-time hybrid testing and its advantages over alternative
testing schemes together with a discussion of its limitations are available with an appraisal of the
ground-breaking research done in this field. The application of hybrid testing in various sectors of
engineering are also highlighted to illustrate the importance of the technique in modern day
testing and existing methods of addressing actuator dynamics are discussed in terms of their
repeatability, advantages and limitations. A review of the state-of-the-art passivity control
techniques is also presented and its application in various engineering systems is discussed.

Chapter 3 presents a conference paper which introduces the first passivity controller design for
real-time hybrid tests. The scheme measures the flow of energy between the transfer system and
the numerical and physical substructures of the hybrid test as an indicator of system stability. A
variable rate virtual damper acting on the numerical substructure is proposed to dissipate the
excess energy added to the hybrid test from the transfer system, so that closed loop system
stability can be maintained. The merit of the novel control scheme is validated in simulation
results which were used to highlight its key advantages over conventional transfer dynamics



mitigation schemes, whilst addressing limitations in its design. The actuator of the hybrid test
simulation was modelled as a pure delay.

Chapter 4 presents a journal paper which explores the first experimental application of the
methods introduced in the conference paper of chapter 3. The simple delay model used in the
conference paper was replaced by a real electromagnetic actuator with a more sophisticated
control scheme and nonlinear friction. The physical substructure modelled earlier was now
replaced by springs setup to create stiffening behaviour with respect to actuator displacement.
The results of this publication validated those found in the simulations of the conference paper in
terms of the effectiveness of passivity control in maintaining stability in real-time hybrid tests.
Moreover, the passivity controller was used alongside a state-of-the-art model-based
compensation scheme which resulted in further improvements in performance thus highlighting
how passivity control and other actuator compensation schemes can complement each other.

The journal paper in chapter 5 addresses the limitations of the abovementioned passivity
controller by proposing an improved passivity controller design. A major limitation of the
preceding passivity control scheme was the dependence of its performance on the excitation
signal which induced significant tuning requirements by the user. This limitation was caused by
the dependence of the virtual damper rate on the absolute value of the net transfer system
power flow. Thus, by using a normalised power flow variable to quantify stability, the new
controller enabled uniform performance to be obtained regardless of the excitation signal.
Moreover, by using filtered measurements of power flow, the new controller was found to be less
sensitive to the history of the system response than its predecessor which damps the system even
when the closed loop system is adequately stable.

The journal paper in chapter 6 applies the normalised passivity controller with a novel adaptive
feed-forward filtering scheme which is designed to synchronise substructure displacements in
hybrid tests. The biggest selling point of passivity control is its effectiveness in maintaining
stability whilst the main selling point of adaptive feed-forward filtering is its ability to synchronise
substructure displacements in stable hybrid test applications. With both methods being
completely independent to the test system, when used together it was envisaged and then found
that both schemes complemented each other to stabilize an otherwise unstable hybrid test and
subsequently synchronise substructure displacements. The use of both methods together, was
found to stabilize the test and eliminate tracking errors without any information of the transfer
system or any assumptions about linearity.

In chapter 7, the use of passivity control in improving the stability of adaptive feed-forward
controllers is examined. Adaptive feed-forward filters are known to destabilize hybrid tests in the
presence of unsuitable tuning configurations. Much like the initial passivity controller design
presented in this thesis, the optimal tuning of parameters depends on the excitation signal and
the operating regime. Therefore, in the publication presented in this chapter, the effectiveness of
passivity control in altering the adaption gain of the adaptive feed-forward filter is assessed. The
net substructure power error in the hybrid test is used as an indicator of stability as earlier, and
when stability is seen to deplete, the adaption gain of the feed-forward controller is stepped
down until the power surge is adequately suppressed to prevent instability of the closed loop
system.

The final paper presented in chapter 8 is a technical note which proposes a novel energy based
adaptive delay compensation scheme for real-time hybrid testing, which aims to simultaneously
improve both stability and tracking in real-time hybrid tests. The performance of the scheme is



experimentally verified and compared against a state-of-the-art adaptive delay compensation
scheme. Although similar performance between schemes were found, the novel passivity control
scheme provides a unique advantage that it does not rely on zero crossings for compensation to
activate unlike the state-of-the-art scheme. This makes the passivity-based solution more readily
applicable to certain tests as discussed further in the article.

To finish with, chapter 9 highlights the main conclusions of this thesis describing the main benefits
of the research to the field and describes the future aspirations of passivity control in real-time
hybrid testing in terms of further research and applications.



Chapter 2

Literature Review

This chapter provides an in-depth discussion of real-time hybrid testing and its application in
engineering systems. An appraisal of its benefits over conventional testing schemes is described
to highlight the reasons for its popularity in several fields of engineering in section 2.1. The
limitations of hybrid testing are also discussed and conventional methods of addressing these
limitations are introduced and evaluated qualitatively in sections 2.2 and 2.3. The advantages
offered by the application of passivity-based techniques are described in section 2.4 with
examples of its successful application in other types of engineering systems.

2.1 Development of Real-time Hybrid Testing

The theoretical framework describing the underlying concepts of RtHT will be examined in this
section and applications of hybrid test methods in different fields of Engineering will be analysed
in tandem. Variations in hybrid testing adapted to suit different applications will be discussed as
well.

An example of the predecessor to RtHT, pseudo-dynamic testing, can be seen in the work of
Bolien et al. [3], where a Robotic Pseudodynamic Test (RPsDT) method is proposed, to model the
contact impact scenario of an air to air refuelling drogue. As the drogue makes contact, a
discontinuity is encountered which constitutes a problem that cannot be rectified using
conventional delay and lag compensation techniques as future responses of the system cannot be
readily predicted. The proposed RPsDT method allows hybrid testing of highly nonlinear
scenarios. However, due to the nature of the test method, rate dependencies could not be
modelled, and satisfactory response speeds could not be attained. That being mentioned, the
authors argue that real-time techniques could not be applied to the aforementioned robots due
to restricted access to the axis controller [3]. However, it is likely that the use of faster robots with
less significant transfer dynamics and more customisable control systems will enable future
developments in air-to-air refuelling to make use of RtHT.

As detailed in [4], advancements in numerical methods over the years have led to the realisation
of a multitude of benefits to engineers such as cost savings, reduced product development times,
higher reliability and low risk testing capabilities. However, many systems still require
experimentation due to their complexity and demanding real world interactions [4]. The
attractiveness of real-time hybrid testing largely stems from its ability to merge the convenience
of computational simulation with the realism of experimental test procedures. Hybrid testing
expands on the possibilities of experimentation by coupling a physical component setup with
realistic conditions on a test rig, to a real-time numerical model [4]. With elements of both
conventional rig based testing and numerical simulation, it inherits a vast number of benefits of
both traditional schemes making it a very attractive solution for many applications. This technique
has seen popularity in many industrial developments, and commercial products for real-time
simulation are readily available on the market to enable solutions for off-the-shelf physical test
components without the need for specialist knowledge in programming or hardware architecture
[4].

Some of the benefits offered by real-time hybrid testing are described in [4]. Advancements in
computational technology progressively reduces the implementation costs of real-time simulation

6



making real-time hybrid testing an economically viable solution for many applications. It also
enables lower product development time with greater certainty whilst allowing components to be
tested prior to the availability of prototypes. The virtual prototypes offered by real-time hybrid
testing enable several engineers to work on a single subcomponent unlike with physical systems
that can only accommodate a limited number of engineers at a time. Real-time hybrid testing not
only offers the cost effectiveness of numerical simulation but also its repeatability with precisely
applied boundary conditions. Moreover, dangerous or destructive events can also be tested
without incurring damage to components. Parameters that are difficult to maintain in a
laboratory environment can also be simulated greatly increasing the ease of testing for the
engineer. Further, parameters of the numerical model can be easily adjusted in contrast to the
requirement of changing parameters of an experimental system. Components of the numerical
substructure can also be substituted with ease [4]. Further advantages of real-time hybrid testing
detailed in Fathy et al. [5] are the reduction in hardware apparatus required compared to
experimentation, higher execution speeds compared to pure simulations and its suitability for
training human operators (eg: pilots) in safe environments.

In [5], the key enablers of RtHT and the advancement of RtHT in the field of automotive
engineering is surveyed. The authors describe hybrid testing as a control system in which the
numerical model commands the physical substructure to track a specified reference system. The
authors also identify that a significant proportion of literature on the topic focusses on the advent
of fast and unobtrusive actuators and sensors which have minimal effect on the underlying
dynamic system. The key enablers of hybrid testing as proposed in this literature are

* Unobtrusiveness and fidelity of actuators and sensors

* Advancements in digital signal processing and signal conditioning

* Advent of rapid processors, real-time operating systems and fixed step integration
schemes

* Development of more informative sensors and high quality actuators

* Development of advanced simulation methods and real-time control algorithms

*  Multi-rate integration schemes and multithreading processors which allow components of
the numerical substructure with different stiffnesses to be processed at different speeds

* High bandwidth networking; the distribution of components of a hybrid test increases
simulation capabilities whilst eliminating the need for all hardware to be collocated and
mobile as is the case with conventional offline processors. Furthermore, the authors argue
that the prime benefit of online RtHT is the empowerment of modular hybrid test design
where the control systems for different components of the test can be designed
independently and combined to produce the full system.

* Improved hardware/software integration for effective data transmission at the interface
between the numerical and physical substructures.

The work goes on to describe some applications of RtHT in the automotive industry such as
active/passive car suspensions where a hybrid test setup is used to validate and optimize the
suspension before installation in a vehicle. Furthermore, the development of microprocessor
technology is described to have instigated the advent of Engine Control units (ECUs) which benefit
from RtHT for calibration, testing and validation. The authors further develop the work on ECUs
via experimentation on a diesel engine coupled to a vehicle model through a real-time driver in a
hybrid test. The test method proposed is described to accurately emulate the behaviour of the
powertrain in a vehicle and is therefore characterised as an optimal solution for measuring
transient emissions, fuel economy and powertrain performance. One limitation in this publication
is that the results of the RtHT system i.e. engine speed, emissions and fuel efficiency of the diesel



engine, have not been validated against drive cycle results of a vehicle fitted with the same
powertrain. Close correlation with drive cycle results would further consolidate the effectiveness
of RtHT methods in powertrain testing.

In Plummer [6], RtHT is explained to have evolved from the concept of controlling actuated plants
using simulated control systems. The modern manifestation of RtHT is described to differ in the
sense that it has become an integral part of the entire mechanical system and not simply an
element of the control system [6]. The author describes that the numerical substructure of the
hybrid test interfaces with the rest of the system through actuators and sensors that are not a
part of the true system to be tested. Thus, the characteristics of the actuators and sensors are
said to detract from the realism of the response of the complete system. More advantages of
hybrid testing are detailed in this literature such as the ability to test systems prior to realisation
of all parts and the possibility of emulating via simulation, realistic test conditions that cannot be
replicated in a laboratory.

Due to the advantages it offers, real-time hybrid testing is rapidly gaining recognition in a number
of sectors. As such, it is referred to using a number of different terms in different fields of
engineering. In Civil Engineering, it is often known as Real-time Dynamic Substructuring. Some
applications in this sector include seismic testing of buildings [7], analysis of vibration isolators [8],
integrity testing of composite structures [9] and the testing of vehicle bridge interaction during
earthquakes [10]. Due to the low frequency seismic excitations seen by building structures, a non-
real-time application of hybrid testing, i.e. pseudodynamic testing, can often be employed. As this
technique involves running the hybrid test over an extended time-scale, it is highly suitable for
systems that do not incur rapid changes over a single test. The work of Qi et al. [11] is a recent
example of the application of pseudo-dynamic testing to assess the structural fidelity of steel
frame structures whilst Yadav et al. [12] utilize the method to assess the earthquake response of a
concrete filled steel tube. More examples of peudodynamic testing outside the field of civil
engineering are also widespread with the work of Melo et al. [13] which investigates the
deformation of an automotive air spring suspension.

A good example of the application of Nonlinear RtHT in the Civil Engineering field is seen in the
work of Reinhorn et al. [14] where an earthquake scenario is simulated using shake tables
actuated by hydraulic actuators subject to fluid compressibility and nonlinear servo valves. This
research addresses a problem inherent to all mechanical RtHT systems which is discussed in
further detail in section 2.2. The authors assess two methods of compensating for actuator
dynamics based on Force Control strategies. The first approach is referred to as the Convolution
method in which the frequency response of the system is inverted and used to alter the force
input to the actuation system [14]. However, the authors recognize that this method requires
precise system identification and an offline computation which is not realisable in real-time. It is
also stated that force control requires a mechanically compliant (low impedance) system [14],
which is difficult to achieve with hydraulic actuation owing to high actuator stiffnesses. Therefore,
in the alternative approach, velocity feedback as described by Dimig [15], was included in the
controller making the system more compatible with force control, and a spring was installed in
series with the actuator to increase mechanical compliance [14]. The authors also acknowledge
that impedance control strategies can be used as an alternative to using a spring, in order to
control the behaviour of the actuator at its interface with the surrounding system. By adding a PID
displacement controller to the system with the embedded spring, the actuator is made to control
force using displacement feedback. Upon testing the force control strategies, the authors deduce
that the actuator can be modelled as a pure delay over the range of interest and proceed to apply



a delay compensation scheme based on forward prediction to account for this. The proposed
methods have been shown to be sufficiently accurate for the earthquake scenario tested. This
publication illustrates a useful result which may be extended across hybrid testing for all
disciplines; by using a spring in series with velocity feedback and PID displacement control for a
nonlinear hydraulic actuator, the transfer dynamics can be reduced to a pure delay over a certain
frequency range.

In the electrical and electronic engineering sectors, real-time hybrid testing is widely known as
hardware-in-the-loop testing. Marks et al. [16] analyse the stability of a power hardware in the
loop system based on an ideal transformer with a voltage source converter for power
amplification. The transfer system of the hybrid test consists of power amplifiers which facilitate
the power interface between the numerical and physical substructures, which contrasts with
most mechanical and civil engineering applications which utilize actuators. Another application is
seen in the work of Thonnessen et al. [17] where hardware in the loop testing is employed to
compare the actual behaviour of a programmable logic controller with its desired behaviour. In
the power distribution sector, the growth of power electronics devices due to increasing
integration with renewable energy sources is becoming a challenge for distribution grids [18].
Carne et al. [18] utilize power hardware in the loop testing to analyse a smart transformer system
which aims to provide a solution to this problem. Further advantages of hybrid testing in the
energy distribution sector can be seen in the work of Kotsampopoulos et al. [19] which proposes
a hardware in the loop system to test the integration of distributed energy resources into state-
of-the-art and future power grids.

Hybrid testing is increasingly being implemented in the aerospace industry as well. A good
example illustrating the application of Hardware-in-the-loop systems in this industry is seen in Yoo
et al [20], where the actuators of a smart UAV (Unmanned Aerial Vehicle) is tested in a hybrid
system. The actuation system of this UAV is required to enable the aircraft to switch between
helicopter and airplane modes of operation thereby requiring a sophisticated control system
which was designed and tested in a hardware-in-the-loop experiment. The numerical substructure
modelled the flight dynamics whilst flaperon, elevator, rotor and nacelle tilt actuators were
mounted on the air vehicle in an experimental setup [20]. The numerical substructure of this
system is clearly nonlinear due to the nature of the aerodynamic forces, and the authors do not
indicate the scope for this system to be tested in real-time. No significant nonlinearity in the
actuation systems are described, and a time delay is said to exist in the flaperon system [20].
Although pseudo-dynamic testing will produce a reliable indication of the performance of the
control system, it would be preferable to run such tests in real-time as this would allow rate
dependant effects to be studied and entire flight simulations to be performed as well. It is likely
that nonlinearities in the experimental substructure and/or actuation system, could potentially be
addressed by high fidelity control systems, whilst real-time operation may be enabled with the
use of a high power computing system as demonstrated by the more recent work of Montazeri-
Gh et al. [21] described below.

Montazeri-Gh et al. [21] illustrate a structural hardware-in-the-loop application in the aerospace
industry, where a jet engine Fuel Control Unit (FCU) is tested in a hybrid system. The FCU is setup
experimentally as the physical substructure whilst the numerical substructure models the
aerodynamics. An electric motor is employed to power the fuel pump whilst an electrohydraulic
actuation system is used to apply loads on the FCU. Unlike the system of Yoo et al. [20], this
aerospace application is described to consist of significant nonlinearities stemming from servo
valve port shapes and control valve saturation [21]. The authors state that the hybrid system is



capable of running in real-time which further increases aspirations for Hardware-in-the-loop tests
to be implemented in the aerospace industry. The authors elaborate that in order to achieve real-
time operation, a host-target architecture was implemented over an Ethernet connection, as
done in this PhD, whilst a high speed industrial computer was used to run the numerical model
[21].

Hybrid Testing is also rapidly gaining recognition in wave energy conversion systems. Borner and
Alam [22] explain the difficulty in accurately modelling ocean wave energy converters due to the
complications in the fluid domain arising from reciprocating excitation forces [22]. The authors
explain that pure simulation is very demanding computationally whilst pure experimentation is
ruled out due to scaling difficulties and high implementation costs, thereby inducing the need for
alternative, hybrid methods. The authors model a wave energy conversion device known as the
‘Wave Carpet’ in a hybrid test where the wave is modelled as the physical component and the
power take-off system is modelled numerically. Force transducers were used to measure wave
forces whilst the effect of the pumps on the device was emulated using actuators [22]. The
authors describe the interaction between wave forces and the device to be highly nonlinear. The
virtual power take-off system was programmed in LabVIEW and it was found that the simulation
time was more than 3 times higher when nonlinear as opposed to linear damping was assumed
[22]. The authors conclude that real-time application of hybrid testing in wave energy conversion
systems is difficult albeit on the verge of being realisable with the rapid advancements in
numerical and experimental techniques. This research illustrates yet another field where fully
developed nonlinear RtHT systems will flourish.
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2.2 Transfer Dynamics Mitigation Schemes

The transfer system, or interface between the numerical and experimental substructures of a
hybrid test, has been identified as a subsystem of paramount importance. For a generic hybrid
test of a mechanical system, position or velocity demand signals calculated in the numerical
model are applied to the physical substructure through an actuator whilst force measurements
from the physical substructure is fed back to the numerical model through a load cell. In this
simplest of configurations, there are two fundamental control loops governing the operation of
the hybrid system; the integrated control system melds the two substructures through the
interface whilst the actuator control system nested within the integrated system governs the
motion of the actuator. This is illustrated in figure 1. Real-time operation will therefore rely on the
design of these fundamental control loops to yield a fast and efficient transfer system able to
minimize effects of lags, delays and saturation. Existing methods to compensate for these effects
are reviewed in this section.

Transfer System Physical
Numerical Actuator ubstructre
Substructure Position Applied A b -

Demand T IE ’ Displacements |8

Position Feedback

Force FeedBack Eae=_

Load Cell

Figure 1: Key elements in a generic RtHT system [23]-[27]

Wallace et al. [28] propose modelling the actuation delay using a delay differential equation (DDE)
which is used to analyse the effect of the delay on the system. An adaptive delay compensation
method based on a polynomial forward prediction scheme (as described in another publication by
Wallace et al. [29]) is applied and has been shown to be successful in stabilizing a linear mass-
spring system [28]. The method used is based on a least squares approximation to fit an Nth order
polynomial through the data points at previous time steps in order to extrapolate forward the
expected output at a future time so as to compensate for the delay using the forward stepping
algorithm [28]. Second and fourth order forward prediction schemes have been applied to
stabilize the system, with the latter yielding higher accuracy. The proposed technique is described
in the literature, to be suited for civil engineering structures which are often of high stiffness or
low damping. The authors also illustrate a number of methods to identify the ‘critical delay’
where the system is at the brink of instability.

In another study by Wallace et al. [30], RTHT methods are applied to a rotor blade system in
which a nonlinear lag damper is setup as the physical component. Robust system design is applied
following the methodology of Gawthrop et al. [31] in order to cancel transfer system dynamics
using a feed forward controller. The transfer system dynamics are modelled as a first order
system and the transfer function obtained via system identification is then inverted and
programmed into the feed-forward controller in order to compensate for the lag of the interface
system [30]. Although the nature of this approach is sound, 1% order transfer functions are
sometimes unable to accurately model the dynamics of actuation hardware. Hence, 1% order
transfer function inversions may not adequately cancel transfer system dynamics. In many cases,
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higher order transfer functions may be required to more accurately identify transfer dynamics.
Unfortunately, higher order transfer functions cannot readily be inverted due to causality issues,
as it becomes increasingly difficult to accurately describe higher order derivatives. Hence
additional procedures such as pole placement will be required to realize higher order model
inversions.

In du Bois et al. [32] the superiority of higher order compensators are elucidated and the use of
process models, i.e. transfer function models coupled with delays, as opposed to pure transfer
function models are shown to improve transfer dynamics cancellation. In this research, the use of
open loop linear controllers is proposed to complement the corrective action of the actuator
control systems. With a hybrid test of a two mass system setup with a damper as the physical
substructure, the authors identify 1% and 2" order transfer function models and process models
(i.e with delay) to represent the transfer system dynamics. The second order transfer function
model was found to be more effective than the first order transfer function in reproducing the
actuator response whilst the process models with delay further improved the correlation
significantly. These process models were inverted using the forward predictive methods of
Wallace et al. [30], and applied to the hybrid test as open loop controllers. Results illustrated the
superiority of higher order process models over higher order transfer function models in
cancelling transfer dynamics by yielding lower overall substructure tracking error [32]. However,
the research identifies that nonlinearities and discontinuities in the actuator stroke lead to
tracking errors. Moreover, higher order model inversions introduce lead terms which are not
causal, thus inducing the need for additional pole placement procedures which may alter the
dynamics of the system. Hence there is a trade-off between accuracy and ease of implementation
which poses restrictions on the highest order of models that may be used for a given system.

Ou et al. [33] state that stability in RtHT systems are substantially affected by the phase lags
associated with the dynamics of the system. The authors argue that the nature of communication
between the numerical and physical substructures at the interface causes delays in force
measurement which undermine the performance and stability of the system even when no other
delays or phase lags are present. The research puts forward a modified Runge-Kutta algorithm to
compensate for such delays in RtHT systems. The proposed method calculates a pseudo response
using the delayed force measurements and uses this response to identify the force that must be
fed back in the next step [33]. The authors illustrate that the proposed scheme is robust in the
presence of uncertainty and up to 40% modelling error in lightly damped systems, whilst
remaining accurate and stable for a range of time steps. The hybrid test of this research was
performed on a moment resisting frame. The issue of force measurement delays at the interface
system between the numerical and physical substructures is an interesting phenomenon; much
research in transfer dynamics mitigation is focussed on actuator dynamics compensation, with
little emphasis on force feedback delays. In this sense, this research adds unique value to the field
of hybrid testing.

An innovative method of addressing actuator dynamics which differs from the work of most other
authors can be seen in Nikzad et al. [34] where a novel compensation scheme based on a
multilayer feed-forward neurocontroller is used to mitigate computational time delays and
actuator transfer dynamics. A two degree-of-freedom actuation-mass system has been used to
illustrate the superiority of a neurocontroller in mitigating transfer system dynamics compared
with that of a conventional feed-forward controller. The authors conclude that the enhanced
performance of the neurocontroller is attributed to its superior delay compensation and high
frequency noise cancelling qualities. The proposed method has the advantage of compensating
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for actuator delay and lag simultaneously using a single algorithm, unlike conventional forward
stepping algorithms which only cancel actuator delay [34]. However, the results presented in this
research have not been obtained from a hybrid test; the neurocontroller has been tested purely
in simulation. Adapting this solution to complex RtHT systems may potentially be problematic
since the neurocontroller also relies on inverting a transfer function model much like the solution
proposed by Wallace et al. [30]. Although this may suffice for lower order systems, implementing
this with higher order transfer functions may cause several problems as described above.
Therefore, for hybrid testing, the neurocontroller solution is likely to only be feasible for systems
in which the actuator dynamics can be approximated to low order models with enough accuracy.

A publication by Ou et al. [35] illustrates the use of a Robust Integrated Actuator Control strategy
to yield a flexible, robust system with high demand tracking accuracy [35]. The proposed control
system comprises of Hoo optimization, Linear Quadratic Estimation for noise cancellation and a
feedforward controller for actuator lag and delay compensation. A hybrid test consisting of a MR
damper in a 3 degree of freedom building frame as the experimental substructure is used to
illustrate the effectiveness of the integrated control system in minimizing effects of noise and
uncertainty whilst enabling good tracking. Results have also been validated experimentally.
However, the proposed system is based on the assumption that the actuator model and its PID
loop, is a linear time invariant system [35] thereby relying on linear quadratic regulation for noise
cancellation. Unfortunately, inevitable friction in actuation hardware introduces nonlinearities
which often cannot be neglected.

A Hardware-in-the-loop simulation for a simple nonlinear system is implemented in EI-Nagar and
El-Bardini [36] — an inverted pendulum controlled by a PIC microcontroller running an interval
type 2 fuzzy proportional-derivative controller is modelled in simulation as a nonlinear system.
Time domain results illustrate the resiliency of the system to a 20N force disturbance and
structural uncertainty [36]. However, the idealized nonlinear model of the pendulum
compromises the scope of the proposed method to be applicable to RtHT systems; the authors
state that it is assumed that no friction exists between pendulum or the cart it is mounted on nor
between the cart and its rolling surface [36]. This may explain the adequacy of a PD type
controller in stabilizing the system; when friction is taken into account, it may be found that
steady state errors may become more prominent requiring integral control action as well.
Extension of these principles to a RtHT with an experimentally set up inverted pendulum system
may therefore require more advanced control architectures. Furthermore, the authors state that
serial communication was used for data transmission between the controller and the
programming environment [36]. However, for RtHT systems which require rapid data
transmission between numerical and physical substructures, serial communication may cause
bottlenecks in execution speed thereby inducing the need for faster data transmission tools and a
more sophisticated real-time target controller to replace the PIC microcontroller used in this
research.

Another nonlinear control strategy is applied in Hunnekens et al. [37], where a phase-based
variable gain control approach is utilized to achieve a time-domain performance specification
which cannot be attained using conventional LTI controllers. The gain of the Variable Gain
Controller (VGC) is allowed to change with the error signal and its derivative, in contrast to
standard linear controllers which utilize fixed gains. Simulation results illustrate a noticeable
improvement in the time-domain response of a linear plant through the use of the VGC, with an
approximate 50% reduction in settling time compared with the response obtained with a linear
fixed gain controller. Significant reductions in overshoot and oscillation are also evident. However,
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it must be noted that the nonlinear methodology proposed has only been tested against a linear
plant model in this research. It will be interesting to see the effectiveness of the proposed
controller applied to nonlinear systems. The proposed solution is likely to be viable for nonlinear
systems with varying mechanical properties so long as saturation does not inhibit the
performance of the VGC.

In an early example of Hybrid Testing from 1999 by Darby et al. [38], a simple Hybrid test of an
actuated mass was conducted with a PID controlled hydraulic actuator and a load cell forming the
transfer system [38]. A lag between the demand and output positions of the actuator was
identified thereby introducing the problem of transfer dynamics. The dynamics were modelled as
a delay which was compensated for using a polynomial based forward prediction algorithm. The
authors note that instability is likely if the delay exceeds the size of the time step used in the delay
compensation integration scheme [38]. The proposed method relies on the assumption that the
transfer dynamics can be accurately modelled as a delay which is often not the case. Regardless,
this research in comparison with more modern work reviewed above, illustrates the significant
developments in Hybrid Testing since the 20th century; from simple delay compensation schemes
to newer more sophisticated lag compensators, it is clear that the field is rapidly evolving as new
control technology and more powerful hardware and computational tools emerge.

Having reviewed some of the most widely used transfer dynamics mitigation schemes as well as
new developments in this regard, it is evident that most schemes rely on linear techniques, or
some form of linearization to capture actuator behaviour. The effectiveness of the methods
presented by Wallace et al. [30], du Bois et al. [32], Ou et al. [35] and Darby et al. [38], all depend
on how accurately the actuator can be characterized by a linear model. In the presence of a
physical substructure which affects actuator behaviour, or in the presence of inherent
nonlinearities such as stiction, the accuracy of these linear model-based methods in describing
transfer dynamics will be compromised. Thus, there reflects a need for a method of addressing
the problems of transfer dynamics that does not depend on the characterisation of the actuator.
A single control scheme whose performance is independent to the nature of the actuator
behaviour will enable a modular solution applicable to a wide range of systems. Such solutions are
explored through this PhD.

2.3 Actuator Saturation Mitigation

Compensating for transfer dynamics often requires actuation hardware to perform near its design
limits to maximize lag cancellation whilst responding rapidly to disturbances and changes in
demand. However, it is imperative that saturation limits are not violated during operation in order
to maintain high performance and avert the onset of nonlinearity. This section briefly overviews
some of the different controller synthesis techniques proposed to overcome saturation in
mechatronic systems.

Hu and Lin [39] present an analysis of saturation effects in actuation hardware. The authors argue
that saturation mitigation techniques can be broadly categorized into 2 main strategies. The first
of these strategies relies on neglecting saturation in the primary stage of controller design and
implementing problem-specific methods to overcome the problems caused by saturation. Such
methods are widely referred to as anti-windup schemes. Anti-windup schemes serve to stop the
integrators in the system from integrating as long as the actuator control input is saturated. The
second strategy involves including the saturation limits in the initial stages of controller design
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and the closed loop system under saturation is analysed allowing the controller to be redesigned
with the objective of enhancing performance whilst maintaining stability, or vice versa [39].

Visioli [40] presents an overview of windup and two widely used anti-windup schemes. The
author describes windup as a phenomenon that takes place when a saturated signal is passed
through an integrator; as the error signal of the system decreases at a slower pace due to
saturation, the integral of the error becomes large thereby causing the system to exhibit
significant overshoot and poor settling time [40]. Conditional Integration, also known as Clamping,
is the first anti-windup scheme described, and involves restricting integral action to take place
only when the system error is smaller than a specified value. Therefore, as saturation takes place
causing the total error to grow, integral action is stopped [40]. The literature also describes a
variation of this technique known as preloading in which a constant value is given to the
integrator upon saturation. The other anti-windup scheme described is Back Calculation — in this
method, the difference between the saturated and unsaturated error signals are scaled by the
reciprocal of a specified tracking time constant and fed back to the integrator input. The tracking
time constant determines the rate at which the integral term is reset [40]. The author also
presents an evaluation of the effectiveness of both methods in compensating delayed 1% order
plants — Conditional Integration was shown to provide better performance than Back Calculation
when the plant delay was small, although significant increases in settling time were seen when a
large delay was used. Back Calculation was shown to provide a more consistent response for both
plants compared with that of Conditional Integration.

Model Predictive Control (MPC) is a technique that has been shown to circumvent the effects of
actuator saturation in real-time hybrid testing. MPC uses a process model to predict future
outputs in order to optimize the control signals [41], [42]. Li et al. [43] demonstrate the
effectiveness of a traditional online MPC strategy to mitigate actuator slew rate and magnitude
saturation in a multivariable hybrid test of a quasi-motorcycle (QM) system. In order to run the
tests in real-time despite the high computational power requirements of MPC, the authors
implemented a modified hybrid test which utilized a reduced order observer. The substructuring
errors of the QM system were shown to be reduced from +0.002m to +#0.001m. Two main
optimization cost functions were tested in this research; one which only compensated for
actuator magnitude saturation, and the other which compensated for both magnitude and slew
rate saturation. It was found that the computation time of the MPC strategy was notably higher
when the optimization cost function which mitigated both slew rate and magnitude saturation
was used. The proposed method runs in real-time for the tested system and inspires aspirations
for future work to further extend the applicability of MPC in RtHT. However, the tested QM
system is linear and can be represented by a reduced order observer. Higher order systems may
not be readily compatible with reduced order observers whilst the behaviour of nonlinear systems
is even more difficult to predict. Furthermore, since MPC is very computationally intensive, real-
time operation for nonlinear systems may be difficult to achieve.

Li et al. [44] describe the prime drawback of using MPC, as the sample rate limitation due to its
computational burden. They propose using a Back Calculation anti-windup scheme applied
through a Hoo Robust Disturbance Rejection controller to address the problem of actuator
saturation. The authors utilize weighting functions to reduce the input to a nonlinear saturation
operator in order to prevent saturation from taking place [44]. Results illustrate an approximate
50% reduction in the substructuring error when the anti-windup scheme is included in the Heoo
controlled system. The growth of the substructuring error with time is also seen to have been
limited by this scheme.
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It is evident that each existing saturation mitigation strategy offers unique advantages although
there are difficulties in terms of program execution speeds and elimination of substructuring
errors. Selection of the most appropriate technique will therefore rely heavily on the nature of
the plant being controlled.

2.4 Passivity Control

The concept of Passivity [45] is a valuable means of describing the energy and power properties of
systems and is widely used in analysing the stability of complex systems consisting of several
substructures [46]. Passivity control schemes are widely used in the teleoperation industry to
ensure stability between master and slave operators. The master and slave operators in such
systems are analogous to the numerical and physical substructures of the hybrid test, as the
interface between these two subcomponents is where the problems of instability arise due to
actuator dynamics. Some applications of passivity control in maintaining stability in teleoperation
systems will be discussed. In Chen et al. [46], a passive system is defined as one which either
stores or dissipates the power supplied to it. For a system to remain passive, the energy supplied
to it must always be greater than its energy output. Instability is a form of active behaviour when
the energy output of a system or subcomponent grows exponentially with respect to its supplied
energy. As such, a passive system is always stable.

In [47], passivity is described as an adequate condition for stability. Further, the authors highlight
the following features of passivity making it a highly attractive solution for all its applications.

e The utilization of energy concepts is intuitive. Passivity can be easily identified by ensuring
that energy inflow exceeds the energy outflow.

e Enables the stability of the entire system to be achieved by maintaining the passivity of all
its individual subcomponents.

e Can be applied to linear as well as nonlinear systems

In Chen et al. [46], a multi-lateral teleoperation system with n masters and n slaves is tested with
delayed communication channels. Power based passivity control is utilized to achieve passivity of
the complete system in the presence of the time delays with weighting coefficients used to
perform the weighted effects of the different master or slave manipulators. The power flow in the
system is calculated by taking the product of the force and velocity of each master and slave.
Through their results, the authors illustrate the effectiveness of the scheme in maintaining
stability of the master-slave system. Acceptable tracking is seen in the face of slow inputs
although, the authors acknowledge the inability of the proposed passivity control scheme to
guarantee good tracking performance.

An energy based passivity controller is utilized in the work of Hannaford and Ryu [47] to ensure a
haptic interface system is kept stable under a range of operating conditions. A passivity observer
is designed to measure the real-time energy inflow and outflow with respect to individual
subsystems whilst the passivity controller is designed as an adaptive dissipative element to absorb
the net energy measured by the passivity observer. The authors illustrate the effectiveness of the
proposed scheme in achieving stable operation in the presence of stiffnesses greater than
100N/mm with time delays as large as 15ms. The authors highlight that the key advantages of the
proposed method are the low computational power requirements and the fact that a dynamic
model of the system does not need to be identified.
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In the work of Ryu et al. [48], the robustness of passivity control is highlighted. Simulation results
on a single link flexible manipulator are used to illustrate resiliency under a wide variety of
operating conditions with no model information. An uncertain plant is used with a wide range of
admittance or impedance from zero to infinite. Results indicate totally stable behaviour of the
manipulator in the presence of passivity control whilst unstable behaviour was seen without
passivity control. The authors emphasize that the power of passivity control lies in its simplicity
and ease of application for a wide range of systems.

An application of passivity control in electronics is seen in the work of Dissanayake et al. [49]. The
authors design a passivity based nonlinear adaptive controller to regulate the output voltage of a
power electronic converter. Unlike conventional adaptive controllers which require the input
voltage of the controller to be known, the proposed method needs no information of input
voltage or output resistance. Results illustrate good voltage regulation upon start up, under a
demand voltage change and under a load disturbance. The authors further elaborate that the
proposed adaptive controller can be applied to control any other DC-DC converter without loss of
generality. This work elaborates the independence of the functionality of passivity control to the
system it acts on, a key factor motivating its application to hybrid testing.

In the work of Henze et al. [50], we see the application of passivity control in humanoid robots.
The authors propose a robust and reliable passivity based balancing controller for humanoid
robots on different ground surfaces. The passivity considerations utilized by the author cover not
only the robot but also the ground surface to ensure acceptable performance even in the
presence of unsteady ground behaviour.

An application of passivity control in the energy distribution sector can be seen by the work of Gui
et al. [51]. A novel passivity-based control system is proposed for an islanded AC microgrid
consisting of renewable energy sources and energy storage systems. The energy stores support
the voltage of the microgrid and in normal operation, the renewable energy sources inject
maximum power to the microgrid. The passivity principle is used to guarantee the asymptotical
stability of the whole microgrid. The authors describe that the main advantage of the passivity-
based energy regulation scheme is that it alleviates the need for a phase locked loop system
thereby enhancing the plug and play capabilities of the renewable energy sources.

In the work of Zhang et al. [52], passivity control is applied for the first time to solve the kinematic
control problem of redundant manipulators. Redundancy of manipulators occurs when its
number of degrees of freedom is greater than that required to perform a given task. Manipulator
redundancy is highly appealing as it enables secondary tasks such as avoiding joint limits when
performing primary tasks [52]. Conventional means of addressing this kinematic control problem
generally do not consider joint velocity limits and this may allow damage to actuators. The
authors propose a passivity-based method for the kinematic control of redundant manipulators
which also takes into account joint velocity limits.

Kim et al. [53] propose the use of a passivity-based admittance controller for a powered upper-
limb exoskeleton robot governed by a nonlinear equation of motion. The motivation for the use
of passivity was to enable the use of a human operator and environmental interaction in the
control loop. The authors validate the proposed scheme on a single degree of freedom testbench
where the exoskeleton was used to lift and manoeuvre an unknown payload. The passivity-based
nonlinear admittance controller which is made up of a feedback interconnection of passive
subsystems, fully captures the nonlinear dynamics of the robot. With the passivity controller,

17



stable human-in-the-loop operation with unknown environmental interaction was achieved.
Performance improvements with respect to control gain was seen to obey a linear trend [53].

As such, it is evident that passivity control has been successful in maintaining stable operation in
several systems across a wide range of engineering disciplines. In all above cases, the operations
of the passivity controllers are insensitive to the nature of the test system. This is a significant
advantage particularly useful for real-time hybrid testing, where conventional transfer dynamics
mitigation schemes are reliant on accurately characterising the coupled dynamics of the actuator
and physical substructure. With passivity control, there is no such requirement thus enabling
compensation for hybrid tests with uncharacterizable transfer systems. The motivation for using
passivity control in real-time hybrid testing stems from the hypothesis that ensuring the passivity
of the actuator, passivity and therefore stability of the entire hybrid test can be guaranteed. This
is analogous to the fact presented in [54] that passivity of the complete system can be achieved
by ensuring the passivity of its individual components.
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Chapter 3

Preliminary Analysis of Passivity Control in Real-time Hybrid
Tests

3.1 Context

As discussed in the literature review in chapter 2, the lag of actuators in hybrid tests has induced
the need for a novel transfer dynamics mitigation scheme that does not rely on a linear model of
actuation hardware. The concept of using energy-based passivity control was investigated via
simulation in the publication presented in this chapter.

A hybrid test was simulated with a single degree of freedom linear numerical substructure and an
actuator modelled as a pure delay. The physical substructure was modelled as a stiffness of linear
and nonlinear nature and the publication presents the effectiveness of the energy-based passivity
control scheme in each hybrid test simulation. Performance improvements in terms of tracking
and stability were assessed in the time and frequency domains.

The concept of the passivity-based control scheme stems from the need to maintain stability in
the system through the regulation of the energy flow. Instability caused by actuator delay is
always accompanied by a growth in the energy flow of the system with time as vibration
amplitudes grow exponentially. This reflects that measurement of the energy flow can be used as
an indicator of system stability, and a means of rejecting excess energy introduced by the
actuator will enable the stability of a system to be maintained. Energy rejection is achieved by a
variable rate virtual damper acting on the numerical substructure of the hybrid test. Thus, the
scheme is designed to control the stability of the system regardless of the nature of the transfer
system or hybrid test substructures. This is envisaged to be widely applicable to many hybrid tests
whilst enabling easy implementation of the modular subsystem consisting of the passivity
controller and the virtual damping element to dissipate excess energy in the system.
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Paper One: Passivity Control in Real-time Hybrid Testing

Passivity Control in Real-time Hybrid Testing
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Abstract—This paper details the application of passivity
control in stabilizing real-time hybrid test (RtHT) systems with
linear and nonlinear physical substructures. The effectiveness of
this novel application in hybrid systems is assessed in the time
and frequency domains with special attention given to
improvements in stability and tracking performance. A 1 degree-
of-freedom system is chosen as a test case with transfer dynamics
modelled as a pure delay. The application of passivity control
widely used in the teleoperation industry has been found to
stabilize the hybrid test system under a wide range of operating
conditions whilst resulting in tracking improvements as well.
Unlike conventional model based compensation schemes, the
application of passivity control does not require any information
about the transfer system and/or physical substructure making
this technique practical and effective in compensating complex
hybrid tests where accurate linear models are unavailable.

Keywords—passivity; hybrid test; transfer system; substructure;

NOMENCLATURE

AE = Net energy added at the transfer system
Pp = Physical substructure power

Py = Numerical substructure power

Fp = Physical substructure force

Vp = Physical substructure velocity

Fy = Numerical substructure force

Vy = Numerical substructure velocity

K = Physical substructure stiffness

xp = Physical substructure position

Fp = Passivity controller damping force

Cp = Passivity controller damping coefficient
B = Passivity controller gain

RtHT = Real-time hybrid test

PC = Passivity control

I.

Real-time hybrid testing is a means of analysing systems
which cannot be reliably studied using purely experimental
methods or simulations. This technique involves the separation
of the system into two substructures, one as a physical
experiment and one in a numerical simulation. The complete
system is tested by running these two substructures in parallel
with actuators and force sensors to couple the substructures in
real-time. Large and/or complex structures which are too
expensive to be setup in a laboratory environment or
complicated systems which cannot be accurately modelled in a
simulation are some examples which greatly benefit from this
method. Hybrid testing also enables the user to easily update
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parameters of the numerical substructure and even enables
systems to be analysed prior to realization of all components
[1]. As such, in recent years, hybrid testing has seen rapid
growth in a wide variety of engineering disciplines proving
effective in applications such as seismic integrity testing of
structures [2], testing of vehicle powertrain and active
suspensions [3], wave energy harvesting devices and acrospace
air-to-air refuelling systems [4], [5].

However, an issue of importance in this field is the
presence of spurious dynamics introduced by the actuators
required to transfer motion between the numerical and physical
substructures. The responses of actuators are subject to delays
in the time domain which result in tracking errors or instability.

Horiuchi et al. [6] propose a delay compensation scheme
which predicts a future displacement of the actuator, based on
an n" order polynomial function fitted to the previous n
displacements. The method can only be used to predict ahead
of an integer multiple of the time step thereby posing a
restriction on the delays that can be compensated for a given
choice of time step [7]. Moreover, the higher order variations
of the method introduce excess phase lead to the system and
amplitude ratio magnification at high frequencies [8]. Wallace
et al. [9] propose an adaptive forward prediction scheme based
on a least squares polynomial curve fitting algorithm. Although
more computationally complex, this method enables superior
compensation with reduced amplitude ratio magnification and
phasc lead. Tang ct al. [10] compare the cffectiveness of a
range of delay compensators in a hybrid test with a shaking
table transfer system. Performance improvement is most
notable within a narrow low frequency range whilst at higher
frequencies accuracy and stability were seen to deteriorate. In
these conditions, other methods may perform better.

Another model based technique used to mitigate transfer
dynamics is lag compensation where a low order transfer
function model is identified to emulate the behaviour of the
actuator [11]. The model is then inverted and applied in series
with the actuator so as to cancel the dynamic lag introduced in
the transfer system. Avci and Christenson [12] apply this
scheme to reduce the effective delay from 20ms to Sms in a
real-time hybrid test of an isolated building structure. However,
it is often difficult to characterize actuation hardware using low
order models and the difficulty in inverting models whilst
maintaining causality introduces further limitations. du Bois et
al. [13] explore compensation schemes which utilize a
combination of a delay compensator and a transfer function
inversion, and show that these out-perform either of the
methods in isolation. However, all the aforementioned schemes



are based on linear analysis and therefore suffer in the presence
of a nonlinear physical substructure or transfer system where
the effective delay or transfer function varies during operation.
They can also suffer where the transfer system cannot be
characterized accurately. In this paper, a new method based on
passivity control is explored to obviate the need for accurate
models of the transfer system and physical substructure.

A brief review of passivity control is presented in section II
highlighting its advantages for hybrid testing. Its application to
hybrid testing is presented in section IlI. Sections IV and V
explore its performance for linear systems, in terms of stability
and tracking, using numerical simulations. Section VI
examines a discontinuous system. In section VII harmonic
distortion is investigated as a technique for analyzing the
performance of the passivity controller, and conclusions are
drawn in section VIIIL.

II. PASSIVITY CONTROL THEORY

Passivity control aims to shape the energy in a system and
to tune the flow of energy through the system [14, 15].
Adaptive damping forces based on energy differences between
components in the system act to maintain stability under a
range of operating conditions. According to the time-domain
definition of passivity, the sum of the energy supplied to a
passive system and the initial energy stored must always be
greater than zero [16]. By ensuring that all components of a
system are passive, the complete system can be made to behave
passively [17]. This is achieved through a controller which
adds damping to the system based on energy measurements at
various ports in the system. Passivity control has seen notable
success in the teleoperation industry where a human input is
used in the interaction of a master and slave manipulator.
Hybrid testing and teleoperation systems have analogous
control requirements: they both require coupled interaction
between subsystems with delays and/or lags in the transmission
between the two. In particular, stability is an important
requirement in each application. Unlike the conventional
compensation schemes used in hybrid testing, passivity control
does not require a model of the transfer system. This allows the
use of complex nonlinear systems which are difficult to model.

Ryu et al. [17] propose a bilateral passivity control scheme
which guarantees stability for a wide range of hard wall contact
scenarios. Much like the hard wall contact of teleoperation
systems, hybrid test systems too can be subject to
discontinuous nonlinearities such as impacts and step changes
in stiffness. In a more recent publication [18], the authors
describe the effectiveness of using a variable energy threshold
in passivity control as the excitation of high frequency modes
are prevented whilst a more smooth response is achieved.
Anderson and Spong [19] illustrate the ecffectiveness of
passivity control in maintaining stable operation of a force
reflecting bilateral teleoperation system with a large time delay.
Results illustrate that stability was maintained in time delays as
large as 2s. Thus it is likely that the application of passivity
control would allow highly unstable systems to be stabilized
which would be a property very beneficial to highly nonlinear
hybrid systems where stability margins often vary substantially
with the operating point.
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A key limitation of passivity control in teleoperation
systems is described in Hannaford and Ryu [16]. The authors
describe that if the user moves to an active location after a long
interaction in a dissipative location, the passivity controller
may not act until a large amount of active behavior is observed
which may require the threshold energy value set in the
passivity observer to be heuristically reset. Thus, it may not be
reasonable to expect the optimal parameters for a passivity
controller to be universal for all operating conditions in a
hybrid test. This observation is considered in section VII.

Unlike the work of the authors mentioned previously, Ye et
al. [20] explore the effectiveness of power measurements rather
than energy in the passivity control of a haptic interface
system. The authors argue that the use of power over energy
allows the passivity controller to activate more evenly in
contrast to an energy based system where damping action is
more suddenly triggered. The literature further describes that
the use of power mitigates the need for integration thereby
resulting in no energy calculation error.

ITI. HYBRID TEST IMPLEMENTATION

The proposed system is based on the principle of
minimizing the net energy added by the transfer system. The
use of power based passivity control was initially considered
here, as described by Ye et al. [20], however, simulations on a
real-time hybrid test revealed that stable operation and better
tracking performance could be achieved for a greater range of
conditions with the use of energy.

A controller acting on the net energy input from the transfer
system to the physical and numerical substructures is used to
tune a virtual damper which augments the force acting on the
numerical substructure. As the transfer system adds spurious
energy to the hybrid system, this is removed by the damper.

The power flow is calculated by evaluating the product of
the force and velocity at the substructure interfaces. Thus, the
power at the numerical substructure Py will be the product of
the velocity demand to the actuator Vy and the force feeding
back to the numerical substructure Fy. This force would be the
sum of the physical substructure force and the corrective
damping force introduced by the passivity controller. The
physical substructure power Pp would simply be the measured
velocity of the actuator Vp multiplied by the force measured at
the physical substructure Fp. The fundamental test involves a
linear physical substructure comprised of a stiffness K allowed
to travel by displacement xp. The controller with a gain of B,
calculates a variable damper rate, Cp, resulting in a damping
force, Fj, based on the net energy added at the transfer system,
AE. A saturation limit is used to ensure that passivity damping
is always positive so that stability margins are never eroded
when transfer system net energy is negative. This can be
expressed as follows for the linear hybrid system:

AE = f(PP — P dt
= f (FoVp — EyVy) dt

= f((KxP)VP — (Kxp + Fp)Vy) dt



where Fp = CpVy

BAE, AE >0
and Cp = {"0" Jp <o
This technique does not require any identification

procedures to characterise the coupled behaviour of the transfer
system and physical substructure, and can be readily applied to
a wide range of hardware, including highly nonlinear transfer
systems and/or physical substructures.

Fig. 1 illustrates the block diagram of a simple passivity
controlled real-time hybrid test. All components including the
transfer system and physical substructure are simulated in the
tests presented in this paper. The transfer system is modelled as
a pure delay of 3ms. The numerical substructure describes a
mass m on a spring and damper of stiffness k and rate ¢
respectively whilst the physical substructure is a stiffness
which will be setup differently in 3 experiments to study the
performance of the system in the face of different levels of
nonlinearity. For linear analysis, a constant stiffness will be
used whilst a 3™ order stiffening characteristic will be chosen
to instigate nonlinearity at large amplitudes. In the final test,
the stiffness will be made discontinuous to emulate a contact
scenario representing a severe nonlinearity. For the emulated
system, the transfer dynamics are omitted to enable perfect
coupling between substructures.

T position ion
m — Transfer
? velocity J SYStem koo ity
Numerical Actuator Physical
N

Passivity
Controller

Virtual Damper I

Physical Substructure Force

Fig. 1. Real-time hybrid simulation with passivity control

IV. RESTORATION OF STABILITY

In order to assess the stability restoration properties of the
passivity controller, the open loop transfer function of the
hybrid test is used to compute delay margins (the phase
margin divided by the angular frequency), shown in fig. 2, for
a range of linear physical substructure stiffnesses. It can be
seen that the delay margin in the system erodes as the physical
substructure stiffness increases. Stable operation is only
achievable for stiffness of 3.35 kN/m or less. For stiffnesses
greater than this limiting value, a negative stability margin is
seen, indicating an unstable closed loop system. For a stiffness
of 20 kN/m, the delay margin is seen to be -2.5ms
(corresponding to a phase margin of -20.73") indicating a
highly unstable closed loop system. Passivity control is
applied to the linearized hybrid system at 3.35 kN/m and
20 kN/m to illustrate the restoration of stability in a marginally
stable and a highly unstable hybrid system.
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Fig. 2. Delay margin of linearized hybrid system (data cursors showing
stiffnesses resulting in marginal stability and high instability)

Fig. 3 illustrates the frequency responses of these tests
acquired using stepped sine inputs. The high stiffness hybrid
test without passivity control is not shown as it is unstable. It
is evident that stability has been restored in both systems with
sensible amplitude ratio and phase responses at all frequencies
tested.
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Fig. 3. Closed loop lincar RtHT responses with passivity control

V. TRACKING

With the restoration of stability, tracking improvements too
can be seen. Fig. 4 shows the step response of the hybrid
systems with both linecar and cubic physical substructures,
excited by a 50N force input. The amplitude ratios and settling
times of the compensated systems match those of the emulated
systems well, in contrast to the uncompensated systems.

There is a small phase delay in the responses however
which cannot be completely eliminated. Referring again to
fig. 3, it is seen that the phase of the compensated system
shows noticeable improvement in the frequency range 5-20Hz.
This is because the resonant frequency of the system lies in
this range, and the passivity controller is able to mitigate the
erosion of the stability margin caused by the delay and
produce a phase response closer to that of the emulated
system. The controller can only add damping, however, and



cannot compensate the delay itself, and this can be seen in the
transfer function throughout the frequency spectrum.
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Fig. 4. Output position and net power response to step input

To further investigate the tracking performance improvements,
the linear hybrid system is forced near the resonant frequency.
The subspace plot of numerical and physical displacements is
shown in fig. 5 for a range of passivity controller gains, B,
where B=0 is the uncompensated system. As expected, the
emulated system representing a perfect actuator is seen as a
diagonal line of angle 45° indicating that numerical and
physical substructure displacements are always identical.
However, the steady state responses of the hybrid tests with
and without passivity control all manifest as ellipses due to the
transfer system delay. Higher passivity controller gains result
in smaller ellipses but the aspect ratios remain similar,
confirming that the tracking delay cannot be mitigated. In fact,
at high gains the controller produces an excess of damping
which has a detrimental effect on the amplitude tracking
performance.
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Fig. 5. Substructure position subspace plot near resonance
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VI. DISCONTINUOUS NONLINEARITY

In order to assess the effectiveness of passivity control in a
more complex hybrid test, a discontinuous nonlinearity was
set up as the physical substructure. The following tests
simulate the hybrid system making contact with a surface of
stiffness 10kN/m (high enough produce instability in a linear
system) positioned at the centre of the motion.

Fig. 6 illustrates the contact scenario to a contact surface
of stiffness 10kN/m positioned at Omm on the positive
displacement side. The system without passivity control is
seen to exhibit large oscillations and injects large quantities of
power into the hybrid system at the points of contact with the
surface. However, with the application of passivity control, the
oscillations follow those of the emulated system more closely
as the spurious power injection into the system is rapidly
reduced in subsequent contact cycles.

Physical substructure position
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Fig. 6. Unforced response with 10kN/m contact surface at positive
displacements

In the event of forced excitation with surface contact, the
effectiveness of passivity control varies with the excitation
frequency as seen in fig. 7. It is evident that at frequencies
below resonance, passivity control works well, with the
response being restored to that of the emulated system almost
perfectly. Notable improvement in stability and tracking are
also seen near resonance.
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Fig. 7. Forced response with 10kN/m contact surface at positive
displacements: (a) below resonance; (b) near resonance; (c) above resonance



However, the period doubling artefacts seen in the emulated
system at frequencies above resonance are not evident when
passivity control is applied. This nonlinear phenomenon can
be sensitive to parametric changes and initial conditions, and
at higher frequencies the uncompensated phase lag has
nontrivial effects. It is seen that passivity control can be
effective with discontinuous physical substructures, but may
be unpredictable in some operating regimes.

VII. PERFORMANCE CRITERIA AND NONLINEAR DISTORTION

Sections IV and V showed that amplitude and frequency
response charateristics can be replicated well using passivity
control. The first part of this section investigates in greater
depth the performance with respect to these metrics. As the
amount of virtual damping in the system is dependant on the
transfer system net energy, a passivity controlled hybrid
system can be expected to exhibit a dynamic natural frequency
and damping ratio that vary with not only the controller gain,
but also amplitude of the energy flow back and forth between
the numerical and physical substructures. Here, step responses
are used to determine the variation of these properties for
different controller gains using a selection of input amplitudes.
The properties shown in fig. 8 are normalised with respect to
those of the emulated system.

The damping ratios illustrated in fig 8. have been
calculated using the logarithmic decrement method applied to
the 1% and 6™ peaks of the responses. The natural frequencies
were obtained by evaluating the power spectrum of the
response signals and observing the frequency where the power
is highest. It is evident that the effect of passivity control on
the performance characteristics is dependant on the physical
substructure displacement. This is as expected, since larger
step inputs result in higher velocities and more energy flowing
between substructures, which in turn affects the amount of
passivity damping applied. Higher gains are seen to increase
the hybrid system damping ratio initially until it matches that
of the emulated system, after which a gradual decrease settling
to approximately 80% of the emulated system damping ratio is
evident. The natural frequency of the response is seen to
decrease until a turning point is reached when the gain
resulting in a matching damping ratio is applied. Further
increases in gain result in excess damping in the system
causing transfer system net energy to become negative. As this
triggers the lower saturation on the passivity damper rate to
prevent negative damping in the system, the excess energy
dissipated is never returned to the system. Because the
passivity control acts quickly to reduce the net energy
difference, it only operates near the start of the response and
does not act significantly over the majority of the response.
The damping and frequency charactersitics therefore exhibit
marked variation over the duration of the test, with only the
aggregate response captured in fig. 8. Therefore, further
increases in gain result in less passivity control causing the
overall response to exhibit a natural frequency and damping
ratio closer to that of the system without passivity control.

For all tests the first section of the curve, where the results
have greatest validity, indicates that in general an increase in
passivity controller gain leads to improvements in the
damping characteristics along with deterioration of the
frequency characteristics. There is a trade-off between
matching these two characteristics.
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Fig. 8. Hybrid test performance parameters with passivity control

With the addition of a variable rate virtual damper, the
passivity controller will tend to make any given hybrid system
more nonlinear. High controller gains can result in rapid
changes in damper rates which distort the system response. A
highly distorted signal is indicative of poor tracking. To
quantify this nonlinear disortion, the linear hybrid system was
forced sinusoidally with different passivity controller gains at
a range of vibration amplitudes. The total harmonic distortion
of the output response is evaluated and plotted in fig. 9. It can
be seen that nonlinear distortion is maximum when both the
excitation amplitude and controller gain are high. For low
amplitude tests, a greater range of controller gains can be used
with less nonlinear distortion whilst high amplitude tests
require the gains to be relatively low. This result agrees with
the trend seen in fig. 8 which indicates the need for smaller
gains in high energy hybrid tests in order to match the
emulated system damping ratio.
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Fig. 9. Total harmonic distortion of hybrid test response
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The optimal controller gain is seen to depend heavily on
the test conditions. The optimal control gain would appear to
lie where the damping ratio of the emulated system is matched
with greatest accuracy; the change in natural frequency
remains small at this point. But this requires prior knowledge
of the expected behaviour of the emulated system: information
that is not generally available. A general solution to this
control gain selection remains an open research question.

Improvements in tracking with passivity control alone are
limited when substructure energies are low at high frequency.
The use of model based methods to complement passivity
control is envisaged to lead to greater performance than purely
passivity based or model based methods. Moreover, due to the
variation of the optimal passivity controller gain with the
magnitude of the energy flow, a hybrid test required to operate
over a wide range of amplitudes will require various gains for
maximum performance, and methods for tuning this gain,
possibly using online methods, need to be established.

VIII. CONCLUSION

A novel technique to compensate for transfer system
dynamics in real-time hybrid tests is presented, based on
passivity control. Unlike conventional compensation schemes,
this method does not require any information of the physical
substructure or actuation hardware to be known in the
implementation stage. Restoration of stability has been
successfully demonstrated in marginally stable and highly
unstable test cases with phase margins as low as -20.73°
Tracking assessments in the time and frequency domains
using step responses, stepped sine and contact scenarios
indicate significant improvements in amplitude ratio tracking
and marked improvements in phase over many frequencies. It
is noted that passivity control alone cannot mitigate the delay
in the transfer system itself, and this can lead to deterioration
in the performance particularly at high frequencies and in
complex nonlinear operating environments. Initial analysis
shows the existence of an optimal controller gain which varies
with response amplitude, and future work will address the
idnetification of this point for general systems.
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3.2 Summary

The publication presented in this chapter illustrates that passivity control is a promising
application in real-time hybrid testing having stabilized systems with linear, nonlinear and
discontinuous physical substructures. The main findings are:

1) Stability of hybrid tests can be improved using passivity control

2) Tracking improvements are not inherently attainable although the controller can be tuned
to achieve this if information of the emulated system is available.

3) Excess passivity control leads to nonlinear distortion of output

Preliminary analysis indicates that the scheme exhibits strong stabilizing properties and does not
depend on predetermined assumptions about the actuator’s behaviour. Although versatile, it
does not eliminate the phase lag caused by the transfer system unlike existing model-based
compensators. The immediate next steps are

1) To apply the passivity-based controller in an experimental real-time hybrid test setup and
validate the findings of the simulations.
2) To investigate the performance of passivity control with model-based compensators.

These are explored in the following chapter in the next publication.
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Chapter 4

Experimental Validation of Passivity Control in Nonlinear
Real-time Hybrid Tests

4.1 Context

Having established the potency of passivity control in simulations of real-time hybrid tests, its
performance in an experimental nonlinear real-time hybrid test with complex actuator dynamics
was assessed. The methods first introduced in the publication presented in chapter 3 were
utilized. Performance of the standalone passivity controller was assessed and compared with that
of a state-of-the-art transfer dynamics mitigation scheme. The effectiveness of passivity control
when used together with state-of-the-art techniques was also analysed to identify the capacity to
alleviate some of the limitations incurred with standalone passivity control.

The hybrid test employed in the publication presented in this chapter consists of a linear single
degree of freedom numerical substructure connected to a nonlinear stiffness actuated by an
electromagnetic actuator running in position control mode. The nonlinear stiffness is
approximately cubic in the range of displacements to be tested, like that of a Duffing oscillator. To
prevent backlash, the springs are preloaded in the zero-deflection position. The non-zero tension
in the preloaded springs result in a positive tangential stiffness around the initial zero-
displacement state of the system, as described in [55].

The actuator has nonlinear friction acting on its shaft which was reduced using a state-of-the-art
friction compensation scheme. A load cell was used to feedback the physical substructure force
back to the numerical substructure. A CAD model of the test rig is shown in figure 2.

Actuator

mounting slab

Figure 2: CAD model of test rig on reaction floor

The emulated system to be replicated using the hybrid test was setup as a simulation and used as
a benchmark to assess the performance of the real-time hybrid test. Performance gains in the
time and frequency domains were analysed by comparing the hybrid test response with and
without passivity control against that of the emulated system simulation. The emulated system
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represents the hybrid test with perfect actuator dynamics, i.e. instantaneous data transfer
between the numerical and physical substructures.
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Passivity Control for Nonlinear Real-time Hybrid Tests

L. D. Hashan Peiris', Andrew R. Plummer, Jonathan L. du Bois

Department of Mechanical Engineering, University of Bath, Claverton Down Rd. Bath, BA2 74Y

Abstract

In real-time hybrid testing, a system is separated into a numerically simulated substructure and a physically tested
substructure, coupled in real time using actuators and force sensors. Actuators introduce spurious dynamics to the
system which can result in inaccuracy or even instability. Conventional means of mitigating these dynamics can be
ineffective in the presence of nonlinearity in the physical substructure or transfer system. This paper presents the first
experimental tests of a novel passivity-based controller for hybrid testing. Passivity control was found to stabilize a
real-time hybrid test which would otherwise exhibit instability due to the combination of actuator lag and a stiff
physical substructure. Limit cycle behaviour caused by nonlinear friction in the actuator was also reduced by 95%
with passivity control, compared to only 64% for contemporary methods. The combination of passivity control with
conventional methods is shown to reduce actuator lag from 35.3degrees to 13.7degrees. A big advantage of passivity
control is its simplicity compared with model-based compensators, making it an attractive choice in a wide range of
contexts

Keywords: Real-time Hybrid Test; Passivity Control; Substructure.

Nomenclature

b — Passivity controller gain

¢ — Numerical substructure damper rate

cp — Passivity controller damper rate

ey — Numerical substructure energy

ep — Physical substructure energy

f — Force input to numerical substructure

fc — Coulomb friction force

fp — Passivity damping force

fr — Frictional force

fn — Numerical substructure force

fp — Physical substructure force

G (s) — 2" order transfer function to model actuator dynamics
G~1(z) — Discretized 2" order transfer system model inversion
iy — Actuator command current signal with friction compensation
i — Actuator command current signal without friction compensation
ip — Friction compensatory current signal

kp — Physical substructure stiffness

kp(0) — Physical substructure stiffness linearized about small displacements
kr — Actuator force constant

K; — Stiffness of a linear physical substructure

k — Numerical substructure stiffness

m — Numerical substructure mass

N(s) — Numerical substructure transfer function

P(s) — Physical substructure transfer function

RtHT — Real-time Hybrid Testing

s — Difterential operator

! Corresponding author. Email address: L.D.H.Peiris@bath.ac.uk,
Conlflict of interest - none declared

31



T(s) — Actuator transfer function

xy — Numerical substructure mass position

xp — Physical substructure and actuator displacement
Xp — Physical substructure and actuator velocity

z — Backward shift operator

Ade — Net energy added to hybrid system by the actuator

1 Introduction

Real-time Hybrid Testing (RtHT) is a method of analysing complex systems utilising a combination of experimental
and simulation based techniques. The complete system is split into numerical and physical components which are
tested together, with actuators and sensors to couple the substructures in real-time. A number of advantages of this
technique are detailed by Plummer [1]: the method not only enables cost savings by not having to set up a complete
experimental system, but also enables testing of systems which are too complex for simulation or too large for
conventional experimental testing. Moreover, RtHT also offers further advantages such as enabling systems to be
tested prior to the design or realization of all physical components, and allows system parameters to be easily adjusted
by the user [1]. Applications of RtHT include seismic integrity testing of building structures in the civil engineering
industry [2], powertrain and suspension design in the automotive sector [3], air to air refuelling in the aerospace
industry [4], and testing of wave energy harvesting devices in the marine energy sector [5]. The aerospace industry
and automotive sectors have turnovers of £72 billion and £71.6 billion in the UK alone as of 2017 [6,7]. As an
illustration of the time and cost savings that can be realised using hybrid test systems, National Instruments report
field testing time reductions from 20 to 5 days for an aircraft arrestor system, at a cost saving of around $49,000 per
day [8]. The benefits of analogous Hardware-in-the-Loop systems for electronic controllers have long since been
established, with lead time reductions estimated at 15-50% [9].

A drawback of RtHT is the dynamics introduced to the system by the actuators. The delay and lag added to the closed
loop system often leads to tracking errors and sometimes renders the system unstable. A number of authors propose
delay compensation methods to minimize this effect. Horiuchi et al. [10] propose a delay compensation scheme which
predicts forward by a fixed time based on a linear extrapolation of the past response of the system. A table of
coefficients is available which enables the user to easily implement an n' order forward predictive scheme to mitigate
the delay of the actuator. However, this forward stepping algorithm can only compensate delays of integer multiples of
the simulation time step. Wallace et al. [11] present a scheme which can compensate continuous delay times, and
which adaptively tunes the time constant. However these schemes rely on the actuator behaving as a pure delay
although the dynamics of real actuators are often more complex. Wallace et al. [12] utilize a compensation scheme
where the actuator is modelled as a linear first order transfer function. The transfer function model is then inverted and
applied as a discrete time feed-forward compensator to mitigate actuator dynamics. du Bois et al. [13] take this
technique a step further by modelling actuator dynamics using combinations of first and second order transfer
functions and delay.

Ou et al. [14] propose a feed-forward actuator control scheme based on Hoo optimization and linear quadratic
estimation. A three story building with damping is emulated using a three degree of freedom hybrid system. The
damper is setup as the physical substructure in this experiment and coupled to the numerical substructure of the
building using a hydraulic actuator. The proposed algorithm applied to the hybrid test illustrates the effectiveness of
the scheme in cancelling noise which is amplified by the size of the controller gain of the actuator. Real-time hybrid
simulation results indicate good tracking of position and velocity, although excitation signals used are of low
frequency where actuator lag is notably smaller than at higher frequencies.

Lag compensation technology to date is based on the identification of a linear model of the actuator which is used to
design a feed-forward controller to mitigate the actuator’s lag. Often, it is difficult to accurately model the actuator
dynamics using a delay and/or linear transfer function especially when the dynamics of the actuator are affected by the
physical substructure of the test. Moreover, nonlinearities such as Coulomb friction result in different behaviour
depending on the operating conditions. While high-fidelity models of the physical system and test specimen can, in
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principle, be used along with nonlinear control methods to mitigate these effects, the effort of implementation is high
and the understanding of the physical specimen required undermines the purpose of the hybrid test. It is for this reason
that such techniques are rarely employed, and the state of the art usually relies on simple linear theory. Therefore,
there exists the need for a more robust scheme with less dependency on the transfer system behaviour.

In this paper, a passivity based approach is proposed where energy flow between the numerical and physical
substructures and the transfer system is measured and used to set the damping coefficient of a virtual damper. This
dissipates spurious energy added to the hybrid system by the actuation hardware. Excess transfer system energy can
result in poor simulation accuracy and more critically, instability in the hybrid test. Even where high performance
actuators and control techniques are incorporated to mitigate the addition of such spurious energy, passivity-based
methods can supplement that control to extend the useful operational envelope of the equipment and improve upon the
state of the art. The work presented here is the first experimental investigation of the methods initially explored in
Peiris et al. [15].

Section 2 describes the structure and theory of the passivity controller proposed in this paper together with a
description of some state of the art transfer dynamics compensators which are used to compare results. Section 3
presents the hybrid system used for testing the passivity controller and a description of the actuator used in the transfer
system. In section 4 simulation results are discussed, and experimental results are presented and discussed in section 5.

2 Theory and Method
2.1 Passivity Control

A system which 1s dissipative with respect to the energy supplied to it is known as a passive system [16]. Passivity
Control is widely applied in haptic interface systems in the teleoperation industry to maintain stable communication
between master and slave manipulators. Zefran et al. [17] argue that passivity control can be used to guarantee
stability in teleoperation systems provided that appropriate operating conditions are maintained throughout the tests.
Real-time hybrid tests are analogous to haptic interface systems as the delay in the transfer system between the
numerical and physical substructures is similar in nature to that between the master and slave manipulators.

Atashzar et al. [18] illustrate the effectiveness of passivity control in a human-robot interaction system where assistive
and resistive therapy is delivered to a patient’s limb. Results indicate that passivity control has enabled the system to
prevent delay induced instability. The authors further acknowledge the fidelity of the proposed solution in the face of
nonlinearity in the system such as variable time delays. As conventional model based compensation schemes in hybrid
testing are often based on linear models, performance is compromised in the presence of nonlinearity in the system
and passivity control offers a means to address this deficiency.

Sun et al. [19] apply a modified passivity control approach based on a wave variable to accommodate time delays in a
teleoperation system. Results indicate good tracking between master and slave manipulators with a maximum error of
less than 1 radian in response to low frequency inputs. Zhang et al. [20] utilize passivity control to stabilize a
rehabilitation robot system used for motion recovery training in stroke patients. Passivity control has been utilized to
enable a smooth transition of the system between different operating modes. This can be exploited in RtHT,
particularly in nonlinear systems required to operate under several test conditions in a single experiment.

The passivity controller for hybrid testing proposed in this paper acts upon the energy flowing to the numerical and
physical substructures. The energy error, i.e. additional energy introduced by the transfer system Ae, will be fed to the
passivity controller which will control a variable rate virtual damper which acts on the numerical substructure. The
energy error is obtained by integrating the net power flow from the transfer system. The numerical substructure and
physical substructure powers are calculated by evaluating the product of force and velocity. The physical substructure
force fp, is measured using a load cell, whilst its velocity xp is obtained by differentiating the position measurement of
the actuator’s built-in quadrature encoder. The force and velocity signals of the numerical substructure are acquired
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from the model running in the Simulink real-time target controller. The passivity damping force fp, at the numerical
substructure can be expressed as [15]

fo = cpiy

where ¢, and Xy are the passivity damper rate and numerical substructure velocity respectively. For a hybrid test with a
physical substructure position xp, the energy of the physical substructure ep is given by

t
ep =f (fp xp) dt
0

Similarly, the energy ey, of the numerical substructure is given by
¢
en = f (fyty) dt
0

t
- f (U + fo)i) dt
0

where fy is the force at the numerical substructure. The net energy difference between the substructures is the energy
added to the system by the actuator and is given by
de =ep— ey

This energy difference is used to calculate the damping rate at the virtual variable rate passivity damper. However, if
the energy flowing from the numerical substructure to the actuator exceeds that flowing from the actuator to the
physical substructure, it is desirable to turn off passivity control action. This is done to prevent adding negative
damping to the system as this can make the closed loop hybrid test unstable. The passivity damper rate ¢, can therefore
be expressed as follows, if b is the passivity controller gain set by the user

o = {bﬁle, Ae >0

b=l o0 4de<o

2.2 Friction compensation theory

The actuator used in these studies exhibits nontrivial levels of Coulomb friction; this is compensated as proposed by
Eamcharoenying et al. [21] in order to minimize spurious effects caused by nonlinear friction on the actuator. This
scheme for deterministic systems is based on applying a step in command current to the actuator so as to mitigate the
expected Coulomb friction force. The friction force in the model, fr, is approximated by the following equation

fo= { fesign(xp), ifip+0
f —fe<fr</e ifip=0

where xp is the actuator and physical substructure velocity and f, is the Coulomb friction force acting on the actuator
[21]. The step change in current required to cancel the Coulomb friction force is calculated using the force constant of
the actuator using the following equation, where ir and kp are the compensatory current step signal and actuator force
constant respectively.

_fr

lp = —
kr

The command current signal to the actuator is therefore augmented as follows in order to cancel the Coulomb friction
force

iA= ic‘l’i.r:

where i and i, respectively, are the command current signals before and after friction compensation is applied.
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2.3 Model based compensation theory

In order to compare the performance of passivity control with a state-of-the-art compensation scheme, a second order
lag compensator as utilized in du Bois et al. [13] is designed to mitigate the transfer dynamics of the actuator in the
presence of the physical substructure. To design the lag compensator, a transfer function of the coupled dynamics of
the actuator and physical substructure is required. To obtain this, the actuator with the physical substructure and
friction compensation, was swept sinusoidally from 0.1Hz-50Hz over 50s at low amplitude (2mm) and the output
position data was measured and used with the input demand for transfer function identification. The second order
transfer function is fit to the data using the Gauss-Newton least squares search method.

72590
524 223.85 + 61660

G(s) =

G(s) is the transfer function modelling the dynamics of the actuation hardware and is therefore expected to always
have stable poles. The identified transfer function G(s) was then inverted by placing the identified poles as zeros. A
pair of conjugate poles 10 times faster than the identified conjugate poles was placed in the denominator of the
inversion so as to maintain causality. The inverted transfer function was then discretized at 10kHz using Tustin’s
approximation and subsequently implemented as a feedforward compensator to mitigate the actuator dynamics. The
model-based compensator is given by the following discrete time transfer function.

76.2z%> — 150.7z + 74.52
z%? —1.747z + 0.8015

G l(z) =

3 Experimental System

3.1 Transfer system

The transfer system of the hybrid test consists of an actuator to apply the displacements calculated in the numerical
substructure to the physical substructure, a load cell to feedback physical substructure force measurements to the
numerical substructure, and the passivity controller. The actuator used for hybrid testing in the following experiments
is a Copley STA2508S electromagnetic actuator.

The actuator is programmed to operate in force control mode using the proprietary Xenus XTL motor driver. The
Xenus executes a current control loop serving as the inner loop controller driving the actuator. Nested outer control
loops acting on position and velocity feedback are programmed in a Simulink real-time target controller to allow the
actuator to track position in the hybrid tests. The structure of the actuator control system is shown in figure 1. The
actuator has a built in quadrature encoder for position measurement and feedback. The position measurements are
differentiated to obtain velocity feedback. The performance limits of the actuator are presented in Table 1. There is
nonlinear sliding friction on the armature of the actuator. To minimize the effect of nonlinear friction in the system, a
Coulomb friction compensator as proposed by Eamcharoenying et al. [21] is applied in the Simulink real-time target
controller which also executes the position and velocity control loops of the actuator.

Table 1: Actuator performance limits

Peak force 625N
Continuous stall force 751N
Peak acceleration? 542 m/s?
Maximum speed 47m/s
Armature mass Zkg

? Based on peak force measurements/rating and an armature mass of 2 kg. Maximum acceleration in hybrid tests will be smaller
due to armature friction and reaction forces from the physical substructure.
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Figure 1: Actuator control system structure [22]
3.2 Hybrid Test

A single degree of freedom mass-spring system with a nonlinear stiffness, as shown in figure 2, is chosen as the
emulated system, i.e. the system to be replicated using the hybrid test. The experimental system i.e. the actuator with
the physical substructure is shown in figure 3(a). The physical substructure is set up with two linear extension springs
positioned perpendicular to the direction of motion of the actuator as shown in figure 3(b) to result in a stiffness
profile kp which increases with displacement xp , approximating a cubic stiffness. The numerical substructure is a
linear system consisting of a mass connected to a linear spring and a viscous damper.

/
k
K
/]
Physical
Numerical Substructure Substructure

Figure 2: Diagrammatic representation of the emulated system
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"-:ﬁ; Plate .~ Plysfeals. \ W b) Extebsion™
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Figure 3: a) Actuator connected to Physical substructure through load cell, b) view zoomed into physical substructure

A block diagram of this hybrid test is illustrated in figure 4. The transfer functions of the numerical substructure,
actuator and physical substructure are given by N(s), T(s) and P(s) respectively, where s is the Laplace operator.
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Figure 4: Hybrid test block diagram

The force acting on the numerical substructure f is determined by the excitation force f and the physical substructure
force fp. The transfer function of the numerical substructure can be expressed as

Xy 1

—=N{s§)= ——

N ) ms2+cs+k

where m is the numerical substructure mass, k and c are the spring and damper rates respectively, and xy is the
displacement of the mass. Linearizing the physical substructure stiffness kp, (kp(xp) = kp(0) for small actuator
displacements xp), the transfer function of the physical substructure relating the numerical substructure displacement
Xm to the physical substructure force fp can be expressed

fo
——=P(s)T(s) = kp(0)T(s)

XN
where T(s) is the transfer function of the actuator. The emulated system transfer function can be obtained by
combining the numerical and physical substructure transfer functions and assuming a perfect actuator with no lag, i.e.
setting T(s) = 1. This allows the closed loop transfer function of the emulated system linearized about small
displacements relating the numerical substructure force input to the physical substructure force output to be expressed
as

f_p _ 1
1
N(s)P(s)T(s) +1

_ kp(0)
ms? +cs+k+kp(0)

The transfer function relating the physical substructure displacement to the physical substructure force is given by

Jj:—}; = P(s) = kp(0)

Hence the closed loop transfer function relating the excitation force to the physical substructure displacement, xp, can
be expressed as

Xp 1
f  msZ+ces+k+kp(0)

The parameters of the emulated system transfer function are given in table 2.

Table 2: Emulated system parameters

Numerical substructure mass (m) 1kg
Numerical substructure damper rate (c) 10 Ns/m
Numerical substructure stiffness (k) 1kN/m
Linearized physical substructure stiffness (kp(0)) 2130 kN/m
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In order to accurately identify the nonlinear stiffness of the physical substructure, the actuator connected to the springs
was tested through full stroke sinusoidally at low frequency (0.1Hz). The measured force fp is plotted against
displacement xp in figure 5(a). If fp and xp are vectors of load cell force in Newtons and physical substructure
position in mm, a 3" order polynomial function can be fitted using a least squares approximation. Only odd
coefficients are included in the fitting process, under the assumption the geometry is symmetric, and noting that offset
in the position is already accounted for. This results in the following expression relating the physical substructure
force in Newtons, to the physical substructure displacement in mm. This equation is used to model the physical
substructure in the emulated system. This equation is plotted against experimental data in figure 5(a).

fp = 0.0014x,3 + 2.13xp
Differentiating this expression enables the tangent stiffness of the physical substructure to be expressed as follows.

_

b= dxp

= 0.0042xp% + 2.13

The nonlinear variation of the tangent stiffness of the physical substructure is shown in figure 5(b) and is seen to
increase more than threefold from its zero-displacement value as amplitudes greater than 30mm are achieved. For
small displacements, the stiffness of the physical substructure is approximately 2.13 N/mm.
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Figure 5: a) Physical substructure force profile, b) Physical substructure identified tangent stiffness

A diagram of the complete hybrid system is shown in figure 6. All components including the load cell, actuator, real-
time controllers, substructures, passivity controller and virtual damper are shown.
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Figure 6: Diagram of passivity-controlled hybrid test system
3.3 Actuator Characterization

To identify the transfer dynamics of the hybrid test in the presence of the physical substructure, the actuator connected
to the springs was swept from 0.1 Hz to 50 Hz over a period of 50 s at amplitudes 0.5 mm, 1 mm, 1.5 mm and 2 mm.
A fifth order model of the actuator with nonlinear Coulomb friction was identified for preliminary simulation of the
hybrid tests. Figure 7 illustrates the model and actuator responses obtained with and without the use of the friction
compensator proposed by Eamcharoenying et al. [21].

It can be seen that without friction compensation, the actuator exhibits significant phase lag particularly in the
frequency range 0.1-10Hz, This effect is more notable at low amplitudes such as 0.5mm, where the velocities are
small and the actuation forces more comparable to the forces of friction. This phase lag is caused by the tendency of
the actuator to stick when the driving force is less than the friction force. At high frequency this effect is less
significant due to the high actuation forces needed to produce the required acceleration. In all amplitudes shown in
figure 7, friction compensation is seen to reduce the actuator phase lag to a noticeable extent. However, complete
linearity is not achievable as the phase lag of the actuator swept at 0.5mm is markedly higher than that seen at 2mm
even with friction compensation. This is to be expected as real friction in the system is complex and cannot be
modelled precisely using a simple Coulomb friction model. Therefore, complete eradication of the spurious effects of
nonlinear friction in the following hybrid tests cannot be expected particularly at low amplitudes, although friction
compensation is applied in all experiments unless otherwise stated, in order to minimize these effects.
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Figure 7: Model and experimental frequency responses of actuator with physical substructure with and without
friction compensation at amplitudes: a) 0.5mm, b) Imm, ¢) 1.5mm, d) 2mm

4 Simulation results and discussion

This section presents simulation results to show the expected findings of the application of passivity control. A simple
delay of 3ms is used to model the transfer system dynamics, following the methods in Peiris et al. [15]. Two types of
physical substructures are assessed; firstly, a linear stiffness is used as the physical substructure making the entire
hybrid system without passivity control a linear system. Two different stiffness values are used to test how passivity
control can affect (i) an otherwise stable system and (ii) an otherwise unstable system. Secondly, the nonlinear
stiffening profile seen in Figure 5(a) is tested. The physical substructure stiffness for the linear hybrid tests is denoted
as K.

Figure 8 shows the frequency response for the linear systems, with and without passivity control. The emulated
systems are simulated without a delay and without passivity control. The hybrid system with the 20 kN/m physical
substructure without passivity control is unstable and is therefore not shown. The results show how passivity control
can both affect tracking and restore stability. At higher frequencies, however, it cannot compensate the delay itself and
this is witnessed in the phase discrepancy between the emulated and hybrid system results [15].
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Figure 8: Linear hybrid test responses with passivity control [15]

Step responses for both linear and nonlinear systems are presented in figure 9, illustrating the effectiveness of
passivity control in restoring the performance parameters of the hybrid test, most notably the damped response
envelope. A phase delay in the compensated response is evident which corroborates the result seen in figure 8
indicating that passivity control does not eliminate the lag itself from a hybrid test, only the adverse effects of that lag
on the damping properties [15].

40 T T Al T 1 8 3 L L 11
————— Uncompensated stable hybrid test
T 3k A Emulated syst
E' ,.’-\ ~ ~ = — Hybrid test with passivity control
\ R e -~ )
é 20+ A i Jix i 25 - 1
&= 7\ 7 ~
\v R o N ~
8 10} Ly Y ’ 1
\/ ‘ a)
0 A L 1 A 1 1 A A A
0 0.1 02 03 04 05 06 07 08 0.9 1
Time [s]
—, 30 T T v v v T T T v
£ A\ b ¥ I " \
/ ] ! ’ .
E | T & Iy ,"\ I " "
e 20 e R , X i ? A )\ 4
5 | S0 O O N W v
5 ! | o
I | ] ’
S 19 N I ! l.‘ i v i \\ { \ /,’ A
a /B O S S €~ O . \.
3 VAR VA VAR G . B
0 ¥ N " L ) L " L

0 04 02 03 04 05 06 07 08 09 1
Time [s]

Figure 9: Step responses of hybrid test simulation with a) Linear physical substructure stiffness, b) Cubic physical
substructure stiffness [15]
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5 Experimental results and discussion

5.1 Stability

This section assesses the effectiveness of passivity control in restoring the stability in the nonlinear real-time hybrid
test described in section 3.2. To understand the effect of the physical substructure in the stability of the hybrid test, the
nonlinear physical substructure stiffness is linearized to enable the open loop transfer function of the hybrid test to be
analysed. The open loop transfer function of the hybrid test is evaluated using the transfer functions of the numerical
substructure, actuator and the physical substructure linearized for a range of physical substructure stiffnesses. The
delay margin (phase margin divided by the angular frequency) is plotted against physical substructure stiffness as
shown in figure 10. It is evident that the hybrid test will be unstable when stiffnesses greater than 2.4N/mm are
achieved, as the delay margin becomes negative. Referring to figure 5(b), this corresponds to displacements of greater
than 8mm in the cubic stiffening hybrid system presented in section 3.2,
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Figure 10: Stability margins of linearized hybrid test for a range of physical substructure stiffnesses

To instigate instability in the nonlinear hybrid test, a force input is required such that physical substructure
displacements greater than 8mm are achieved. Figure 11 illustrates the frequency response of the emulated system and
the hybrid test system with different passivity controller gains. The force input to the numerical substructure is
measured in Newtons whilst the output displacement at the physical substructure is measured in m. The response is
obtained by sweeping the system sinusoidally at the numerical substructure from 0.1Hz-50Hz in 50s with an input
force amplitude of 15N. The amplitude ratio of the emulated system approaches -55dB near resonance which results in
physical substructure displacements greater than 8mm. Hence the hybrid test without any passivity control is unstable
and therefore could not be shown in the figure. The application of passivity control has enabled a stable hybrid test
response to be achieved. The passivity controller gain can be tuned to vary the amount of virtual damping in the
system. Low gains such as 1Ns/Jm are seen to result in the best match of resonant frequency, and hence phase, with
respect to the emulated system whilst higher gains such as 25 Ns/Jm result in a better amplitude ratio response at the
expense of a lower natural frequency. As before, the lag of the actuator cannot be eliminated using passivity control
which only regulates the overall energy flowing in the system. At high frequency, all hybrid test results in figure 11
are seen to indicate similar levels of phase lag. This is because at high frequencies, vibration amplitudes are low due to
the dynamics of the numerical substructure. Therefore, the passivity damping forces too will be low making the
system behave similarly to that of a stable hybrid test with no other form of compensation.
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control

The excess energy added by the actuator to the hybrid test in this experiment is plotted against time in figure 12.
Passivity control works to stabilize a system by enabling a means of eliminating the excess energy added by the
actuator through virtual damping action. The emulated system represents a perfectly actuated hybrid test and appears
in figure 12 as a line of 0 J.

Figure 12 indicates that the extra energy added by the actuator can be minimized by increasing the gain of the
passivity controller, as higher gains result in greater energy dissipation and hence less excess transfer system energy
throughout the test. Minimizing the net energy added at the transfer system will enable the closed loop hybrid test to
remain stable. This is true regardless of the linearity of the hybrid test thereby making passivity control a good
extension to a hybrid system required to operate under a range of stable and unstable conditions in a single experiment.
Transitional instability between test conditions can be avoided using passivity control as net energy added is regulated.
A higher controller gain will result in a more stable hybrid test. However, the controller gain selected must not be
excessively high in order to prevent over damping as this may result in a large phase lag and subsequently high total
harmonic distortion and poor tracking. Hence, the controller gain must be chosen adequately high so as to maintain
stability but low enough to maintain acceptable tracking performance.
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Figure 12: Net energy added to Hybrid test by actuator with different passivity controller gains
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5.2 Time domain performance

The performance improvements enabled by passivity control in the time domain can be examined by perturbing the
numerical substructure of the hybrid test by a step input in force. The force step is applied to the system such that a
steady state change in displacement of 10mm is achieved. The displacement of the physical substructure with and
without passivity control is plotted in figure 13 alongside the displacement of the emulated system simulation to the
same step input. Without passivity control, the hybrid test results in sustained limit cycle oscillations. However,
passivity control is seen to enable the 2% settling time of the hybrid test to be reduced to 0.674s which closely
matches the expected settling time of 0.684s seen in the emulated system (error of 1.5%). A small steady state error of
0.2mm is also seen between the emulated system and compensated hybrid system response, attributed to the
inaccuracy in modelling the physical substructure stiffness. As such, it is evident that passivity control can be used to
adjust the settling time of a system.

20 T T T
Emulated system
p - = = Hybrid test without passivity control
15} TEIRE TR A NS P ] Hybrid test with passivity control

Position [mm]
=

0 A I I
0 0.5 1 1.5 2

Time [s]

Figure 13: Step response of hybrid test with passivity control

It is important to note that various passivity controller gains lead to different levels of passivity damping which affect
the natural frequency and damping ratio of the hybrid system. Figure 14 illustrates the variation in the impulse
response of the hybrid test for a range of passivity controller gains. Friction compensation is not applied in the
responses shown in order to ensure that the changes seen in the response are solely due to the action of varying
amounts of passivity control. It can be seen that higher gains generally lead to a more damped response with
oscillations decreasing in magnitude more quickly. However for gains above 1kNs/Jm, significant nonlinear distortion
is seen in the output. This is to be expected as higher gains result in higher and more volatile virtual damper rates at
the passivity controller. The period of the response is seen to elongate when higher gains are used. As before, stability
of the closed loop hybrid test is improved through passivity control, while matching the damping properties requires
careful tuning, and the frequency and distortion of the response are adversely affected. The optimal controller gain for
a system will therefore need to be found on a case-by-case basis.
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Figure 14: Hybrid test impulse response with different passivity controller gains (a) low-moderate gains, (b)
moderate-excessive gains

5.3 Passivity control compared with model-based compensation

In this section the performance of a state-of-the-art model-based compensator in a hybrid test will be compared with
that of passivity control at low and high frequency. The model-based compensator used is a 2™ order inverted actuator
model, whose design is detailed in section 2.3.

Figure 15 illustrates the response of the identified linear transfer function model against that of the actuator’s response
with the physical substructure. The second order lag is seen to produce a good match with that of the actuator’s
amplitude ratio and phase response throughout the frequencies tested, with the largest amplitude and phase error being
less than 2dB and 6 degrees respectively. The compensated hybrid system is tested with sine wave inputs to the
numerical substructure at low and high frequency and the output of the physical substructure is measured and plotted
in figure 16. The response of the emulated system is also shown for comparison. Three types of compensation are used;
friction compensation, 2" order lag compensation with friction compensation, and passivity control without friction
compensation.
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Figure 15: Actuator response plotted against that of the identified 2" order transfer function model

Figure 16(a) illustrates that at 0.1Hz, the uncompensated hybrid test system produces limit cycles at its resonant
frequency, away from the driving frequency. This is caused by the dominance of friction at low velocities. At low
velocities, the forces of friction are comparable in size to the driving forces of the actuator which results in the
actuator exhibiting a significant phase lag at low amplitude, seen in figure 7, eroding stability margins. At high
frequency as shown in figure 16(b), this limit cycle is not seen due to the dominance of large actuation forces over

friction.

Friction compensation is seen to result in a 24.5% reduction in the amplitude of the limit cycle compared with that of
the uncompensated hybrid test in figure 16(a). Owing to its simplicity allowing for easy implementation, it is unable to
accurately compensate the friction and completely restore linearity as described in section 3.3. The addition of the 2™
order model-based compensator is seen to improve the response further with the limit cycle amplitude reducing by
64% compared to the uncompensated case. This is achieved through reducing the lag to improve stability margins.
Passivity control on the other hand is seen to almost completely cancel the spurious oscillation in the response with
the limit cycle amplitude being reduced by 95%. This enables the physical substructure of the hybrid test to follow
that of the emulated system with great precision. At high frequency in figure 16(b) however, the passivity-controlled
response exhibits the anticipated phase lag with respect to the emulated system whilst the model-based compensator
successfully mitigates the lag and results in a response which tracks that of the emulated system more accurately. A
significant advantage of the passivity controller over the model-based compensator, however, lies in its simplicity and
universal application, obviating the need for characterisation of the transfer system. The friction compensated
response at high frequency in figure 16(b) is similar to that of the uncompensated system response at high frequency
since actuation forces dominate over friction when velocities are high.
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Figure 16: Hybrid test response with passivity control, friction compensation and model-based compensation at: a)
Low frequency (0.1Hz), b) High frequency (30Hz)

Importantly, the model based compensation is effective at reducing phase lag between numerical and physical
domains but struggles to adequately compensate for the limit cycles arising from the nonlinearity in the actuator, while
the passivity controller is effective at suppressing the spurious limit cycles but cannot remove the inherent phase lag
introduced by the transfer system. Thus, the two techniques are complimentary. Figure 17 illustrates the hybrid test
responses obtained when combining the two methods. An excitation amplitude of Smm is used and the responses are
shown together with those of the emulated system. The response with passivity control and lag compensation applied
together is seen to provide the benefits of both schemes; figures 17a and 17b illustrate the elimination of limit cycle
oscillation due to passivity control whilst figure 17¢ indicates tracking improvements due to the lag compensation at
high frequency. A phase lag of 35.3° is seen in the response without lag compensation, whilst the response with lag
compensation and the response with passivity control and lag compensation exhibit reduced phase lags of 13.7° in
figure 17c. As such, it is evident that the use of passivity control with more conventional model based compensation
can provide the user with a system maintaining good stability and tracking simultaneously.
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Figure 17: Hybrid test responses with model based compensation and passivity control at: a) 0.1Hz, b) 1Hz, c) 20Hz

6 Conclusion

This paper has demonstrated the first application of passivity control to the stabilisation of a real-time hybrid test. The
method was found to successfully restore the stability of a hybrid test in the presence of two distinct types of
destabilising nonlinearities: instability at high amplitudes due to stiffening of the physical substructure, and limit
cycles at low amplitudes caused by friction in the actuator itself. In the latter case it was found that passivity control
performed better than model-based methods or simple Coulomb friction compensation alone. Passivity control does
not compensate lag directly and must be used to complement other methods where high-fidelity tracking is needed at
high frequencies. However, it is extremely simple to implement, requiring no characterisation of the actuator
dynamics and only tuning of a single gain parameter, so it is anticipated that it will find widespread application where
the higher frequency dynamics are less critical to the test and stability is the main requirement. In addition, it has been
shown to be valuable when used in conjunction with lag-compensation schemes, where it can compensate for model
uncertainties and stabilise tests throughout transient events such as stiff impacts. This method is expected to play a key
role in the development of the next generation of hybrid test equipment, in turn in facilitating rapid development
cycles in industrial design.
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4.2 Summary

Experimental results have been used to validate the usefulness of passivity control in nonlinear
real-time hybrid tests. The following conclusions have been deduced.

1) Passivity control successfully maintains the stability of real-time hybrid tests by
constraining the net energy added to the system by the actuator.

2) Passivity control alone is unable to alleviate the lag introduced by the actuator dynamics.

3) Nonlinear artefacts caused by the actuator are dealt with more effectively using passivity
control than conventional linear model-based methods.

4) Passivity control used together with 2" order linear model-based lag compensation
enables the benefits of both schemes to be acquired; the versatile stability of passivity
control in the presence of actuator nonlinearity and the high frequency tracking
improvements offered by lag compensation.

5) The amount of passivity control required for a test is dependent on the energy of the
system and hence the operating conditions.

6) Excessive passivity controller gains tend to overdamp the response leading to unwanted
nonlinear distortion.

Passivity control shines in its ability to achieve good stability of hybrid tests. Whilst this may lead
to better tracking, targeted improvements in tracking cannot be achieved using passivity control
alone unless design performance criteria of the system are available to aid the controller tuning
process. However, used together with state-of-the-art compensation methods, passivity control
has been seen to enable good stability and tracking to be achieved simultaneously. This makes
passivity control a powerful tool in real-time hybrid tests that see highly nonlinear and/or
discontinuous events such as impact scenarios which trigger a change in the system parameters
that would generally cause linear model-based methods to fail. Most real-world applications of
hybrid testing are bound to have a degree of nonlinearity that may not be replicable using linear
model-based methods. Passivity control therefore acts to bridge the gap between hybrid testing
and highly nonlinear systems which would encourage more nonlinear applications of hybrid
testing, opening the door to a range of new test systems.

The key drawback of passivity control however, has been identified as the high dependency of the
response on the operating conditions of the system and the possibility of introducing unwanted
nonlinear distortion in the response. Moreover, there is no basis for selecting the passivity
controller gain. A modified passivity control scheme is developed in the next chapter to address
these limitations.
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Chapter 5
Normalised Passivity Control

5.1 Context

Chapters 3 and 4 brought to light a key limitation of the passivity control scheme being the
dependency of the response on the energy of the system. As the passivity damper rate was
directly proportional to the energy error between substructures, high amplitude tests were
inclined to have greater passivity damping than low amplitude tests for a fixed passivity controller
gain. Moreover, with the passivity control scheme presented in chapters 3 and 4, the substructure
energy error was calculated by integrating the substructure power error over time. As the
controller acts on this variable to determine the damper rate required, it is intrinsically acting on
the present and past response of the system since the commencement of the hybrid test.

However, it is more beneficial to have the controller be less sensitive to the history of the
response and more sensitive to the current response. Moreover, some form of normalization of
the controller error signal is required to ensure constancy over a range of operating conditions —
the use of a single variable such as power or energy whose magnitude is dependent on the
velocity of the system will result in low versatility. With these key requirements, the structure of
the passivity controller was redefined to form a new and improved control scheme which is
presented in the below publication. Simulation and experimental studies were carried out to
validate its effectiveness whilst comparing its performance with that of the preceding passivity
control scheme introduced above, where appropriate.

The damping properties of the new controller were assessed while observing the effect of
passivity control on the total harmonic distortion of the response. The total harmonic distortion
(THD) is a measure of the harmonic content of a waveform with respect to its fundamental [56].
The higher the THD of a signal, the more it deviates from that of a single frequency sinusoid. Thus,
the THD of a response is a reliable measure of its nonlinearity. The THD is quantified by comparing
the amplitude of the harmonics to that of the fundamental mode and can be expressed by the
general expression in equation (1) (from [56]), where I, is the amplitude of harmonic n.

f ez’ (1)

THD =
Iy
In this study, the total harmonic distortion was expressed in decibels and was evaluated using the
fundamental frequency and the first five harmonics identified using a periodogram on the
waveform as done in [57]. Thus, equation (1) is transformed into equation (2) depicted below.

JIZZ + LA+ L%+ 2+ 12 2)

THDdB = 10 10g10 I
1
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Paper Three: Normalised Passivity Control for Robust Tuning
in Real-time Hybrid Tests

Normalised Passivity Control for Robust
Tuning in Real-time Hybrid Tests

L.D. Hashan Peiris’, Andrew R. Plummer, Jonathan L. du Bois

Department of Mechanical Engineering, University of Bath, Claverton Down Rd.
Bath, BA2 7AY

Abstract

Real-time hybrid testing involves the separation of a system into an experimental component and a
numerically simulated substructure which are coupled and run together. The coupling between
substructures is achieved using actuators and force sensors, comprising the transfer system. Close
synchronisation is required between substructures for reliable hybrid testing. However, actuator lag
may cause tracking errors or instability in hybrid tests. Existing lag compensation schemes require
identification of the coupled dynamics of the transfer system and experimental component, and most
struggle to effectively compensate highly nonlinear systems. Passivity control enables hybrid test
stability to be maintained without system identification or assumptions about linearity. Yet, the tuning
of existing passivity controllers is sensitive to both the system being tested and the amplitude and
frequency range excited. This paper presents a new, normalized passivity controller which behaves
well across a much broader range of operating conditions once tuned for a single test scenario. The
proposed approach uses a virtual damping element on the numerical substructure to dissipate
spurious power injected by the actuator into the system, based on the ratio of net power output to
mean power throughput. The scheme has been shown to result in identical performance for a linear
hybrid test with a range of step excitations from 0.5mm up to 500mm. Moreover, a single optimal gain
is found for a hybrid test whose natural frequency varies systematically from 0.1Hz to 50Hz. The
proposed method can be used to improve test stability and fidelity in isolation or alongside other
compensation schemes to further improve performance. Given the guarantees it can provide on
stability and therefore safety, and given its ease of implementation, and given that it can complement
almost any other compensation scheme, it is not implausible that it will become the most widely used
compensation scheme in practical applications.

Keywords: Mechanical Systems; Real-time Hybrid Test; Passivity; Vibration and Dynamics; Model-in-
the-loop-testing.

Nomenclature

b — Passivity controller gain

cp — Passivity damper rate

¢, — Numerical substructure damper rate
f — Hybrid test excitation force

fxy — Numerical substructure force

fp — Physical substructure force

k — Physical substructure stiffness

K — Steady state gain

k, — Numerical substructure stiffness
m,, — Numerical substructure mass

T Corresponding author. Email address: L.D.H.Peiris@bath.ac.uk, Address: Department of
Mechanical Engineering, University of Bath, Claverton Down Rd. Bath, BA2 7AY
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N (s) — Numerical substructure transfer function
pg — Transfer system spurious power injection
py — Numerical substructure power

pp — Physical substructure power

ps — Mean substructure power variable

pr — Mean power flow through transfer system
P(s) — Physical substructure transfer function

s — Laplace operator

tz — Net power filter time constant

ts — Mean power filter time constant

T(s) — Actuator transfer function

T (s) — Power output filter

T (s) — Power throughput filter

xp — Physical substructure/actuator displacement
xp — Physical substructure/actuator velocity

xy — Numerical substructure velocity

T — Actuator delay

w, — Emulated system natural frequency

{ — Emulated system damping ratio

1 Introduction

Real-time Hybrid Testing (RtHT) involves separating a system into a physical substructure to be
tested experimentally, and a simulated numerical substructure. These two substructures are coupled
and run in parallel using actuators and sensors to transfer forces and motion between substructures
in real-time. This method aims to provide the benefits of both experimentation and computer
simulations. Fathy et al. [1] review the technique in the context of automotive testing, describing a
variety of benefits: There are significantly fewer hardware requirements with RtHT when compared to
a full experimental test, as the complete system does not have to be set up. This leads to substantial
cost savings whilst enabling rapid prototyping, and also allows for component testing at an early stage
before the complete system has been manufactured. Destructive events can also be simulated using
RtHT without damaging real hardware, which is particularly useful in the automotive sector to test
scenarios such as vehicle accidents [1]. Furthermore, the scheme offers advantages over fully
simulated tests by enabling the testing of physical components whose dynamics are not fully
understood or modelled.

Further advantages of RtHT are detailed by Plummer [2]: Hybrid testing enables extreme
environmental conditions to be simulated enabling systems to be tested under a range of operating
conditions that cannot be physically emulated in a laboratory. Moreover, parameters of the numerical
substructure are easily adjustable enabling several alternative configurations whilst test systems are
made much less complex with the reduced complexity of physical test apparatus. Real-time hybrid
testing is rapidly gaining recognition in a number of engineering disciplines such as testing of electric
powertrains in the automotive sector [3], development of microgrid power management systems in the
power distribution industry [4], testing of building structures in the field of civil engineering [5] and
testing of rotorcraft vehicles in the aerospace sector [6].

However, a key limitation of real-time hybrid testing lies in the dynamics of the controllers and
actuators used to synchronise the motion of the physical substructure with that of the numerical
substructure. Actuator lag results in tracking errors, leading to an inaccurate emulation of the true
system. In some cases the system can even become unstable. Conventional methods of mitigating
actuator lag involve the identification of a linear model of actuator dynamics which is then inverted
and applied as a feed-forward or open-loop outer controller in the real-time hybrid test. For example,
Wallace et al. [7] identify actuator dynamics as a first order linear transfer function which is inverted to
compensate lag in a real-time hybrid test of a rotor blade coupled to a lag damper. du Bois et al. [8]
utilize 15t and 2" order process models (i.e. polynomial transfer functions coupled with a delay) for
inversion and compensator design, where it is shown that higher order process models can be more
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effective in capturing the actuator dynamics accurately compared to lower order process models or
pure transfer function or delay models. Another common scheme is to use forward predictive delay
compensation techniques to predict the desired actuator response to mitigate delay. Forward
predictive algorithms such as those proposed by Hoeriuchi et al. [9], Darby et al. [10] and
Ahmadizadeh et al. [11] are used in real-time hybrid testing. Tang et al. [12] review the performance
of these schemes in hybrid tests actuated by a shaker table, illustrating the development of delay
compensation schemes in hybrid testing over the years. The authors of [12] conclude that
performance gains through the use of delay compensation are confined to a narrow low frequency
band where transfer system amplitude ratio deviations are small, with stability and accuracy
experiencing deteriorations as frequencies rise.

In many hybrid tests, actuator dynamics may be difficult to characterise using a linear model. This
could be due to the actuator behaviour being dependant on the physical substructure (whose
dynamics are unknown), or due to inherent nonlinearity in the actuator due to effects such as stiction.
In such cases, linear model-based methods would be unable to accurately compensate for actuator
dynamics. In certain cases such as impacts, discontinuities or abrupt parametric changes in the
physical system, drastic changes in actuator behaviour may result in the hybrid test becoming
unstable. In such cases there exists the need for a compensation scheme that allows for both
variability and nonlinearity in the combined actuator-physical substructure system. An approach that
has been investigated by the present authors is the use of passivity control, to ensure stability and
improve the fidelity of the simulations [13]. Passivity control is attractive because it does not require
knowledge of the actuator dynamics, making it widely applicable.

In a passive system, the energy supplied always exceeds the energy output from the system, with the
difference being accounted for by the energy dissipated in the system [14]. Passivity control is a
scheme of regulating power and energy flow and is widely used in the teleoperation field to maintain
stability between master and slave manipulators. In Coelho et al. [15], the passivity controller is
described as measuring the energy flow in the system and adaptively dissipating energy by acting as
a damper to ensure passivity. Chen et al. [16], apply passivity control to a multilateral teleoperation
system consisting of two masters and slaves. The authors utilize a passivity observer which monitors
the net energy flow into the system which activates the passivity controller, a time varying damping
element, to dissipate excess energy when the energy flow becomes negative. The authors conclude
that tracking performance on the slave side is not guaranteed, however, it is shown that the slave is
able to follow the demands of the master manipulator even in the presence of delays as high as 0.8s.
In real-time hybrid testing, the passivity control is applied to the transfer system (actuators, controllers
and sensors) to ensure these remain passive and do not contribute spurious energy which can lead to
instability. In real-time hybrid testing, passivity control can be used in isolation or to complement
existing delay- and lag-mitigation strategies for even better performance.

One difficulty that has been identified when using passivity control with a wide range of forces and
motion amplitudes is that the tuning of the controller is heavily dependent on the absolute magnitudes
of the power flow between the substructures. A tuning that will work well at a low response amplitudes
may produce overzealous damping at higher amplitudes, while one that works well at high amplitudes
may allow the development of spurious limit cycles at lower amplitudes that mask the relevant system
response. In this paper, the net power output is normalised with respect to the power throughput in an
effort to broaden the useful test envelope of a given passivity controller tuning. Simulations and
experiments are used to investigate the performance of this new configuration. Section 2 describes
the structure of the passivity controller and the method of implementation. Section 3 presents
simulated hybrid test results where the benefits of normalized passivity control over conventional
passivity control for hybrid testing are highlighted. Experimental results are presented in section 4,
where the effects of nonlinearity are examined, and conclusions are given in section 5.
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2 Method

The three subsystems that make up a real-time hybrid test are the numerical and physical
substructures and the transfer system. The numerical and physical substructures are representative
of the true/emulated system and the transfer system is a foreign subsystem included only to link the
numerical and physical parts of the test. The transfer system should be designed to influence the
dynamics of the system as little as possible, in particular because spurious power contributed or
dissipated by the actuators in this subsystem will result in deviations in dynamics from the
true/emulated system and, critically, can result in instability. The passivity controller acts on the
transfer system to dissipate surplus power in order to maintain stability. A passive transfer system will
be one which does not output more energy into the physical substructure than the energy input to it
from the numerical substructure or vice versa. Achieving this is the main purpose of the passivity
controller. Figure 1 illustrates a generic hybrid test with the aforementioned subsystems and power
flow illustrated. The passivity controller utilizing a variable rate virtual damper to dissipate energy in
the hybrid test is also shown.
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Figure 1: Structure of closed loop hybrid test with passivity control. The hollow arrows indicate the
power flow within the system

Power in the hybrid test can be evaluated using the product of force and velocity. The power
pp flowing into the physical substructure from the transfer system can therefore be expressed as
pe = fp %p (1

where f, and X, are the measured physical substructure force and velocity respectively. The positive
sign convention is used to indicate the power flow into a substructure from the transfer system whilst
negative powers represent power outputs from the physical/numerical substructures and into the
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transfer system. The power flow py flowing into the numerical substructure and out of the transfer
system is thus

Pn = —fn Xy (2)

where the numerical substructure force fy is effectively the reaction force corresponding with f;,
acting in the opposite direction, and x, is the velocity of the numerical substructure degree of
freedom (DOF) with the same sign convention as the physical substructure. The net power flow from
the transfer system into the emulated system, comprised of physical and numerical substructures, is
then given by

Pe = Dpt Pn (3)

This is the spurious power contributed by the transfer system to the hybrid test. In the emulated
system, this quantity would be zero indicating a passive system. Any deviation from zero corresponds
to a lack in test fidelity, but most importantly a positive value of p; can erode stability margins leading
to dangerous test conditions. A common passivity control configuration is to use the quantity pg
directly to determine the damping coefficient of the virtual damper. This arrangement has the
disadvantage of being over-zealous at high response amplitudes and ineffective at low amplitudes.
While both these scenarios are better than an unbounded instability, they cause unnecessary loss in
fidelity in the form of over-damped response at high amplitude and spurious limit cycles at low
amplitudes. To mitigate these effects, a normalized measure of power flow is proposed here, with
respect to the mean power flowing through the transfer system:

lpe — ol
2

To clean up the algorithm, the factor of 2 can be omitted to give

Pr =

ps = |lpp — pul (4)
Using the instantaneous power output and power throughput of the transfer system to control the
damper coefficient can lead to wild fluctuations, in particular where the normalising quantity ps is
close to zero. In any case, the desired normalising quantity is not the instantaneous power throughput
but something more akin to the RMS value. To achieve this effect, the power measurements are
subjected to low pass filtering:

1
TE(S) - tps + 1 (5)
1 6
I5(s) = tss+1 ©

where t; and t; are the time constants of the filters, the effects of which will be investigated in
Section 3. The passivity controller gain, given by b, is a positive real number set by the user, which
scales the filtered, normalized net power to output the passivity damper rate applied at the numerical
substructure by the virtual damper. Thus, we can finally define the virtual damper rate in proportion to
the normalised power output from the transfer system, as

Tg(s) PE) (7)
b|—|, >0
p = (TS(S) Ps Pe
0, PEe S 0

A saturation limit is used to prevent negative virtual damper rates from being demanded so as to
ensure net passivity of the transfer system.
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3 Simulation

3.1 Normalized passivity control vs. conventional passivity control for hybrid tests.

In this section, the performance of the passivity controller in [13] is compared with that of the new,
normalized passivity controller. The hybrid test simulation employed in this section consists of a
linear, one DOF mass-spring-damper numerical substructure and a physical substructure modelled as
a linear spring. The actuator is modelled as a pure delay. Table 1 illustrates the parameters of the
hybrid test.

Table 1: Hybrid test parameters

Numerical Substructure Physical Substructure Actuator

1 degree of freedom lumped mass-spring- | Stiffness k = 2kN/m Pure delay of 3ms
damper system:
e Mass m, = 1kg
e Damper rate ¢,, = 10Ns/m
e Stiffness k, = 1kN/m

Figure 2 illustrates the numerical and physical substructure components of the system and the
excitation force given by f, whilst figure 3 presents a block diagram of the hybrid test.

G
/ —f
Ky
my

C 4

n 7 7.

Physical
Numerical Substructure Substructure

Figure 2: Diagrammatic representation of the emulated system
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Figure 3: Hybrid test block diagram

The transfer functions relating the numerical substructure force fy to the numerical substructure
displacement xy is described by the transfer function denoted N(s) as follows

N N(s)= —— (8)
B Nisy= mps? + c,s + k,

T(s) denotes the transfer function of the actuator with delay 7 and can be expressed as follows.

T(s) = i—: =e™ " ©)
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The transfer function describing the physical substructure displacement x,to the physical
substructure force f; is given by given by equation 10 as follows.

fo

Xp

=P(s) =k (10)

Setting T(s) =1, equations 8, 9 and 10 can be combined to describe the closed loop transfer
function of the emulated system in equation as shown below.

B 1
= 1
NGPETE) T L

) K (1)
T must+cps+k, +k

If the physical substructure displacement is the measured output, the closed loop transfer function of
the emulated system can be expressed as follows by combining equations 10 and 11

Xp _ 1 (12)
f must+c,s+k,+k

This hybrid test is used to compare the performance of the normalized passivity controller with that of
the passivity controller introduced in [13]. The system was given a step excitation force of magnitude
35N and the physical substructure output position response with normalized passivity control and then
conventional passivity control are shown in figure 4. The passivity damper rates (given by equation 7
for the normalized controller) and the spurious power injection (given by equation 3) are also shown.
Both the controllers are seen to dampen out oscillatory behaviour matching the position response of
the emulated system with great accuracy. However, the normalized passivity controller achieves this
using large damping rates over short time intervals whilst the conventional passivity controller relies
on a smaller, more uniform damping rate. The advantage of the new controller in this instance is that
it only acts when there is a discrepancy in synchronisation between the two systems and does not
affect the system dynamics unnecessarily outside of these periods. The disadvantage is that it
introduces a greater degree of distortion into the response.
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There are two key differences between the normalized controller, and the conventional controller from
reference [13]. Firstly, the virtual damper rate of the conventional passivity controller is proportional to
the integral of the substructure power error. As such, it acts on not only the present state of the
system but also the response history. The new passivity controller designed in this publication on the
other hand, acts on the low pass filtered power error so that the sensitivity to the response history can
be tuned using the parameter T;. The second, more significant change is that whilst the conventional
controller acts on the absolute value of the integrated power error, the new controller acts on the
normalised power error defined above.

Moreover, in hybrid testing a major disadvantage of passivity control without normalization as used in
[13], is the dependency of the virtual damper rate on the absolute value of the substructure power
error. With such a scheme, greater damping can be expected when larger excitation signals are used
as this is associated with greater kinetic energy. This in turn would cause the response of the system
to vary with the size and type of the excitation thereby requiring controller tunings unique to specific
operating conditions. With the normalized control variable in the new passivity controller, the
dependency of the virtual damper rate on the excitation signal is alleviated as shown in the following
test.

In order to assess the response of the aforementioned hybrid test with passivity control over a range
of frequencies and amplitudes, frequency responses will be employed. The system was excited by
force sweeps from 0.1Hz to 25Hz over a period of 25s and the physical substructure position output
was used to create frequency responses of amplitude ratio and phase using the ratio of the cross
spectral density of the input and output to the power spectral density of the input. Figure 5 illustrates
the frequency responses of the hybrid test with normalized passivity control and conventional
passivity control, with fixed controller gains, swept over the above-mentioned frequency spectrum at
different excitation force amplitudes. The response of the emulated system is also shown for
comparison. The passivity controllers were tuned such that the amplitude ratio of the hybrid tests near
resonance closely match that of the emulated system for the 50N force input. As such, the normalized
passivity controller employed a gain of 1kNs/m whilst the conventional passivity controller used a gain
of 100Ns/Jm for all tests shown.

From figure 5a, it is evident that the response of the hybrid test with passivity control from [13] varies
depending on the amplitude of the excitation signals used. In figure 5b however, the normalized
passivity controller hybrid test response is seen to be identical at all amplitudes with the single
controller gain used. This saves considerable time and effort in controller tuning, alleviating the need
to retune the controller each time operating conditions are changed. Furthermore, if validation is
achieved at one operating condition it can provide confidence in results across a range of operating
conditions, thus offering a route to meaningful validation against a full system while retaining many of
the benefits of hybrid testing. As with conventional passivity control, the phase lag of the hybrid test at
high frequency can be improved but not entirely eliminated, and the method will always benefit from
supplementary control techniques to further improve phase response.
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Figure 5: Frequency responses of hybrid test for a range of excitation amplitudes with a) conventional
passivity control from [13], b) normalized passivity control

3.2 Controller tuning

In this section, effects of changing the controller gain and power filter time constants will be assessed.
To analyse the effects of the controller gain, step excitation signals are used and the natural
frequency, damping ratio and total harmonic distortion of the physical substructure position output are
estimated. These quantities allow comparison with the expected behaviour of the emulated system.
The natural frequency and damping ratio should match the emulated system, while the total harmonic
distortion measures the deviation from the expected single-frequency harmonic response of the linear
emulated system: any harmonics measured are indicative of a distortion of the desired response. Due
to the nonlinear damping nature of the passivity controller, the physical substructure position output
will be a nonlinear response. The dominant natural frequency of the output is obtained by evaluating
the periodogram of the response and measuring the frequency of the dominant mode. The damping
ratio is obtained using the logarithmic decrement applied to the first four peaks of the response.
These quantities are normalized with respect to the natural frequency and damping ratio of the
emulated system which are obtained using the same methods applied to the emulated system
simulated response. The normalized damping ratio and natural frequency of the hybrid test with
passivity control has been evaluated for a range of controller gains and is plotted in figure 6 together
with the total harmonic distortion of the output. The total harmonic distortion of the response in
comparison to the fundamental mode is obtained using the method outlined in [18]. As such, a system
with a normalized natural frequency and damping ratio of 1 represents a hybrid test with the same
natural frequency and damping ratio as the emulated system. The net power filter time constant ¢, is
arbitrarily set to a tenth of the system period so as to allow quick adaption of the passivity damper rate
whilst the mean power filter time constant tg is set to match the period of the system to allow the
history of a single cycle to be used in the normalization of the power error. Effects of varying filter
time constants will be further investigated at the end of this section.
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It is evident that as the controller gain is increased, the damping ratio of the system increases. It is
interesting that even though the virtual damper only acts to correct for spurious excess energy in the
system, with high enough gains it can evidently overcompensate and exceed the energy dissipation
rates of the emulated system. The total harmonic distortion is also seen to increase with the passivity
controller gain since higher gains lead to rapid corrections and more pronounced changes in the
damper rate, thus leading to more pronounced departures from the linear response of the system.
This distortion in the response is reflective of poor tracking. The natural frequency of the system is
seen to decrease with increasing controller gain as a natural consequence of the increased damping
in the system. Both the frequency response and the distortion of the response are seen to depart from
the desired response of the emulated system as the controller gain increases. As such, there is a
trade-off in terms of changes in the system’s natural frequency, damping ratio and distortion with
respect to the emulated system. For the hybrid system tested, figure 6 illustrates that a normalized
damping ratio of 1, a natural frequency 2% lower than that of the emulated system and total harmonic
distortion of -33.68dB is obtained when a gain of 544Ns/Jm. The most suitable trade-off will depend
on specific test requirements. Moreover, the performance parameters are once again seen to be
independent of the step excitation amplitude.
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Figure 6: Performance metrics for hybrid test using the normalised passivity-controlled system with a
step input. The performance is seen to be independent of the input amplitude: a significant benefit of
the new control scheme proposed here.

Having investigated the effect of the controller gain on the hybrid test response, it is important to
assess how the system response is affected by the power output and power throughout filters defined
earlier as T, and Ts. To do this, step responses will be used, and the position output of the physical
substructure will be measured and observed over a range of filter time constants. To begin with, the
effect of the power output filter time constant ¢; will be studied. The aforementioned hybrid test was
excited by a 50N force step at the numerical substructure. The power throughput filter time constant
was arbitrarily set to match the period of the emulated system such that the history of a single past
cycle will be used in power normalization. As earlier, the period of the emulated system was identified
by applying a periodogram to its step response to measure the frequency of the dominant vibration
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mode. The controller gain was set to 544Ns/Jm as this was found to result in a satisfactory response
in figure 6 for a sensible choice of filter coefficients.

Figure 7 illustrates the hybrid test response against that of the emulated system for a range of
different t; values. The response without passivity control is seen in figure 7a to exhibit oscillations
much larger than that of the emulated system. With passivity control active however, all tested t;
values result in an improved response largely following that of the emulated system. The response
with t; set to 1e-3s is seen to result in the best response for this system following that of the emulated
system with greatest accuracy. Higher values of t; such as 1e-2s are seen to result in greater phase
lag. The reason for this is evident when observing figure 7b, as larger filter coefficients result in slower
changes in the damper rate causing notable damper rates to be active for more time. However, a
benefit of doing this is that the maximum damper rate required is small and thus distortion of the
response will be low. On the other hand, although setting a small value of t; such as 1e-3s was found
to result in a good response in figure 7a, figure 7b indicates that it is achieved with damper rates as
high as 418Ns/m which highlights a limitation of fast acting passivity controllers, that they may result
in greater nonlinear distortion of the output due to the high and volatile damping. Thus, there is a
trade off that must be made based on the requirement of the application. Solutions requiring low
phase lag will benefit from rapid passivity controllers whilst those that prioritize low distortion over
phase lag would be suitable with a slower power output filter. It is interesting to note that excessively
large t; values such as t; = 1s result in more oscillatory performance with less added phase lag as
seen in figure 7a. This is due to the very low damper rates realized as seen in figure 7b which results
in less passivity control action being applied when required. The damper rate curve is seen to grow
overtime as the power error accumulates over the test, bringing the solution closer to that introduced
in [13] where the power error is integrated to determine the passivity damper rate.

0.035 T T T T T T
Emulated system
I N P T S oo e MWl LU Without passivity control
& aa : . - — =1{E = 1e-3s
& —apneel F W iRes: o o : 1 @ i | esvewsws tE = 1e-2s
g E 0.025F N\ PR 4 . tE = 1e-0s
~ ] PR Y Y o
§ é 0.02 i\ i ‘\ oY 04 £ -~
\ 25 \ B S N e KF RS S R . :
3 8oo1sf WA N e e N ]
™ S &  tay .5 ;T 3 e
Nk g 17 2
; g oo1f vf 1
£~ A iy,
0. 0.005H ! -
O s ' A ' ' A A A '
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 09 1
Time [s]
a)
500 T v T T Y T T
- o= - = 1038
————— tE = 1e-2s
400 tE = 1e-0s
B
a
€ E 300} |
s E 300
2
% @ 200+ * -
» O
*® 3
& "
100 § 1
I N
. Iy TAN L (e L om. F :
ol-£ A B 4;, N ariaN AN LS i DN 7\\4\;/\-(.‘\- &
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Time [s]
b)

Figure 7: Hybrid test response to varying power output filter period t; a) Physical substructure
position, b) Passivity damper rate
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In the next test, the effect of varying the power throughput filter time constant tg on the hybrid test
response will be analysed. As earlier, a 50N step excitation force at the numerical substructure was
applied with the same controller gain of 544Ns/Jm as used in the previous test. The power output filter
t; was fixed to one tenth of the system period to allow for a reasonably fast acting controller. Figure 8
illustrates the response of the passivity-controlled hybrid test against that of the emulated system. The
throughput filter time constant is set as multiples of the system period so that the normalisation can be
quantified in terms of numbers of previous cycles.

Figure 8a indicates that excessive oscillation is present in the response without passivity control as
seen earlier, whilst the application of passivity control leads to an improved response more
representative of the emulated system. The response matching that of the emulated system most
closely is seen when the t; is set to match the period of the emulated system such that one preceding
cycle is used for normalization. With the t; value set too high or too low, the response is seen to
exhibit greater phase lag and nonlinear distortion. The reason for this can be observed in figure 8b
where it is seen that lower tg values, such as a fiftieth of the system period, result in high and volatile
damper rates. When tg is small, Ts(s) tends to 1 in equation 6, and thus the virtual damper rate is
normalized over the mean power variable p; in equation 7. In such a configuration, the virtual damper
rate will be large when pg is small giving rise to greater phase lag whilst rapid changes in ps will give
rise to notable nonlinear distortion in the response. Similarly, when larger t; values are used, the
values of Tg(s) ps in equation 7 will be smaller giving rise to greater, more volatile virtual damping as
would be seen when the controller gain b is increased. As such, the most suitable setting for tg will
depend on the controller gain and the levels of distortion and extra phase lag that can be accepted for
a given application.
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Figure 8: Hybrid test response to varying power throughput filter period tg a) Physical substructure
position, b) Passivity damper rate
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The final set of test conducted in this section is to determine the sensitivity of the hybrid test
performance to changes in the parameters of the numerical substructure, in the presence of a fixed
passivity controller gain. To do this, the natural frequency of the emulated system is systematically
increased while keeping the damping ratio and steady state gain constant. Equation 11 derived in
section 3.1, can be rearranged to find expressions for numerical substructure mass, stiffness and
damper rate.

f_p= k (11)
f mps?+ces+k,+k

Rearranging equation 11 allows the emulated system transfer function to be expressed in the
standard 2" order lag form as shown below

k/m, Kw,?

52+C—”s+k”+k 52 + 2{w,s + w,?
m?’l mn

Thus, expressions for numerical substructure mass, stiffness and damper rate can be written as
follows

k (13)

Ma = Kw,?
e = 2{wpmy, (14)
k, = myw,? —k (15)

The physical substructure stiffness k was reduced to 1kN/m in order to allow a greater range of
stability to be studied across the spectrum of natural frequencies tested. The steady state gain and
damping ratio K and ¢ were fixed at 0.5 Ns?/(kgmrad?) and 0.1 respectively. The actuator is modelled
as a pure delay of 3ms as earlier. To assess the versatility of a single controller gain in the face of
changing system parameters, the normalized natural frequency, damping ratio and total harmonic
distortion of the hybrid test response to a 300N force step in the numerical substructure is evaluated
and plotted in figure 9 against the emulated system natural frequency. The power output filter time
constant is set to a tenth of the emulated system period and the power throughput filter time constant
is set to match the emulated system period for each frequency tested.

As the natural frequency of the system rises in the presence of a fixed actuator delay, the stability
margins of the system erode. With a passivity control gain of zero, the damping ratios even become
negative (unstable) at the top end of the frequency range tested. At these higher frequencies, the
need for stability augmentation from the passivity control is evident, with the same trade-off observed
previously between the natural frequency, damping ratio, and distortion. For the range of natural
frequencies tested, a gain of 100Ns/m is seen to provide a good response at all frequencies,
maintaining a normalized damping ratio close to 1. Thus, appears that a single control gain may be
suitable across a broad range of system parameters, albeit with filter coefficients tuned to the specific
choice of parameters.
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Figure 9: Hybrid test performance with fixed passivity controller gain over a range of emulated system
natural frequencies

4 Experimentation

This section presents experimental hybrid test results using the normalized passivity controller. The
numerical substructure of the hybrid test is the same as that described in table 1. The physical
substructure is represented by an approximately cubic stiffness:

k = 0.0042x,% + 2.13

Where x, is the displacement of the physical substructure. This stiffness profile is realised by
connecting two linear springs perpendicular to the direction of motion as shown in figure 10, which
illustrates the test rig comprising the actuator and the physical substructure. The actuator used is a
Copley STA2508S electromagnetic actuator running in position control mode via a proportional
position controller with velocity feed forward nested outside cascaded velocity and current
proportional integral controllers. The actuator response is third order in nature and its structure is
shown in figure 11. Due to nontrivial friction acting on the armature, a Coulomb friction compensation
scheme as proposed by Eamcharoenying et al. [19] is applied to the actuator in all tests.
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The response of the numerical and physical substructure positions without passivity control are shown
in figure 12a. The system is excited by a force input to the numerical substructure with amplitude 10N
at a frequency of 10Hz. An unstable response is seen as oscillations grow in magnitude. The
displacement of the physical substructure in this unstable test is limited by spatial constraints in the
controller indicated by saturation limits in the plot. The saturation limits are programmed into the
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actuator position controller with leeway to prevent damage due to overshoot. With the application of
passivity control however, the response is seen to be stabilized and similar to that of the emulated
system as seen in figure 12b. Figure 12c illustrates the damper rate for the virtual damper which
indicates that most damping is required close to the turning points of the system which is in
agreement with the simulation result seen in figure 4 described earlier.
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Figure 12: Hybrid test response a) without passivity control, b) with passivity control, c) passivity
damper rates required for stabilization

Figure 13 illustrates experimental step responses of the nonlinear hybrid test with different passivity
controller gains. The response without passivity control is seen to have far too little damping, with
oscillations reaching a steady amplitude of 3.75mm in figure 13a. This limit cycle is caused by the
increase in the actuator’'s phase lag at low velocities due to friction as described in [17]. The actuator
exhibits greater phase lag at low velocities, making the controller unstable in this regime and
preventing a stable equilibrium. Although friction compensation was shown to reduce this behaviour in
[17], it is unable to fully compensate the effects. Passivity control is seen to bring the decay rate of the
system back in line with that of the emulated system, but with clearly discerible changes to the natural
frequency and harmonic distortion, increasing with the controller gain. Figure 13b illustrates that high
damper rates are instigated even when the system settles, in order to supress the limit cycle
oscillation. This is interesting because with a more conventional passivity controller, the passivity
control would not operate in this low-amplitude regime. It is the innovation introduced in this paper, in
normalising the power measurement, that improves the response here.
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Figure 13: Hybrid test response with different passivity controller gains a) physical substructure
position, b) passivity damper rate

5 Conclusion

A new algorithm for passivity control has been proposed, using normalised measures of power
transfer in place of the conventional absolute power measurements. The result is a controller that is
less sensitive to the amplitude of the system response. Whereas conventional controllers would need
their gains tuning for a given range of response amplitudes, it is shown here that for a given system a
single tuning may be adequate for a wide range of test conditions. The controller is used in real time
hybrid test simulations and experiments, demonstrating its efficacy in this application. For real-time
hybrid testing, the controller’s insensitivity to the response amplitude is important because it offers the
possibility of performing a full validation against a complete system for one test regime in order to
provide confidence in the results of tests across a wide range of other test regimes. This tackles one
of the most difficult questions in hybrid testing, that of validation, while still retaining many of the time
and cost advantages of hybrid tests. In general, passivity controllers are easy to implement with little
understanding of the dynamics of the system being tested, and only minimal tuning required. The new
algorithm proposed further reduces the tuning burden, making the adoption of the technique in
industrial applications even more straightforward, with nontrivial benefits. The studies herein have
provided guidelines for the setup of the controller parameters and illustrated the sensitivity of the
controller performance to variation of the tuning and test configuration.
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5.2 Summary

Passivity control using a normalised power variable has been evaluated and compared against the
performance of energy-based passivity control in the above publication.

An experimental result not included in the above research paper was the performance of the new
passivity controller in a hybrid test subject to a discontinuity applied in the numerical
substructure. Hybrid tests may be susceptible to external events which cause changes in the
parameters of the system. For example, an impact and subsequent linkage with a stiff surface
may result in an increase in a stiffness in the system. Such events may erode stability of the hybrid
test. This is studied in figure 3, where the hybrid test experiences a sudden increase in stiffness in
the numerical substructure. The hybrid test responses before the parameteric change are
represented by solid lines whilst the reponses after the discontinuity as dashed lines. The
parameters of the emulated system are described in table 1, and the STA2508S electromagnetic
actuator was once again selected for actuation. This discontinuous hybrid test is excited by a
sinusoidal force input to the numerical substructure with amplitude 10N at a frequency of 10Hz
throughout the test.

Table 1: Discontinous hybrid test parameters

Numerical Substructure Physical Substructure
1 degree of freedom lumped mass-spring- | Cubic stiffness described by
damper system: k = 0.0042xp% + 2.13

e Mass of 1kg

e Damper rate of 10Ns/m

e Stiffness of 100Ns/m for t<25s
stepping to 1000Ns/m for t>25s

Figure 3a illustrates that without passivity control, the system before the impact at 25s is seen to
be stable, however as the impact increases the stiffness of the numerical substructure, unstable
behaviour is seen as oscillations begin to grow beyond 25s. As seen earlier in figure 12 in the
journal paper of this chapter, the saturation limits on position are reached once again due to
instability.The saturation limits placed due to space constraints restricts the unstable response. In
figure 3b, it is evident that with passivity control in the system, growth of oscillations upon the
discontinuity no longer take place. The system remains stable throughout the transition of
stiffness in the system. A significant increase in passivity damper rate is not seen in figure 3c upon
the discontinuity as the power error in the system is not allowed to grow substantially. However,
a transient increase in the damper rate at 25s is seen after the step increase in numerical
substructure stiffness. Thus, passivity control is able to maintain stability in a real-time hybrid test
in the presence of discontinous events which cause changes in hybrid test parameters.
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Figure 3: Hybrid test response a) substructure positions without passivity control, b) substructure
positions with passivity control, c) passivity damper rate for response in figure 3b

From the journal paper and above result, the following key findings can be drawn

1) The new passivity control scheme improves real-time hybrid test stability as with the
original passivity controller introduced earlier

2) The new controller applies passivity damping only when a notable substructure power
error is present unlike energy-based passivity control where damping acts throughout the
test.

3) A ssingle controller tuning configuration was found to be suitable for a range of operating
conditions unlike the previous energy-based design, thereby alleviating a key limitation of
the original passivity controller.

4) The new passivity controller was seen to maintain stability in a nonlinear hybrid test
subject to a stiff impact which would have caused instability had passivity control not
been active.

Thus, it has been shown that the modified design of the passivity controller is able to achieve
the same benefits as its predecessor whilst alleviating some of the key limitations. The
passivity controller acts to stabilize the system regardless of the actuator dynamics making its
application highly repeatable and useful for many different nonlinear hybrid tests. However,
as with the original passivity controller, targeted improvements in tracking are still not
achievable. The following chapter investigates a means of achieving good substructure
position tracking performance as well, using passivity control combined with a novel adaptive
transfer dynamics mitigation scheme.
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Chapter 6

Normalised Passivity Control with Adaptive Feed-forward
Filtering

6.1 Context

This chapter presents a publication where normalised passivity control was applied with a novel
adaptive lag cancellation scheme designed to synchronise hybrid test substructure displacements
in stable systems. The lag cancellation scheme known as adaptive feedforward filtering, acts on
the substructure position error to augment the input to the actuator until synchronisation of
numerical and physical substructure displacements are achieved. The motivation for using these
two compensation strategies together lie in the ability of each scheme to function without prior
information of actuator dynamics. Thus, a combined compensation scheme where passivity
control and adaptive feed-forward filtering complement each other provides a solution that
stabilizes and synchronizes hybrid tests. This ensures stability whilst also eliminating tracking
errors in the hybrid test, all without any assumptions about linearity or transfer system dynamics,
thereby providing a high-fidelity solution for a wide range of hybrid tests.

The structures of the passivity and adaptive feed-forward filtering controllers were discussed, and
experimental tests were used to illustrate the effectiveness of both schemes used individually and
together. Nonlinear hybrid tests were employed with a cubic stiffening physical substructure and
the actuator utilized in chapters 4 and 5. The numerical substructure employed was a linear single
degree of freedom mass-spring-damper system, although the response with a discontinuous
change in numerical substructure stiffness was also tested.

The research presented in this publication was done with a colleague Dr. Andreas Bartl from the
Technical University of Munich (TUM) in Germany, during his placement at the University of Bath
as part of his PhD. The adaptive feed-forward filter was first introduced in one of his prior
publications as detailed in the paper presented below. The methodology of the adaptive feed-
forward filtering controller is attributed to Dr. Bartl. Formulation of ideas and experimental work
were undertaken together.

In the following studies, the adaptive feed-forward filter as introduced in [58] is used to
synchronise numerical and physical substructure displacements in the stable hybrid tests. The
scheme closes the substructure gap error by applying a harmonic signal as the actuator input. The
greater the number of harmonics used in the actuator input, the greater the synchronisation
between substructures, at the expense of higher convergence times in the adaptive feed-forward
filter. For the following experiments, a single harmonic was used to achieve synchronisation in
hybrid tests in order to achieve acceptable convergence times. This was found to be sufficient to
mitigate the phase lag between substructures. Although the use of more harmonics would enable
greater synchronisation and thus better mitigation of nonlinear effects caused by the friction in
the actuator, this would require a greater convergence time.

The adaptive feed-forward filtering scheme introduced in [58] is used in the publications of
chapters 6 and 7. Table 1 provides an explanation of the main quantities and formulae of the
scheme together with dimensions of each variable for general hybrid tests as well as for the
specific system investigated in the following 2 publications.
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Table 1: Parameters of the Adaptive Feed-forward filter

AFF
Variable

Discussion

Dimensions
(General
case)

Dimensions
(for system
under study)

u(t)

Actuator input signal.

This quantity is a scalar in our study,
as a single degree of freedom hybrid
test is used. Vectors are used
instead, when multiple actuator
inputs are required for multi degree
of freedom hybrid tests.

nx1

1x1

W(t)

Basis function matrix for the
actuator input.

The number of harmonics, given by
m, selected for our study is 1. Hence
W(t)is a 1 X 2 vector, containing
the cosine and sine components of
the single frequency signal. Setting a
greater number of harmonics will
result in better synchronisation in
nonlinear systems at the expense of
greater convergence time.

nx?2amn

1X2

Parameter vector.

This vector describes the amplitude
and phase of the input signal to the
actuator. The elements of this vector
are dynamic, and update as the gap
error converges over time.

2Zmn X n

2x1

H,(w)

Transfer function matrix between
actuator input and gap error

1x1

H oy (w)

Transfer function matrix between
external forces and gap error

1x1

G(w)

Interface gap in the frequency
domain

The gap error is a result of the
actuator dynamics and the external
forces F i1 ().

G(w) = Hy(w)U(w)
+ H oyt (0)F gy (w)

U(w) is the actuator input in the
frequency domain.

1x1

Interface transfer matrix  (for

parameter vector 0).

2nm X 2nm

2X%x2
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P encapsulates the transfer system
response at each  harmonic
frequency. It applies a phase shift
and gain to 0. As transfer dynamics
are not known beforehand, P an
initial estimate of P is identified via
measurement before the test.

g()

Interface gap in the time domain.
The interface gap can be expressed
as function of above defined
parameters as follows, where
Jext(t) is the contribution of the
excitation.

g(@) = W()PO + gexe (1)

W (t)P@ is the contribution of the
actuator to the interface gap.

The objective of the adaption law is
to identify a @ which allows g(t) =
0 via minimization of the cost
function.

1x1

Cost function

The cost function which is minimized
to achieve desired specifications. In
the publication of chapter 6, the cost
function is defined with the sole
purpose of minimizing the square of
the gap error:

1
] = Eg(t)gT(t)

In the publication of chapter 7, the
cost function is defined as follows, to
minimize the square of the gap error
whilst also minimizing the
regularisation term in order to
reduce jumps in the parameter
vector thus enabling smoother
convergence.

J=9g®)g"®) + yoTo

y is referred to as the regularisation
parameter in the publication of
chapter 7.

1x1

1x1
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The cost function of the adaptive feed-forward filter is a simple least means squares law defined
to minimize the substructure gap error. The parameter vector theta which augments the actuator
input is updated using the gradient descent optimization algorithm which uses only the last
sample in the update law. Hence, each new sample is calculated using the preceding sample.
However, more sophisticated developments in adaptive feed-forward filters have recognized the
effectiveness of using windows of data which are prioritized using a forgetting factor to allow
superior adaption to be achieved. Such a development is seen in [59] where a recursive least-
squares adaption law is used instead and compared against the performance of the simple least
mean squares law in real-time hybrid tests. The adaptive feed-forward filter begins adaption with
an estimate of the interface transfer matrix P which is obtained using the method presented in
[59].

The normalised passivity controller uses continuous time 1t order lag low pass filters on its power
measurements which allow the user to intuitively select how much of the past response is used in
the determination of the damper rate. The filter coefficients for the following experiments were
selected as follows, based on the results found in the previous publication. For all following
harmonic excitation tests unless otherwise stated, the power output filter cut-off period was set
to a 10™ of the excitation period to allow a rapid controller response to non-passive behaviour. In
tandem, the power throughput filter cut-off period was set to match the period of excitation, in
order to allow a single period of the past response to be used for damper rate normalisation, for a
good balance between stability and low distortion.

The implementation of experiments of the following paper was done in 4 stages to allow the
performance of both schemes in the hybrid tests to be analysed individually and collectively. Each
stage of the experiment was run in parallel with a simulation of the emulated system while saving
data. Hybrid tests were run in the following order with

1) Neither passivity control nor adaptive feed-forward filtering

2) Only passivity control active

3) Only adaptive feed-forward filtering active

4) Both passivity control and adaptive feed-forward filtering active.

Table 2 below describes the parameters used in the passivity controller and adaptive feed-
forward filter in the experiments of the following publication.

Table 2: Parameters used in the experiments of paper 4

Parameter Value
Adaptive feed-forward filter

Adaption gain (u) 0.0001
Number of harmonics (m) 1
Number of actuator inputs (n) 1
Standard deviation allowed for 8 elements 0.0001
Interface transfer matrix Identification time 10s
Passivity controller

Passivity controller gain (B) 200 Ns/m
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Power output filter cut-off period (t;)

1
tis+1

Ti(s) =

Power throughput filter cut-off period (t,)

Ta(s) = t,s+1
2

0.01s, 0.005s, 0.003s (for 10Hz,
20Hz, 30Hz excitations

respectively)

0.1s, 0.05s, 0.03s (for 10Hz, 20Hz,

30Hz excitations respectively)

Solver
Sample time

ODE solver

0.0001
ODE4 Runge-Kutta (Fixed step)
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Paper Four: Passivity Control with Adaptive Feed-forward
Filtering for Real-time Hybrid Tests

Passivity control with adaptive feed-forward
filtering for real-time hybrid tests

L.D. Hashan Peiris!, Andreas Bartl2, Jonathan du Bois®, Andrew Plummer*

Abstract

Real-time hybrid testing combines the reliability of experimental testing with the convenience
of numerical simulation. The system to be tested is split into a physical substructure and a
real-time numerical simulation which are coupled using actuators and sensors to transfer
data at the interface in real-time. In order to achieve stable and accurate hybrid testing
representative of the true system, high fidelity control is required at the substructure
interface. However, actuators have a response lag which results in tracking errors and
potential instability in hybrid tests. This paper investigates the effectiveness of a combined
compensation strategy based on passivity control and adaptive feedforward filtering to
improve stability, robustness and tracking performance in real-time hybrid testing. The
combined strategy is adaptive and requires no prior information of the actuator dynamics
unlike conventional transfer dynamics compensators in real-time hybrid testing. Moreover,
the scheme requires no extra hardware making it inexpensive and applicable to a wide
range of systems. Experimental results on a single degree of freedom nonlinear real-time
hybrid test show the potency of the scheme in synchronising substructure displacements
while improving stability. The scheme was also found to restore stability of hybrid tests
inherently unstable due to actuator delay whilst phase lags of up to 58 degrees have been
successfully mitigated in a lumped parameter mechanical oscillator system.

Keywords: Real-time hybrid test; Passivity control; Adaptive feed-forward filters; Mechanical
systems; Vibration and dynamics; Model-in-the-loop testing

1 Introduction

Real-time hybrid testing involves the separation of a system into a numerically simulated
subsystem and a physical subcomponent set up experimentally in a test rig. The physical
and numerical substructures are coupled and run together in real-time to emulate the
behaviour of the true system. The substructure coupling interface known as the transfer
system, usually consists of actuators to apply the command displacements of the numerical
substructure to the physical substructure and load cells to feedback force measurements of
the physical substructure back to the numerical substructure. Hybrid testing provides many
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of Bath, Claverton Down, Bath BA2 7AY, United Kingdom
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% Dept. of Mechanical Engineering, University of Bath, Claverton Down, Bath BA2 7AY, United
Kingdom

4 Centre for Power Transmission and Motion Control, University of Bath, Claverton Down, Bath BA2
7AY, United Kingdom

80



of the benefits of both experimentation and simulation making it an attractive solution for a
wide range of systems. Hybrid testing enables significant cost savings as it alleviates the
need to setup the complete system on a test rig [1]. This also leads to a simpler system to
test with the reduction of hardware requirements [2]. Moreover, systems with complex
components whose behaviour may be unknown or difficult to characterize mathematically
will benefit from hybrid testing where the unknown component can be set up as a physical
substructure [2]. Destructive events too can be tested safely without incurring damage to
components whilst allowing the user a high degree of repeatability [1]. Alternative
configurations can be implemented with ease in the numerical substructure compared to
changing experimental components, and conditions which cannot be easily replicated in a
lab environment can be emulated numerically [2].

Owing to its convenience and versatility, hybrid testing is rapidly becoming more popular in a
number of fields. Some recent applications include power electronic conversion devices [3],
electric vehicle powertrain testing [4], structural integrity testing of building structures [5] and
air-to-air refueling in the aerospace sector [6]. The aerospace sector has benefited from
hybrid testing of satellite docking in zero gravity, testing of flight components before
spacecraft manufacture and testing aerospace equipment without the expense or danger of
flight tests [7]. Moreover, National Instruments have documented reductions in field testing
time for an aircraft arrestor system from 20 to 5 days [8]. Development of electronic
controllers have been notably aided with real-time hybrid testing with estimated
improvements in lead time of 15-50% [9].

However, an underlying limitation of real-time hybrid testing stems from the dynamics of the
actuators which apply the displacement demands of the numerical substructure on to the
physical substructure. The lag or delay in the actuator response results in tracking errors or
instability of the hybrid test and often a transfer dynamics mitigation scheme is applied to
address this issue. Conventional transfer dynamics cancellation schemes are based on the
identification of a linear model of the actuator dynamics which is then inverted and used as a
feedforward controller. For example, Wallace et al. [10] model actuator dynamics as a linear
1%t order transfer function which is inverted to cancel the transfer system lag in a hybrid test
of a coupled rotor blade-lag damper system. du Bois et al. [11] on the other hand utilize 1%
and 2™ order transfer functions and process models (transfer functions with an additional
delay estimate) to compensate for actuator dynamics. The authors of [11] illustrate that
higher order process models result in superior transfer dynamics mitigation than lower order
models or pure transfer function models.

Another popular method of cancelling actuator dynamics is to use a delay compensator. The
phase lag of the actuator is modelled as a delay which is then corrected by a forward
predictive delay compensator which augments the input to the actuator based on the
expected response ahead of the delay. A number of delay compensation schemes have
been developed over the years. An early application of delay compensation in real-time
hybrid testing can be seen in Horiuchi et al. [12] where an n™ order polynomial function is
used to predict the response ahead of the actuator delay. The scheme is simple and can be
implemented easily as a discrete time transfer function. A limitation of the method however is
that the step sizes of the forward prediction are restricted to integer multiples of the timestep.
A more accurate forward prediction scheme is proposed in Darby et al. [13] which utilizes
more sophisticated interpolation. A delay compensation scheme proposed by Ahmadizadeh
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et al. [14] identifies the actuator delay using the command and actual displacements
obtained. Tang et al. [15] compare the performance of some conventional delay
compensation schemes in terms of accuracy and stability in real-time hybrid tests. All delay
compensation schemes however are based on the response of the actuator ahead of the
delay being predictable. Therefore for systems with large delays or nonlinear/discontinuous
responses, such schemes will result in a poor estimation of the response ahead of the delay.

Wallace et al. [16] propose an adaptive delay compensation strategy which minimizes the
delay error in the system by adapting the extent of the forward stepping interpolation based
on the position errors between the numerical and physical substructures. The delay
identified is adapted until synchronisation between numerical and physical substructure
displacements are achieved. However, the substructure position error is measured only
when the system crosses zero and hence the number of iterations to converge to
substructure synchronisation will manifest as an integer number of cycles of the response
crossing zero. Depending on the frequency of the system this may result in large settling
times. Moreover, the scheme requires cyclic demands to the system where multiple zero
crossings are achieved, and activation of the scheme is not possible for step or ramp inputs.

Passivity Control is based on regulating the energy of a system to maintain its stability. It is
widely applied in the teleoperation industry to guarantee good communication between
master and slave manipulators. Examples of passivity control in teleoperation are seen in
the work of Bianchini et al. [17] and Dong et al. [18]. Its application in real-time hybrid testing
as a means of addressing transfer dynamics is novel and has been proven to be fruitful by
Peiris et al. [19], [20], [21]. The scheme applied in hybrid testing regulates the flow of energy
or power to the physical substructure and maintains stability in the system by dissipating the
spurious energy added to the hybrid test through the actuation hardware. A variable rate
virtual damper acting on the power difference between the numerical and physical
substructures is used for energy dissipation. Simulation results from [19] illustrate the
effectiveness of the scheme in stabilizing unstable hybrid tests with phase margins of up to -
20.73 degrees and experimental results from [20] have validated its effectiveness in the
presence of nonlinearity in the actuator. However, the scheme by itself is unable to achieve
targeted improvements in tracking although it has been shown to complement the
performance of state-of-the-art linear model based compensation schemes in [20], enabling
stability and tracking improvements to be achieved simultaneously.

Most conventional transfer dynamics mitigation schemes are based on linear models.
However, actuator behaviour is not always representable using a linear model, particularly in
tests where the actuator behaviour is affected by a nonlinear physical substructure or in
systems where actuator behaviour is inherently nonlinear due to effects like stiction. In such
cases, a new scheme is required to deal with the actuator dynamics. This paper proposes
the use of a normalized passivity control scheme to improve stability with adaptive feed-
forward filtering (AFF) to improve tracking between the numerical and physical
substructures.
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2 Theory and Method

2.1 Hybrid Test system

The experimental system used in this paper to illustrate the control method is a one degree
of freedom nonlinear mass-spring damper system as shown in figure 1.

p— Excitation force
K
my
Cn _
- Physical
Numerical substructure substructure

Figure 1: Schematic representation of the emulated system [20]

The numerical/virtual substructure consists of a mass m, of 1kg attached to a spring of
stiffness k, = 1kN/m and a viscous damper of rate ¢, = 10Ns/m. The transfer function
relating the numerical substructure excitation force F to the numerical substructure position
Y is given by

Yn 1

F mus2+c,s+k, (1)

The experimental/physical substructure consists of a stiffening spring with a displacement
dependent cubic stiffness. The force displacement profile of the cubic stiffening spring is
plotted in figure 2a. A polynomial function is used to model the force-displacement
characteristic. The parameters are identified using a least squares fitting procedure. The
derivative of this polynomial function representing the tangent stiffness of the physical
substructure is shown in figure 2b. There is nontrivial noise on the force measurements due
to the high level of electromagnetic interference from the actuator. A 400Hz low pass filter is
applied to the force measurements used by the controller.

If the displacement of the physical substructure and actuator is given by y,, the
mathematical function describing the tangent stiffness K (N/mm) of the physical substructure

can be expressed as

K = 0.0042y,2 +2.13 (2)
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Figure 2: a) Physical substructure force profile, b) physical substructure tangent stiffness [20]

The actuator used is a Copley ST2508S electromagnetic linear actuator running in position
control mode, with nested velocity and current control loops as shown in figure 3. The
current and velocity loops utilize proportional-integral control schemes whilst the position
control loop runs a proportional feedback controller with velocity feedforward. A simple
deterministic Coulomb friction compensation scheme as detailed in [22] is applied to the
actuator to reduce nonlinearity caused by the non-trivial friction acting on the armature rod.
The actuator connected to the physical substructure is shown in figure 4 which illustrates the
test rig used. The specifications of the actuator are given in table 1.

Position
Demand

control

eloci
control

T Fdcton

compensation

Velocity feedback

Curent

control

Current feedback

Position feedback

Figure 3: Actuator control system structure [20]
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Figure 4: a) Actuator connected to physical substructure through load cell, b) view zoomed
into physical substructure [20]

Table 1: Actuator performance limits [20]

Peak force 625 N
Continuous stall force 751N
Armature mass 2 kg
Maximum speed 4.7 m/s

2.2 Passivity Control

The passivity controller utilized in this work was first presented in [21]. The scheme utilizes
filtered measurements of the numerical and physical substructure powers which are then
used to tune a variable rate virtual damper acting on the numerical substructure. Hybrid test
instability is caused by the injection of spurious energy from the actuator into the system.
This is detected by a surge in the power error between the numerical and physical
substructure. Hence the passivity controller monitors the power error between substructures
and the variable rate virtual damper is activated to dissipate the spurious power in the
system so as to maintain stability of the overall hybrid test. A passive system is defined as
one which outputs less energy than is supplied to it [23]. By maintaining the passivity of the
transfer system, the passivity and thus stability of the overall hybrid test can be guaranteed
as there are no other ports where energy enters the system besides the actuator.

The power of each substructure is identified using the product of its measured force and

velocity. As such, the numerical substructure power p, is given by the product of the
numerical substructure force f,, and the numerical substructure velocity y,
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Pn= fnn (3)

Similarly, the physical substructure power p, is given by the product of the physical
substructure force f,, and the physical substructure velocity y,, as expressed below. The
physical substructure force f, is measured using a load cell whilst the velocity is obtained
using the displacement measurements of the actuator.

Pp = Jop (4)

The numerical substructure force consists of the force fed back from the physical
substructure and the force applied by the passivity controller. If the passivity damping force
is given by f,;, the numerical substructure force can be related to the physical substructure
force as follows.

fa= fp + fa (5)

The actuator lag causes a discrepancy between the numerical and physical substructure
displacements y, andy,. This in turn results in a power difference between substructures.
The power error between substructures p, is a measure of the spurious power injected into
the hybrid test from the actuator, which results in poor stability. It can be expressed as

Px = Pp — Pn (6)

The total substructure power, i.e the sum of the numerical and physical substructure powers
can be expressed as

Ps = Ppt Pn (7)

The passivity damper rate acting on the numerical substructure is a function of the power
error p, and the magnitude of the total power p, in the hybrid system and is given by

TP ®)
= G ) Ips]

where T, (s) and T, (s) are 1% order lag low pass filters with unity steady state gain whose cut
off frequencies determine the rate of responsiveness of the passivity controller. G, is the
passivity controller gain. As described in [21], fast filters result in a rapidly changing damper
rate which allows higher sensitivity to changes in power at the expense of more nonlinear
distortion in the output. Slower filters result in less variation in the damper rates reducing the
responsiveness to changes in the power flow of the system. When the power error in the
system is negative, i.e. when the actuator is naturally passive, the passivity controller action
is switched off and the output virtual damper rate is zero.

The passivity damping force on the numerical substructure is the product of the passivity
damper rate Cp and the numerical substructure velocity v, expressed as follows

fa= Cpyn (9)
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By substituting the expressions of the physical substructure tangent stiffness and the
passivity controller force from equations (2) and (9) the numerical substructure force
described in equation (5) can be expanded as follows

fa= fp + fa

fa= K}’p + Cp ¥

Ty (s)px
0.0042y,® +2.13 Gp—=—"— VY, [ >0
fn — J’p + Yp + P Tz(S)Ps Yn lf Py (10)

0.0042y,% +2.13y,,  ifpy <0

2.3 Adaptive feedforward filtering

Coupling between the numerical and physical substructures requires that the interface forces
are in equilibrium and the interface displacements match. The force equilibrium condition is
inherently met due to the force feedback (see figure 5), if the stabilizing passivity controller is
not active. The compatibility of the interface displacements, in turn, is not reached perfectly
due to the actuator dynamics. To improve the compatibility between numerical and physical
substructure displacements, an additional actuator input is applied. This actuator input is
generated using the adaptive feed-forward filter. A control scheme for real-time hybrid
testing based on adaptive feed forward filters is introduced in Bartl et al. [24]. The block
diagram with the control structure including the use of an adaptive feedforward filter
(abbreviated as AFF) is shown in figure 5.

Position

Passivity
damper rate

Power |
N Power "
uato g controller
Position Force

T ehysical T

substructure

Figure 5: Hybrid test block diagram with passivity control and adaptive feedforward filtering
The state-space formulation of the test dynamics reads

jC=Ax+Buu+Bextfext (11)

g=Cx (12)
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where A4 is the state-space matrix representing the dynamics of the real-time hybrid test, x is
the associated state vector, u is an input vector which augments a signal to the actuator
demand, B,, is the associated input matrix, f... is vector of external forces acting on the
subcomponents of the test, B,,; is the associated input matrix, g is the residual interface
gap and C is the output matrix.

If an external excitation is given by m harmonics and steady state is assumed, the additional
actuator input signal u which yields perfect synchronization is a sum of harmonics and is
generated as follows

u(t) = w()e (13)

The input signhal u has n entries. W(t) is a matrix containing the sinusoidal functions
W(t) = [I cos(w,t) Isin(w,t) I cos(w,t) Isin(w,t) ... I cos(wnyt) Isin(wpy,t) ] (14)
with W(t) e R™*2nm

where w; are the frequencies of excitation, @ € R2"is a vector of parameters which
describes phase and amplitude of the input signal and e R™" is the identity matrix. The
interface gap g can be transformed to the frequency domain and can be expressed as a
function of the input signals

G(®) = Hy(0)U(w) + Hexe (@) Fexe () (13)

H,(w) is the transfer function matrix between actuator input U(w) and interface gap G(w).
H...(w) is the transfer function matrix between external forces F...(w) and interface gap
G(w). Based on the transfer function of equation (15), the interface gap can be equivalently
expressed in time domain as a sum of harmonics:

g(t) = W(E)PO + gy (1) (16)

Re(Hy(w1)) —Im(Hy(w,)) (17)
Im(Hy(w;))  Re(Hy(w,))
with P =

Re(Hu(wn)) _[m(Hu(wn))
Im(Hy (wn))  Re(Hy(wp))

The matrix P applies a phase shift and gain to the parameter vector 8. The Re(H,(w.) ) and
Im(H, (w,)) denote the real and the imaginary part of the transfer matrix H,(w.). g,,,(t)is
the contribution from the external forces. Proof of equations (16) and (17) is shown in [24].

The residual interface gap is closed by applying a suitable input signal u to the test setup.
The input signal u is defined by the phase and amplitude vector 8 and 0 is identified using a
gradient-descent adaptation law. Overtime, the algorithm converges such that numerical and
physical substructure positions are synchronized and the gap error is eliminated. The
objective of the adaption law is to minimize the squared interface gap. The cost function
reads

88



J=3909"®) (e

The gradient of the cost function is V] = PTWT(t)g(t). Hence the gradient-descent adaption
law is given by
6= —uv] =—uP"W'(t)g (19)

where the unknown matrix P is replaced by an estimate P. The entries of P can be identified
by measurement before the test. A relatively rough identification of P is sufficient for stable
operation of the adaptive feedforward filter. The positive adaption gain p controls the
performance of the adaption.

3 Results and Discussion

The hybrid system as described in section 2.1 was set up for testing. Initially, no
compensation scheme was applied to the system. The mass spring damper system to be
replicated using the hybrid test was created in simulation so that the hybrid test response
could be compared against that of the emulated system. The hybrid test was given a
sinusoidal force input of amplitude 10N and frequency 10Hz.

Figure 6a illustrates that the response without any form of compensation is unstable, as
oscillation grows until the position saturation limits placed due to spatial constraints on the
test rig are breached. Although the emulated system is inherently stable being a mass
suspended between two springs, the delay in the actuator in eroding stability margins which
are worsened by the stiffening of the physical substructure at high displacements. Figure 6b
indicates the hybrid test response without passivity control but with adaptive feed-forward
filtering. The response is still seen to be unstable as oscillations grow in magnitude.
Although adaptive feed-forward filtering works to close the substructure displacement gap in
hybrid tests and achieve behaviour representative of the emulated system, it is evidently
unable to correct systems made unstable due to actuator lag. Hence, there is a clear need
for passivity control to restore the stability of the system.

Normalized passivity control was then applied to the hybrid test without adaptive feed-
forward filtering and the same experiment was run with the same initial conditions and input
excitation to the numerical substructure. The response of the system is shown in figure 6c. It
is evident that with the application of passivity control, the system is now stabilized and
oscillations are of constant magnitude. There is however a tracking error in the response as
the position output of the physical substructure does not match that of the emulated system.

Adaptive feedforward filtering was then applied to the hybrid test with passivity control and
the response of this hybrid test is shown in figure 6d. It is now seen that the position
responses of the numerical and physical substructures are not only synchronized, but also
accurately match that of the emulated system.

This experiment indicates the individual strengths of passivity control and adaptive

feedforward filtering and their compatibility to be used together in hybrid testing to obtain the
unique benefits of both schemes. By regulating the power flow in to the hybrid test, passivity
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control is able to achieve closed loop system stability although as envisaged in section 1, it
is unable to lead to targeted improvements in tracking. Adaptive feedforward filtering on the
other hand is a method applied to stable hybrid tests in order to achieve synchronisation of
numerical substructure and physical substructure displacements. The combined scheme has
been shown not only to restore stability of an unstable hybrid test, but to also lead to good
tracking performance.
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Figure 6: Hybrid test response at 10Hz with, a) no compensation, b) adaptive feedforward
filtering only, c) passivity control only, d) passivity control and adaptive feedforward filtering

To further analyse the functionality of the compensation schemes, it is useful to observe the
spurious power injection of the actuator to the hybrid test and the rate of passivity damping
applied. This is measured and plotted in figure 7. The spurious power is obtained by
evaluating the difference between the power of the physical substructure and the power of
the numerical substructure. The power of each substructure is obtained by evaluating the
product of the force and velocity of each substructure as described in section 2.1.

Figure 7a illustrates the spurious power injection of the hybrid test with passivity control and
the test with both passivity control and adaptive feedforward filtering. Without adaptive
feedforward filtering, the spurious power measurements are seen to fluctuate between -4W
to 4W. The magnitude of the net power injection is non zero due to the synchronisation error
between substructures caused by the delay of the actuator which cannot be eliminated using
passivity control alone. However, the spurious power injection is seen to decay to a much
smaller value with both passivity control and adaptive feedforward filtering applied. This is
due to the improvements in tracking between the numerical and physical substructures,
which leads to a smaller power error in the system.
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The passivity damper rate required by the system is plotted in figure 7b. It is evident that
without adaptive feedforward filtering, a passivity damper rate between 3-16Ns/m is required
to maintain stability of the hybrid test. However, with adaptive feedforward filtering also
applied, the required passivity damper rate decays to values between 0-3Ns/m. This
indicates the non-intrusiveness of passivity control with adaptive feedforward filtering.
Initially, the tracking error is relatively large which results in a sizable damper rate required to
maintain closed loop stability. However, as adaptive feedforward filtering works to improve
substructure synchronisation over time, the decaying spurious power allows the passivity
controller to do less work overtime. This non-intrusiveness of normalized passivity control
means that it will only act in the system when required. This is an advantage over
conventional passivity control from [20] which outputs a damping rate depending on the
history of the response since the start of the hybrid test [21].
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Figure 7: Hybrid test response at 10Hz with passivity control a) Actuator spurious power
injection, b) Passivity damper rate

The responses of the hybrid test to excitations with frequencies of 20Hz and 30Hz are
illustrated in figures 8 and 9. Passivity control is applied in all tests allowing stable responses
to be achieved. However, without AFF, notable phase lags of 51° at 20Hz and 58° at 30Hz
are seen in figures 8a and 8c. The application of AFF has enabled these phase lags to be
eliminated as seen in figures 8b and 8d and also in figures 9a and 9b, which plot
substructure positions against each other. However, period bifurcation is seen in figures 8a-
8d with and without adaptive feedforward filtering as resonances of the hybrid test are
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excited at 9.98Hz. This is due to nonlinear friction in the actuator shaft which excites the
natural frequency of the system, a phenomenon also found in [20].
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Figure 8: Position response of hybrid test with passivity control a) 20Hz, without AFF, b)
30Hz without AFF, c) 20Hz with AFF, d) 30Hz with AFF
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Figure 9: Hybrid test subspace plots with compensation applied a) 20Hz, b) 30Hz

So far, sinusoids have been used to excite the hybrid test in the aforementioned
experiments. The following tests will assess the performance of the combined compensation
strategy in the presence of discontinuous inputs. A sine wave between ON and 10N and
frequency 10Hz is superposed onto a square wave of amplitude 10N and frequency 0.05Hz.
This signal is used to excite the numerical substructure of the hybrid test with passivity
control. The square wave gives a change of operating point with respect to the nonlinear
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spring. The response of the system without AFF is shown in figure 10 whilst the response
with AFF is shown in figure 11. As seen earlier with the sinusoidal excitation, figures 10b and
10c indicate tracking errors of the hybrid test positions with respect to the emulated system
in both halves of the square wave period. The application of AFF has enabled
synchronisation between substructure displacements around both operating points enabling
the response of the emulated system to be replicated.

Paosition [mm]

Figure 10: Passivity controlled hybrid test response (without AFF) to stepped sine excitation
a) response envelope, b) response zoomed into low step, c) response zoomed into high step
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Figure 11: Passivity controlled hybrid test response (with AFF) to stepped sine excitation a)
response envelope, b) response zoomed into low step, ¢) response zoomed into high step

The above experiments all involved a hybrid test with nonlinearity in the physical
substructure but with a linear numerical substructure with constant parameters. In the
following test, a change in the system parameters in the numerical substructure during the
test is applied as well. Thus far, the stiffness of the numerical substructure has been chosen
as a constant value of 1kN/m. This results in a hybrid test which is unstable without any form
of compensation as shown previously in figure 6a. Now the numerical substructure is given a
time dependent discontinuity in its stiffness. The stiffness of the numerical substructure is
specified as 100N/m for a time period of 25s after which the stiffness experiences a step
change to a final value of 1kN/m as before. The other parameters of the numerical
substructure and hybrid test are unchanged. The hybrid test is excited by a sinusoidal input
to the numerical substructure of amplitude 10N and frequency 10Hz. Figure 12 illustrates the
hybrid test response with this discontinuous numerical substructure.
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Figure 12a indicates that the hybrid test without any form of transfer dynamics compensation
results in a stable response before 25s as oscillations are of constant magnitude, and an
unstable response beyond 25s as oscillations begin to grow in magnitude until saturation
limits the vibration amplitude of the system. The system is inherently stable in its low
stiffness configuration but upon the step change in stiffness the system becomes unstable.
Notable tracking errors in position are seen in the stable response before 25s due to the lag
of the actuator.

Figure 12b indicates the response of the hybrid test with passivity control applied. It is seen
now that the response after the step change in stiffness is stable resulting in the overall
hybrid test exhibiting stable behaviour before, during and after the discontinuity in the
numerical substructure. However, the tracking errors in position are still evident as expected.

Figure 12c illustrates the response of the system with both passivity control and adaptive
feed-forward filtering applied. The response of the hybrid test is now not only stable but also
achieves the displacement trajectory of the emulated system, as the tracking error between
the numerical and physical substructures is small. Some transient tracking error between
25s and 26s is seen since the adaptive controller takes a finite time to adapt to the new
boundary conditions of the hybrid test. However, steady state performance is seen to match
that of the emulated system before and after the discontinuity is applied. As such it is found
that the combination of passivity control and adaptive feed-forward filtering is suitable for
transfer dynamics mitigation in highly discontinuous hybrid tests which are stable and also
naturally unstable due to actuator lag.
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Figure 12: Hybrid test response with step change in numerical stiffness at 25s a) No
compensation, b) passivity control applied, c) passivity control applied with adaptive feed-
forward filtering
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4 Conclusion

The performance of a combined control scheme based on normalized passivity control and
adaptive feedforward filtering has been assessed in real-time hybrid testing. Passivity control
was seen to maintain and restore stability in a single degree of freedom nonlinear real-time
hybrid test by dissipating the spurious power injected to the system by the actuation
hardware. The inability of passivity control to achieve good tracking is addressed through the
application of adaptive feedforward filtering which synchronises numerical and physical
substructure displacements in stable hybrid tests. The two schemes were seen to
complement each other with passivity control demanding smaller virtual damper rates as the
tracking error decreases overtime through the action of the adaptive feedforward filter. The
scheme was found to be effective in hybrid tests with linear numerical substructures as well
as those with discontinuities (a step change in stiffness), giving promise for a wide range of
nonlinear systems to benefit from hybrid testing with the combined scheme used to mitigate
actuator dynamics.

Future work will see the use of the combined compensation scheme in a multi degree of
freedom hybrid test. Moreover, most work to date utilizes real-time hybrid testing with linear
numerical substructures, whilst complex hybrid test systems are often tested on an extended
time scale (pseudo-dynamic testing). The experiments presented in this paper illustrate the
effectiveness of the combined control scheme in hybrid tests with numerical substructure
discontinuity, which may encourage further applications of hybrid testing with nonlinear
numerical substructures in the future.
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6.2 Summary

Passivity control based on a normalised power variable was used together with adaptive feed-
forward filtering in a nonlinear real-time hybrid test. The main findings were as follows.

1)

2)

3)

4)

5)

Used individually, passivity control was able to restore or maintain the stability of a real-
time hybrid test.

Adaptive feed-forward filtering was designed to close the synchronisation error between
the hybrid test substructures in stable systems.

Passivity control when used together with adaptive feed-forward filtering enabled the
benefits of both schemes to be achieved — passivity control ensured stability whilst
adaptive feedforward filtering closed the substructure position error overtime.

The combined scheme was found to be effective in improving stability and tracking of
systems without information of the hybrid test system or actuator dynamics.

The combined scheme was seen to function as expected in a highly nonlinear hybrid test
with cubic stiffening behaviour in the physical substructure, nonlinear friction in the
actuator and a discontinuous parameter change in the numerical substructure.

Passivity control and adaptive feed-forward filtering have been found to be highly compatible
with one another, each providing unique benefits to the hybrid test in terms of stability and
tracking. With no information of the test system available prior to the commencement of the
hybrid test, the combined scheme is greatly beneficial ensuring stability and good tracking in the
presence of high nonlinearity and/or parametric changes. Thus far, most applications of hybrid
testing have utilized linear numerical substructures and linear model-based compensation
schemes. However, the results of this publication are expected to encourage more applications of
nonlinear real-time hybrid testing with the use of this novel combined scheme of addressing
actuator dynamics.

97



Chapter 7

The use of Passivity in stabilizing Adaptive Feed-forward
Filters for Real-time Hybrid Tests

/.1 Context

One of the limitations of the adaptive feed-forward filtering control scheme is its instability when
subject to high gains. Much like the controller gain of the energy-based passivity controller
presented in chapters 3 and 4, the adaption gains of adaptive feed-forward controllers for optimal
performance is dependent on the test conditions. Selection of a gain too low results in slow
convergence whilst a gain too high results in instability. Moreover, the user is unable to raise the
adaption gain in large increments without risking system instability. This chapter presents a
journal paper which introduces a passivity-based scheme integrated into the design of the
adaptive feed-forward filter in order to mitigate these limitations.

Power-based passivity control theory is utilized to schedule the parameters of the adaptive feed-
forward controller such that the adaption gain is automatically decreased until the hybrid test is
stable whenever excessive adaption gains are applied by the user. This enables high adaption
gains to be used without resulting in an unstable system and is especially useful when fast
convergence times are required. Stable nonlinear real-time hybrid tests are employed for this
study. This work is another joint project undertaken with Dr. Andreas Bartl.

The passivity observer monitors the power flow from the numerical substructure to the actuator
and the power flow from the physical substructure to the numerical substructure. When the
actuator power outflow exceeds its inflow, the combined system of the actuator and the feed-
forward filter adds power into the hybrid test which tends to cause instability. When an excess
transfer system power surge is detected, the adaption gain steps down and the regularization
parameter is increased to correct the feed-forward filter coefficients until passivity of the transfer
system is restored.

The adaptive feed-forward filter in the following publication operates on a sample-wise basis,
using only the last sample in the parameter vector update law, as with the implementation in
chapter 6. Similarly, adaption begins with an estimate of the interface transfer matrix P which is
obtained using the procedure presented in [59]. However, the power observing passivity
controller no longer uses filters in its implementation, as stepping down the filter gains in the
presence of unstable behaviour must be rapidly achieved. Moreover, the passivity controller
triggers gain reduction when a specified passivity threshold is breached, thus alleviating the need
for power flow normalisation. As such, the passivity-based gain monitoring scheme in the
following publication depends only on state of passivity in the system at the present time step.

In order to assess the stability of the adaptive feed-forward filter, the hybrid tests of the following
publication were implemented in open loop, i.e. the direct signal line from the numerical
substructure to the actuator input is removed. The hybrid tests are run with initially unstable
adaption gains and the passivity observer is then allowed to reduce this gain automatically until
stable behaviour is seen when passivity of the transfer system is restored. Table 3 shows the
controller parameters used in the hybrid tests.
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Table 3: Adaptive feed-forward filter and passivity controller parameters

Number of harmonics (m)

Parameter Value
Passivity observer and adaptive feed-forward

filter

Initial adaption gain (uin;t) 10
Passivity breach power generation limit -1W
b, exponent 10
b, exponent 2
Initial regularisation parameter (Vimax) 1

1 (unless otherwise stated)

Number of actuator inputs (n) 1

Standard deviation allowed for 8 elements 0.0005

Interface transfer matrix Identification time 10s

Solver

Sample time 0.0001

ODE solver ODE4 Runge-Kutta (Fixed step)
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Tuesday 28" May, 2019

Abstract

Real-time hybrid testing is a technology which allows the coupling of simulations and component tests in order to simulate
complex system dynamics. Delays and time lags caused by actuator dynamics and signal processing deteriorate the stability
of the tests in many cases. The application of adaptive feedforward filters to hybrid testing enables circumventing this problem.
The stability of the filter itself, however, can be affected by the choice of the algorithm parameters or changes in dynamics of
the system being tested. Test safety requirements and practical considerations require a failsafe implementation. In this paper,
we propose a method for adjusting the parameters of the adaptive feedforward filter based on power-flows in the test setup.
The objective is to maintain a passive behavior of the actuation and control system. The stabilization acts on the leakage
factor and the adaptation gain of a least-mean-squares adaptation law. A simple numerical system is used to investigate the
effect of the algorithm parameters on the stabilization. The method was applied to an experimental setup including a nonlinear
stiffness. Several originally unstable configurations were stabilized, the adaptation process could be continued and interface
synchronization was achieved in all test cases.

1 Introduction

Real-time hybrid testing—also referred to as real-time dynamic substructuring—is a method for implementing realistic dynam-
ical tests of components of complex systems. The system is split into a virtual system—uwhich is simulated in real time—and
an experimental component which is physically present in the test. Applications of the method have been reported in various
fields as in aerospace, automotive, civil and mechanical engineering. In literature, a large number of use cases have been
described. To name only a few examples: Satellite tests using hybrid approaches are proposed in [1], [2] describes air-to-air
refilling scenarios and [3] proposes the tests on chassis dynamics of cars in combination with aerodynamic simulations. The
objective of any Real-time hybrid testing technology is to test the experimental component under realistic boundary conditions.
To do so, the dynamics of the virtual component are coupled to the test rig during the test, using an actuation system. Actuators
apply forces to the interface of the experimental component, while sensors measure interface forces and interface displace-
ments. Most test setups make time lags and delays inevitable. Frequency-dependent time lags are caused by the dynamics
of the actuators. Delays are caused by the computational and communication processes as well as by signal-processing
procedures. Time lags and delays can cause instability or inaccuracies if occurring in a test without a further compensation
technique. To overcome these stability problems, a number of methods have been proposed in hybrid-testing literature. [4]
suggests using a polynomial forward prediction scheme which compensates for delay and amplitude errors. Based on this
work, [5] introduces an additional adaptation scheme which tunes phase shifts and amplitude corrections according to errors
at the zero crossings. Other methods for delay compensation and interface synchronization include the application of model
reference adaptive control by [6], inverted models of the actuation system by [7] and model predictive control by [8]. [9] applies
a passivity based control method to real-time hybrid testing.

Fig. 1 gives an example of an application of hybrid tests to a structural dynamic system: The objective of the test is to analyze
the influence of different designs of drive trains and transmission cross beams on the vibration behavior of a car. The body
in white is a complex structure which is hard to model, while the transmission cross beam and the drive train are only avail-
able as models and their design frequently changes during the design process. A hybrid testing approach allows to couple
the physical body in white to the model of the transmission system. Applications where structural systems are coupled often
exhibit high model density and low damping. This fact makes the application of feedback-based methodology using low-order

* Authors are with the Chair of Applied Mechanics, Technical University of Munich, Boltzmannstr. 15, 85748 Garching, Germany1 and the Centre for Power
Transmission and Motion Control, University of Bath, Claverton Down, Bath BA2 7AY, United Kingdom? andreas .bartl@tum.de
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models challenging. Adaptive feedforward filters offer an alternative in this field. Instead of closing the control loop directly,
feedforward filters generate the actuator input using the external excitation forces as an input signal. Since the structure of the
filter is not known beforehand, information on the interface gap is used in an update law to adapt the filter coefficient such that
virtual and experimental component are coupled. An approach based on feedforward filters has been applied to the testing of
piezoelectric actuators in [10]. The application to problems with multiple degree-of-freedom interfaces has been addressed in
[11].

The work in this paper is based on least-mean-square filters as it is described in [12]. Adaptation gains are parameters which
define the aggressiveness of the adaptation. Despite the fact that adaptive feedforward-filter-based methods show more robust
stability properties than their feedback counterparts, adaptation gains have to be selected with care. High adaptation gains,
insufficient plant identification or changes in the system dynamics during the test can lead to unstable filter dynamics. We
address the problem with an approach inspired by passivity-based techniques from the fields of teleoperation, force reflection,
robotic impedance control, and haptic interfaces. These cases relate to hybrid testing, since in all problem settings physical
systems are coupled via an actuation and sensing system, and delay and time lag frequently degenerate system performance.
In teleoperation, the environment exhibits unknown dynamics and the communication link can show significant delays. Many
works in this field employ passivity-based methods. The reason is that passivity is a sufficient condition for stability. The
system stability can be concluded from assessing the subsystem separately. Additionally, passivity theory is not limited to
linear systems but applies to non-linear systems as well. A system is passive if the energy inflow is higher than the energy
outflow for all the time. The work of [13] and [14] introduce methods based passivity which utilize wave variables to make the

body in white real-time computer
actuators sensors virtual component

Figure 1: Application case: The virtual component can be optimized with respect to its effect on the body in white’s vibrations.

communication line passive. Passivity-based methods have been applied to robotic impedance control such as e.g. in [15].
[16] proposes a control scheme for haptic interfaces which uses adaptive dissipative elements to ensure passivity. The tech-
nique presented in [9] is a passivity-based approach to hybrid testing. The method implements a variable rate virtual damping
element to the numerical substructure to ensure the passivity of the transfer system. The damping-coefficient is controlled by
the excess energy added to the hybrid system by the actuator. In this paper, we propose a method which uses the power flow
as a measure to update the adaptation parameters in the case of unstable behavior caused by a large adaptation gain set
by the user. The technique restores filter stability and subsequently enables adaptation with accurate synchronization in all
investigated test cases. The paper is organized as follows: Section Il introduces a hybrid-testing method based on adaptive
feedforward filters. The power flow supervision approach is presented in section Ill. Section IV gives an overview of the influ-
ence of the algorithm parameters using an exemplary numerical simulation. In section V, the experimental results of tests with
a physical duffing oscillator are analyzed.

2 Coupling Problem and Adaptive Feedforward Filters

Coupling between virtual and experimental components is achieved if the interface displacements of the virtual and the ex-
perimental component match and if the interface forces are in equilibrium. In order to apply adaptive feedforward filters to
the problem, we make use of the control structure depicted in Fig. 2. The equilibrium is imposed by applying the measured
interface forces of the experimental component onto the virtual component. Using a controller, the interface compatibility con-
straint is then enforced by providing appropriate input to the actuation system. It is noteworthy that control strategies other
than adaptive feedforward filtering can be applied in this framework. Egs. (1) describe the virtual component’s dynamics in
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state-space form using the symbols MY'® DVIR and K"'F for mass, damping and stiffness matrices and the state vector x V'R,

. 0 I 0
xR = [_Mvm—1Kvm _MWR—IDVIR] xR+ [MVIR—lGVIRT] f},’”‘ + [MVIR—I] r;’f
VIR (1)
B

ext

VIR VIR
A B;

yVIR — C;’IRxVIR

The interface forces are denoted by f ';,”R. GV'R is the matrix mapping the interface forces onto the system coordinates. The

Fext

Yvir

YExp

Figure 2: General control structure: Interface equilibrium is enforced by imposing the measured interface forces on the virtual
component. A feedback controller reduces the interface gap g such that the system meets the compatibility constraints.

external excitation forces are denoted by f** and the output matrix for the interface displacements is denoted by C;”R.
Being assembled in the test rig, the experimental component may influence the dynamics of the actuation system. Using the
coupled dynamics of the actuation system and the experimental component in the following section accounts for this feedback.
Note that the actuation system may contain an inner-loop control with actuator-specific features such as friction compensation.
Eqgs. (2) describe the dynamics of the actuation system and the experimental component in state-space form:

. EXP _ AEXP_EXP EXP EXP gEXP
X =A""x +B, " u+B, f.

EXP=C5XPxEXP (2)

A= fEXP — Ci’”’xEXP +D5’”’u +fotp Z{p
Here and are the the state-space matrices, and x"XP is the state vector. The inputs to
the system are the actuator demand signal u and the external forces acting on the experimental component. The interface
displacement of the experimental component yE’”’ and the interface forces fgxp , hamely the inner forces between the virtual
and experimental substructures, are defined as the outputs of the system. The open-loop dynamics—which are later controlled
such that the compatibility constraint is met—are given by Eq. (3). The interface force vector f ';IR is eliminated by applying
the output of the actuation system to the virtual component. In practice, this involves measuring the interface forces between
the actuator system and the experimental component. We refer to the equilibrium interface forces as A.

EXP pEXP EXP EXP EXP
A ' Bu ! Bext 4 Cy Cl

A=yt =—f" 3)

Actuator demand and external forces on both subcomponents are defined as system inputs, and the interface gap g is defined
as system output. The interface gap g is the difference between the virtual component’s and the experimental component’s
interface displacements.

. AVIR BVIRCEXP BVIRDEXP BVIR BVIRDEXP
e= o bt Je [Pl oo Ve [
A B, Bex (4)
VIR EXP . T rT T T
g=[C)" —C7]x with x=[x""" ¥™"] and fo.=[fIFE]
c
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Eqgs. (5) shows the time-domain solution of interface gap g. The solution is a combination of contributions from actuator input,
external forces and initial conditions. The contributions from the actuator input and the external forces can be expressed as
convolutions between the impulse responses h,, and hup and the inputs.

t t
g(t)= f ce"7B, u(r)dr +J Cer"IB,,, f.. (T)dT + Ce*x(t,) (5)
S) )
(=T ext (I—=T

The objective of any controller is to close the interface gap. In many applications, harmonic excitation occurs. The harmonic
excitation force f,,,(t) with the excitation frequencies Q; and i € [1...n,,.] is given in Eqg. (6).

nfl(

feee(t)= Zai cos(Q;t) + b, cos(£2;t) (6)

i=1

Assuming steady-state and harmonic excitation, the interface gap can be closed by applying a harmonic signal as the actuator
input. The actuator input in Eq. (7) is constructed by the multiplication of a harmonic basis function matrix W(t) and the
parameter vector 8. The matrix W (t) contains sinusoidal functions using the excitation frequencies and their multiples. The
total number of frequencies contained in the basis function matrix W(t) is ng. Using multiples of the excitation frequencies
in the basis functions higher harmonics in slightly nonlinear systems can be compensated for. The parameter vector controls
amplitude and phase of the actuator input signal u. Note that we use the time-discrete form of the signals which can be
retrieved by setting in t = kAt with time instance k and time-step width At. The number of the time instance is indicated with
square brackets.

IcosQ kAt

—IsinQ; kAt

ulk] = : 0[]
TcosQ, kAt
~Isin®, kAt

(7)

W(k]

Using the Fourier transform § (h,(t)) = H () of the impulse response h,(t) and neglecting the transient terms, the interface
gap g(t) can be written in the matrix-vector form of Eq. (8). A proof is shown in [11]. The expression contains the basis
function matrix W(t), the transfer function matrix P, and the parameter vector 8 as well as the contribution of the external
excitations g ... The objective of the adaptation law is now to find a parameter vector @ such that g (t) = 0 holds.

Im(H,(2,)) Re(H,(Q,))
glkl=w[k] Ok]+ g xe[k]
Re(H,(%,)) —Im(H,(2,))
Im(H,(2,)) Re(H,/(Q,))

(8)

Peu

Eq. (9) gives the objective function for the adaptation law which is the sum of the squared interface gap and a regularization
term. The regularization term contains the squared parameter vector 8 and the regularization parameter y.

J[k]=g"[klg[k]+y6"0 &)

The least least-mean-squares (LMS) update law for the parameter vector @ given in Eq. (10) is basically a gradient descent
algorithm. The gradient of the objective function can be calculated using the transfer matrix P ,,, the basis function matrix W (t)
and the interface gap g. The adaptation gain (1 controls the convergence speed of the adaptation process. High values of
may result in an unstable adaptation process. The leakage factor v stems from the regularization term in the objective function.
In this paper, the leakage factor is used to reduce the filter coefficient in the case of an unstable behavior. Besides a choice of
{ the matrix P, is critical to the stability and the quality of the adaptation process. Since the actual values of matrix P, are
not known beforehand, the matrix has to be estimated. Usually P, is identified in an identification phase which precedes the
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adaptation phase. Errors in the identification or changes in the system dynamics can lead to the instability of the adaptation
process.

Ok +1]:=v0[k]—puP, W[k]'g[k] with v=1—py (10)

In order to make the choice of the adaptation gain more practicable, we use a normalized adaptation gain p according to
Eq. (11). The normalization makes use of the maximum eigenvalue A,,,, of the matrix P;’g',ng,u. See e.g. [17] for a derivation
of the expressions. In theory, a normalized adaptation gain of 1 = 1 results in the fastest possible convergence. Changes
in the system dynamics and inaccuracy in the identification process may bring the maximum adaptation gain down to a lower
value.

1

- (11)
Amax +7

3 Power-flow Supervision

In order to overcome the aforementioned stability issues, we propose the use of a supervisor which reduces the adaptation
gain u whenever necessary. To do so, we analyze the power-flows between the subcomponents. Those power-flows are
closely linked to passivity properties of the hybrid test. Passive systems are defined as systems which consume energy but
do not produce energy. Coupling two arbitrary passive systems results in a passive overall system. One can think of the
control system and actuation system of a hybrid test as an interconnection device between the virtual and the experimental
component. We refer to this combination of the control system and the actuation system as the "transfer system” in this
section. If the transfer system and the subcomponents are passive, the test setup is guaranteed to be passive. This implies
that energy is only injected through external forcing on the virtual or the experimental component but not through the transfer
system. Fig. 3 shows the power-flows in a hybrid test using adaptive feedforward filters. The transfer system is referred to as
"passive” if the power-inflow into the system is always larger than the power-outflow. The power-inflow P{;” to the transfer
system is the sum of the power-inflow from the experimental component and the power-inflow from the virtual component.
Both are the product of collocated interface forces and interface velocities. As a result, the power-inflow to the transfer system
in Eq. (12) is the product of interface forces and the time derivative of the interface gap.

[ power-flow supervisor J

PANZAN

VIR VIR EXP| EXP
f ext f b f b f ext
virtual component
itati VIR - VIR - EXP] EXP itati
external excitation v component ¥ ¥ experimental vEX external excitation

Figure 3: Power-flow diagram and power-flow supervisor

pacr = Fy v+ 2 Y ixp = —AYvir + AV pxp = A8 (12)

A negative power-inflow into the transfer system—or in other words a power-outflow from the transfer system—implies unde-
sirable energy injection into the hybrid test. In order constrain the power-outflow of the transfer system which deteriorates its
passive nature, we introduce a limit to the power-outflow Py;,,,. The limit P;;,, < 0 is a negative value specific to the required
power-outflow limit of the test. The objective of the power-flow supervision is to constrain the power-flow according to Eq. (13).

rl_l,rglo PﬁICT = Piim (13)
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Figure 4: Parameter adjustment functions

Note that the energy inflow is defined as the time integral of the power-inflow:
t
ACT _ CcT
E = f Pﬁl (t)dt
0

Following a simple heuristic approach, as a result of the violation of the passivity constraint, the two parameters u and y of
the adaptation algorithm are adjusted. The objective is to reduce the actuator amplitudes, to restore passivity and to enable
fast adaptation. Approaches such as [18] where the leakage factor is adjusted according to the algorithm’s performance
have been proposed in literature. The stability and the convergence of the least-mean-squares algorithm is controlled by the
adaptation gain u: A high adaptation gain u leads to a fast convergence of the filter coefficients, but high values can lead to
the unstable behavior of the algorithm. In contrast, lower values of u cause a slower convergence but stability is ensured if the
value falls below the stability threshold. As a consequence, the adaptation gain u is reduced using the exponential function in
Eq. (14) with the initial adaptation gain U;y;,., the variable a, and the user-defined exponent bFl > 1. The reasons for using
an exponential function are to enable a faster drop of the adaptation gain w in the initial phase, to ensure a fast restoration of
passivity and a slower change in p if it is closer to its optimal value. Fig. 4 shows the functions for some exemplary values bu.

b, .
W= Wi - @y with welo, tinl ¥V a,<€[0,1] (14)

The initial value is @, = 1. If the power-inflow to the actuation system falls below the threshold P;,,,—meaning that the system
is not passive—the variable a,, is reduced by the user-defined step-size parameter A a,,. The lower bound for the variable a,
is zero. As a result, the adaptation gain is bound by zero and the initial adaptation gain u;,;,. The leakage factor v results from
the regularization factor y according to Eq. (10). A low leakage factor—or equivalently, a high regularization factor—enforces
lower filter coefficients. It is desirable to reduce the filter coefficients after a violation of the passivity constraint is detected.
After the passive state is restored by the drop in the adaptation gain p, the regularization should be reduced to ensure that
the filter coefficients are adapted accurately to their optimal values. The regularization parameter y is calculated using the
exponential function in Eg. (15) with the user-defined maximum regularization factor y,,,., the variable a, and the user-defined
exponent br > 1. Fig. 4 shows the functions for some exemplary values b),. The nature of the exponential function leads to a
progressive behavior of the leakage: In cases of severe power-outflow, the filter coefficients fall faster.

)'=me-a$" with  v=1-py and ve€[l—pyue 11 ¥V a,€[0,1] (15)

The initial value is a, = 0. If the power-inflow to the actuation system P{:ICT falls below the threshold P;;,,—meaning that the
system is not passive—the variable a, is increased by the user-defined step-size parameter A;a,. If the power-inflow to the
actuation system P;:!CT rises above the threshold P;;,,—meaning that the system is assumed to be passive—the variable a, is
reduced by the user-defined step-size parameter A a,. The lower bound for the variable a, is zero and the upper bound is 1.
As a result, the adaptation gain is bound by one and 1 — iy, The complete procedure including the adaptation of it and v
is summarized in the pseudo-code of Alg. 1.
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Algorithm 1 Power supervision for adaptive feedforward filters in hybrid testing
Initialize a, :=0and a, :=1
while adaptation is running do
it PA°T < Py;,, then
Set a, := min(a, + A;a,,1)
Set a,, := max(a, — A a,,0)
end if
it PA°T > Py, then
a, :=max(a, —Aa,,0)
end if N
Sety 1= Ypax - @
Set 1= iy, a:
end while

Virtual Component (VIR) Experimental Component (EXP) Actuator (ACT)
mVIR 0.1kg mExP 0.02kg m*“T  0.1kg
N- N- N-
dvir 0.05 X2 dEx? 0.05 2= arcr i
N N N
kVIR 1000 - KEXP 1000 KT 100 =

Table 1: System parameters used in the numerical case study

4 Numerical Example of Choice of the Algorithm’s Parameters

In order to demonstrate the effects of changes in the adaptation parameters a,, and b,, as well as the power-inflow limit Py;,,
we make use of a simple numerical test case. The overall system emulated in the test is a lumped mass-spring-damper
system as shown in Fig. 5. The system is split into a virtual component and an experimental component. In Fig. 5 the virtual
component is depicted in blue and the experimental component is depicted in green. The experimental component is controlled
via an actuation system, which is depicted in orange in Fig. 5. Since the adaptive feedforward filter exactly at the excitation
frequencies measurement noise can cause a drift of the interface gap. A peak filter using the excitation frequency was applied
at the actuator input in order to prevent those drift effects. The properties of the subsystems are listed in Tab. 1.

L“ mVIR N f‘..-, T mEXP f.n mVIR  qmEXP
kVIR gVIR wl w S RVIR guIR T N kEE, 4
Virtual Component Experimental Component Simulated Overall System

Figure 5: Lumped mass system used for the numerical experiment

4.1 Adaptation gain step-size A a,

The objective of the first numerical experiment is to investigate the influence of the changes in A a,,. To do so, we varied the
parameter A a, while keeping the step-sizes A;a, and A a,, the exponents br and bw the initial adaptation-gain u;,;., the
power-outflow Py;,,, the excitation amplitude A, ., as well as the excitation frequency f,,, constant. Tab. 2 gives an overview
of the parameters. Note that the initial adaptation-gain u;,;, = 10 is a high value, which causes an unstable system behavior
without the passivity-preserving mechanism. As mentioned earlier, such instabilities can be caused in exactly the same
way by an insufficient system identification process as well as as by changes in the system parameters. The values of the
power-inflow P the energy inflow E2°T the leakage-factor v, the adaptation-gain 1, and the interface gap g are recorded
during the simulation. The simulation includes a 50 s identification phase. The identification was performed according to the
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Variable Values
step-size Aja, 0.0001 0.0004 0.0007 0.001
initial adaptation-gain Minic 10
exponent b, 10
step-size Aja, 0.001
step-size Aray, 0.01
initial regularization factor ¥4 1
exponent b, 2
power-generation limit Pim —-1W
excitation amplitude Aot 10N
excitation frequency fext 50Hz

Table 2: Parameters for the numerical experiment different adaptation-gain step-sizes A a,,

procedure which is described in [11]. The long duration of the identification phase is chosen to rule out all possible influences of
identification errors on the simulation. Fig. 8 shows the development of the adaptation-gain u and the leakage-factor v during
the simulation. As expected, the decay rate of the adaptation-gain is higher for higher step-sizes A a,,. The adaptation-gain
reduction is activated when the passivity constraint is violated. Depending on the reduction step-size A a,,, the adaptation-
gain may overstep the optimal adaptation-gain or reach it gradually. The resulting adaptation-gains for the passive state vary:
Higher step-sizes A a,, result in a lower end value. Lower step-sizes A |a,, exhibit a slower decay of the adaptation-gain but
result in u being closer to the optimal value. The behavior of the leakage-factor v with respect to the step-size A a,, follows
the development of the adaptation-gain w: For a fast decaying adaptation-gain w, the drop in the leakage-factor is lower since
passivity is restored faster. On the other hand, a slow decay in u makes a larger drop in v necessary.

Fig. 7 shows the power-inflow PA°" to the actuator system, the energy inflow E{" to the actuator system and the envelope
of the interface gap g. Note that the power-inflow is normalized with the peak values of the power-inflow into the reference

system PRI | the energy-inflow is normalized with the peak values of the energy in the reference system ER:F and the

interface gap is normalized with the amplitude of displacement of the reference system yfrﬁi The duration of the power-
outflow of the actuator system is longer for lower step-size values A a,. For higher step-size values A ja, the duration
gradually decreases. Accordingly, further energy injection is stopped after the settling of the algorithm. This fact can be seen
in the diagram as the curves flatten after the settling time of the algorithm. It is noteworthy that the total energy outflow is
highest for the lowest step-size values A a,. The interface gap is a measure for the synchronization of the interface between
the virtual component and the experimental component. The step-size A a, = 0.0001 shows a high peak value of the
interface gap, while with increasing values of the step-size A 1a,, the peak gradually decrease. The duration which is needed
to reach synchronization improves in the same way for higher step-size values. The reason is that lower choices for the step-
size Aa, result in higher amplitudes at the start of the adaptation phase. The higher resulting adaptation-gain (i, however,
may result in a faster convergence later in the test. To conclude, there is a trade-off between the higher adaptation-gain and
a longer duration of the passivity violation on the one hand, and lower adaptation-gains and shorter durations of the passivity
violation on the other. Choosing A a, determines the quality of the resulting adaptation-gain and the duration of passivity
violations.

4.2 Leakage-factor step-size A;a,

The objective of the second numerical experiment is to investigate the influence of the changes to A;a,. The parameter A;a,
was varied while the step-sizes A|a, and A a,, the exponents b, and b,,, the initial adaptation-gain ;,;,, power-outflow limit
Py, the excitation amplitude A, ,, as well as the excitation frequency f,,, remained constant. Tab. 3 gives an overview of the
parameters. The values of the power-inflow Pi°T, the energy inflow E/°", the leakage-factor v, the adaptation-gain i, and
the interface gap g are recorded during the simulation. As in the simulation described earlier in the text, a 50 s identification
phase was applied. Fig. 8 shows the effects of changes in the leakage-factor step-size A;a,., on the leakage-factor and the
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Figure 6: adaptation gain and leakage-factor for different adaptation-gain step-sizes A a,,
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Figure 7: Power/energy inflow to actuator system and learning curve for varying adaptation-gain step-sizes A a,,

adaptation-gain. As expected, higher step-sizes result in a larger drop in the leakage-factor. Since the lower leakage-factors
reduce further power-outflow, the drop in the adaptation-gain p is steeper and it settles faster for lower step-sizes A;a,. As a
consequence, the duration of the reduction in the leakage-factor is higher for high values of A;a,.

Fig. 9 shows the power and energy inflow P\°" and E/°" as well as the envelope of the interface gap. The maximum power-
outflows are close to the trigger value P;;,, for higher step-size values A;a,. The reason is that lower leakage-factors allow
the filter coefficient—and as a consequence the amplitudes—to drop faster. However, the increasing settling time prolongs the
duration of the power-outflow. Equivalently, the curves for the energy inflow flatten later using higher values of A;a, . The total
energy outflow is lowest for low values of A;a,. Similar effects can be observed for the interface gap: High values of A;a,
help to reduce the peak values of the interface gap but prolong the settling time to full synchronization.

To conclude, high values of A;a, reduce the peak values of the power-outflow and of the interface gap but increase the
settling-time. Consequently, a trade-off between settling time peak values has to be made.

4.3 Power-outflow limit P;;,,

The objective of the third numerical experiment is to investigate the influence of the changes in the power-inflow limit P;;,,
which triggers the algorithm. As the trigger value Py;,, is applied to the power-inflow values, it takes on negative values. During
the numerical experiment, the step-sizes A a,,, A;a, and A a,, the exponents b, and b,,, the initial adaptation-gain ;,;,,
the excitation amplitude A,,, as well as the excitation frequency f.,, remained constant. Tab. 4 gives an overview of the
parameters. The values of the power-inflow P/°"  the energy inflow E/", the leakage-factor v, the adaptation-gain u, and
the interface gap g are recorded during the simulation. As in the simulation described earlier in the text, a 50 s identification
phase was applied.

Fig. 10 shows the development of the adaptation-gain i and the leakage-factors v for a range of values of P;;,,,. The curves
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Variable Values
step-size Aja, 0.0001
initial adaptation-gain Winit 10
exponent b, 10
step-size Aja, 0.001
step-size Ara,  0.001 0.004 0.007 0.01
initial regularization factor ¥, 1
exponent b, 2
power-generation limit Pim —-1W
excitation amplitude Acxt 10N
excitation frequency Soxt 50Hz

Table 3: Parameters for the numerical experiment different leakage-factor step-sizes Aja

Variable Values
step-size Aja, 0.0001
initial adaptation-gain Winit 10
exponent b, 10
step-size Aa, 0.001
step-size Aqa, 0.01
initial regularization factor  v,,4 1
exponent b, 2
power-generation limit Piim —0.1W —-04W —07W —-1W
excitation amplitude Agxe 10N
excitation frequency Sosxr 50Hz

Table 4: Parameters for the numerical experiment varying power-outflow limit Py;,
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Figure 9: Power/energy inflow to actuator system and learning curve for varying leakage-factor step-sizes A;a,

for u are shifted in time since the different values of P;;,, trigger the reduction of the adaptation-gain at different points in time.
Slopes and final values of u are not affected significantly by the choice of P;,,. The duration of the drops in the leakage-factor
v are similar for all tested values of P;;,,. However, the initial drop of v is largest for the lowest trigger level P;;,, = 0.1 W. The
reason is that the initial drop is triggered by transient dynamics with amplitudes in the ranges of the trigger level P;,,, = 0.1 W.
Fig. 11 shows the power-inflow, energy inflow and interface gap over time. As expected, different trigger values of Py;,, result
in different maximum power-outflow values. The duration of the outflow is similar for all values. As a consequence, the peak
values of the interface gap gradually decrease for tighter power-outflow limits. In summary, the power-outflow limit—even
though it has only a minor influence on the final value of the adaptation-gain—influences the expected peak amplitudes of the

test.

5 Experimental Validation

For the experimental validation of the approach, we use a cubic spring as a physical subcomponent and a linear lumped-mass
system as a virtual subcomponent. The test setup is depicted in Fig. 12. The cubic spring, which performs as the experimental
component, is achieved using two linear springs with all forces acting perpendicular to the spring axis. The expression for the
spring force is given by Eq. (16). The spring constants ki*" and k*** were identified using a least-mean-squares fit. They

are given in Tab. 5.
fEXP=k§XPX3+kEXPx (16)

The virtual component is a mass-spring-damper system and receives the external forces. A linear actuator—a Copley
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Figure 10: adaptation gain and leakage-factor for varying power-outflow limits P;;,,,
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Figure 11: Power/energy inflow to actuator system and learning curve for varying power-outflow limits P;;,,,

Virtual Component (VIR)
Experimental Component (EXP)

VIR
" ! kg_ KEXP 1.95 %
d"® 1052 "
m EXP N
IR L1000 X Kt 0.0014 X
m

Table 5: System parameters of the experimental setup
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Figure 12: Test setup for the experimental validation of the approach
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Figure 13: Exemplary interface displacements for excitation frequency 0.5 Hz and varying number of harmonics in basis
function space. The excitation frequency was chosen such that the nonlinear behavior can be observed. In the first plot with
one harmonic, the higher harmonic in the virtual component are excited through the interface forces but the higher harmonic
interface displacement are not synchronized.

ST2508S electromagnetic linear actuator—applies the coupling forces to the experimental component. The actuator is con-
trolled using a cascaded control scheme acting with a proportional term on the position demand, and with a proportional and
integral term on the velocity demand. Friction has a significant effect on the actuator dynamics and, due to its non-linear
nature the performance of hybrid-testing control schemes deteriorates. For that reason, a friction compensation scheme is im-
plemented which acts on the input to the current control loop. The actuator operates with a position saturation at 2.5 - 1072 m
around the initial position for safety reasons. The interface forces are measured using a custom-made force sensor. Since the
adaptive feedforward filter exactly at the excitation frequencies measurement noise can cause a drift of the interface gap. A
peak filter using the excitation frequency was applied at the actuator input in order to prevent those drift effects. The position is
measured using the internal sensor of the linear actuator. The coupled system exhibits nonlinear dynamics due to the nature
of the spring assembly. If this setup is excited with one harmonic component, the response will contain higher harmonics. The
presence of these higher harmonics, in general, requires the enrichment of the basis function space with higher harmonics.
This means that the frequencies €2, of the harmonics in the basis function matrix W (t) are defined as multiples of the periodic
excitation basis frequency £2,:

Q. =kQ, with kell,2,..,n4]

Fig. 13 shows the effect of the additional harmonics in the basis function matrix of the simulated system. However, for the
excitation frequencies and amplitudes described in this section, one harmonic basis function is sufficient to couple the virtual
and the experimental component satisfactorily. Note that the proposed approach is applicable to any number of harmonics in
the basis function matrix. The test is performed keeping the parameters A a,, Aa,, Ara,, by, b, ¥4, @and Py, constant.
As mentioned above, one harmonic was used in the basis function matrix W (t). The excitation frequencies {2, are varied. The
excitation amplitudes were adjusted to the excitation frequencies because the resulting response amplitudes had to remain
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Variable Values

step size Aja, 0.001

initial adaptation-gain Winie 0.1

exponent b, 2

step size Aja, 0.001

step size Aqa, 0.01

initial regularization factor v ,,4x 1

exponent b, 2
power-generation limit Piim —0.3W
excitation amplitude Az 10N 40N 40N
excitation frequency s 10Hz 20Hz 30Hz

Table 6: Parameters used in the experiment

within the actuator workspace. The initial adaptation-gain u;,;, was selected such that the resulting adaptation process is
unstable without the proposed algorithm. Since we want to validate the performance of the power-flow supervision, the test for
each frequency was performed in two modes: one using power-flow supervision and one using the pure adaptive feedforward
control law without power-flow supervision. In the first experiment the adaptive feedforward filter approach is applied without
power-flow-based stabilization. As a result, the adaptation-gain i and the leakage factor v stay constant throughout the test.
Due to the selection of the adaptation-gain p, the dynamics of the filter are expected to be unstable. Fig. 14 shows the interface
gap as well as the time-domain synchronization plots for all excitation frequencies. In all cases, unstable filter dynamics can
be observed. The actuator operates in a state of saturation and the responses show undefined peaks. Fig. 15 exhibits the high
power- and energy-outflow from the actuator system caused by the instability. The power-flow-based stabilization algorithm

— fext =10Hz — fo,  =20Hz - -~ f,,, =30 Hz

02 fexe =10Hz

2

=2 0.5 4 A% A NN SN NATNM AN SNA NN £ 0
38 RTINS v Lo
= >
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——— Experimental component
0 —4 —— Virtual component
10.5 11 11.5 10 10.5 11 11.5
t/:8 t/s

Figure 14: Unstable power and energy inflow to actuator system without power-flow supervision.

is activated in the second experiment. The adaptation-gains u in Fig. 16 correspondingly drop to a value which allows the
stable operation of the filter. The leakage factor v also drops to values of 0 in the phases where the power-flow constraint is
violated. Fig. 17 shows the power and energy outflow due to the initially unstable behavior. The maximum power-outflow is
constrained to approximately 3 W. In the energy-outflow plot, a slight energy outflow can be observed after the stabilization
of the test. The reason for this effect is stick-slip friction effects which are not compensated for by the actuator control. The
remaining interface gap may cause the energy outflow which does not result in a unstable behavior. Finally, learning curve
and time-domain synchronization plots in Fig. 18 show the stabilization effect of the proposed algorithm: Despite the fact
that displacement peaks initially occur, the system is stabilized after a timespan of less than 0.5 s. After the stabilization,
the adaptation continues and results in a synchronization between the virtual and the experimental component. Note that
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Figure 15: Unstable learning curve and interface synchronization without power-flow supervision.

the displacement peaks can be prevented in a practical application by the application of a peak or comb filter to the actuator
input. To summarize, the proposed approach enables the stabilization of an initially unstable test with a nonlinear spring. After
stabilization, the adaptation-gain settles and the system finally reaches interface synchronization.
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Figure 16: adaptation gain and leakage factor with activated power-flow supervision

6 Conclusion

In this paper, we propose a method to update the parameters of an adaptive feedforward filter in a hybrid test based on the
power-outflow from the actuator and control system. In order to investigate the influence of the algorithm’s parameters, we
make use of a simple purely numerical case. The study leads to the following conclusions:

e Step size A a,, defines the convergence speed of the adaptation gain u. High values can lead to lower values of p.

e Step size A;a, defines the convergence speed of the leakage factor v. Higher values can reduce the peak values of
power-outflow but increase the settling time.

e The power-outflow limit P;;,,, has only a slight influence on the final value of the adaptation gain but higher values reduce
the peak interface gap.

The method has been applied to an experimental test case which coupled a physical cubic spring with a virtual mass-spring-
damper system. The results showed that the proposed method helped to stabilize the filter with initially unstable filter behavior.
The instability is caused by the high adaptation gain. The adaptation gain is updated as a reaction to the power-outflow from
the actuator system and settles to a positive value. This allows the filter coefficient to converge such that the interface is
synchronized. In other cases where adaptation with the chosen filter parameters is impossible such as for a high phase error
of P,,, the passivity constraint is maintained and the adaptation gain u is taken down to zero. This means that the adaptation

qur
has failed but possibly damaging behavior is prevented.
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Figure 18: Learning curve and interface synchronization with activated power-flow supervision.
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/.2 Summary

The publication presents an improved adaptive feed-forward filtering algorithm that utilizes
substructure power measurements to schedule the adaption gain and regularization parameter of
the controller. The following conclusions can be inferred

1) Adaptive feed-forward filtering with passivity-based gain scheduling mitigates instability
caused by excessive adaption gains

2) The adaption gain steps down in discrete decrements and the size of the decrement
determines how quickly the stability of the system will be restored.

The passivity observer is unobtrusive to the function of the adaptive feed-forward filter. Hence,
there are no disadvantages of superposing the passivity observer on to the adaptive feed-forward
filter for any given system. When acceptable adaption gains are used, passivity-based gain
scheduling will not trigger. Future work will investigate more sophisticated adaptive feed-forward
filters incorporating passivity observers to move the adaption gain in both directions thereby
allowing the gain to be raised when possible, for faster convergence.
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Chapter 8

Passivity based Adaptive Delay Compensation for Real-time
Hybrid Testing

8.1 Context

This chapter presents a technical article introducing a novel passivity based adaptive delay
compensation scheme to mitigate actuator delay in real-time hybrid tests. Experimental results
on a nonlinear real-time hybrid test system are used to validate its effectiveness whilst comparing
the performance obtained with that of a state-of-the-art adaptive delay compensation scheme,
identifying the unique advantages offered by the new scheme.

The state-of-the-art compensation scheme (discussed in detail in the paper), is based on using the
substructure position error at the zero crossings to quantify the effective delay in the transfer
system. However, the novel passivity-based scheme utilizes the substructure energy error to
quantify the actuator delay. Both schemes employ a least squares 2" order polynomial
extrapolation scheme to predict the actuator response ahead of the identified delay.

A positive energy error indicates lag introduced at the transfer system of the hybrid test. As the
energy error in the system feeds the delay compensator, larger energy errors will lead to greater
identified delays, which when compensated, eliminate some lag in the hybrid test. This in turn
leads to smaller energy errors and thus smaller identified delays until the energy error is
sufficiently small resulting in little to no lag in the actuator response. In this steady state
configuration, the net energy added to the hybrid test by the actuator will be minimal, as will be
the transfer system effective delay.
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Summary—This paper presents a novel passivity based
adaptive delay compensation (PBADC) scheme for
cancelling actuator dynamics in real-time hybrid testing.
This scheme uses the energy added to the system by
actuation hardware, to quantify a variable delay, which is
subsequently used for delay compensation. It offers the
advantage of correcting for tracking errors and instability
in hybrid tests and can be implemented without any
information of the actuator’s dynamics. Thus, it offers an
advantage over most conventional actuator dynamics
mitigation schemes which require an accurate model of the
actuator prior to testing. Experimental results compare
the performance of PBADC with that of a state-of-the-art
adaptive delay compensation scheme based on position. It
was found that PBADC continuously updates the delay
estimate whilst the position based scheme only updates the
delay when the system crosses zero. The performance of
both schemes were found to be similar for sinusoidal
inputs, mitigating phase lags of up to 35.6 degrees at 10Hz
in the hybrid system tested. PBADC requires no extra
hardware as it can be run on the same hardware used to
drive the actuator, enabling an affordable solution
applicable to a wide range of hybrid tests.

I. NOMENCLATURE

AE = Net energy added at the transfer system

Pp = Physical substructure power

Py = Numerical substructure power

Fp = Physical substructure force

Vp = Physical substructure velocity

Fy = Numerical substructure force

Vy = Numerical substructure velocity

PBADC = Passivity based adaptive delay compensation
B = Passivity controller gain

7 = Identified delay

x; = y-coordinate of data point

y; = y-coordinate of data point

X = matrix of polynomials of x;

y = Polynomial function used in delay compensation
a; = Polynomial coefficients for delay compensator

N = Order of polynomial function in delay compensator
n = Number of data points for delay compensation

Jonathan L. du Bois
Department of Mechanical
Engineering, University of Bath
Bath, United Kingdom

Andrew R. Plummer

Department of Mechanical
Engineering, University of Bath
Bath, United Kingdom

II. INTRODUCTION

Real-time hybrid testing involves separating systems into
numerical and physical substructures which are tested in
parallel with actuators and force sensors used for real-time data
transfer. Actuator lag is a notable problem in hybrid testing as
it results in tracking errors and can lead to instability.
Conventional schemes of addressing this issue are based on the
identification of an accurate model of the actuator, which is
then inverted and applied as a feed-forward controller to
mitigate actuator lag. However, fixed models are often
inaccurate, particularly in Thybrid tests where actuator
behaviour is mnonlinear and/or affected by the physical
substructure. PBADC offers a compensation strategy where the
actuator delay estimate is online and dynamic, enabling
adaptive compensation for nonlinear hybrid tests, as well as
linear hybrid tests experiencing variable delays in the actuator.
The scheme requires no information of the hybrid system or
actuation hardware prior to testing and can therefore be easily
implemented.

III. METHODOLOGY

In a hybrid test excited at the numerical substructure,
displacements calculates in the virtual subsystem of the hybrid
test are applied to the physical substructure via actuators. Load
cells are often used to measure forces at the physical
substructure which are fed back to the numerical substructure
to close the loop of the hybrid test. There is a calculated
energy flow from the numerical substructure to the physical
substructure, and an actual energy flow from the actuator to the
physical substructure, and these are in general different due to
actuator tracking errors. The energy flowing from the actuator
may exceed that intended by the numerical substructure. This
surplus of energy leads to tracking errors and potential
instability in hybrid tests.

The proposed passivity based adaptive delay compensation
(PBADC) scheme is based on regulating the energy flow in the
hybrid test. The existence of a delay in the actuator’s response
can cause its energy output to exceed the correct magnitude.
Hence, the difference between the real energy imparted to the
physical substructure and the virtual energy calculated by the
numerical substructure, is used as a control signal in the
passivity controller which outputs a delay estimate
subsequently used for delay compensation. The passivity
controller used is a simple proportional controller acting on the
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substructure energy error. A delay compensation scheme as
utilized in Wallace et al. [1] is used with the identified delay to
compensate for actuator dynamics. The delay estimate grows
as long as there is positive spurious energy injection by the
actuator into the hybrid test. As delay compensation mitigates
phase lag in the actuator, the spurious energy injection will
tend to decrease. As the energy error reaches zero, so does the
identified delay and the delay compensation will in turn lead to
synchronization between substructure responses.

The real (physical) and virtual powers are evaluated by
taking the product of force and velocity. For the numerical
substructure, these quantities are easily accessible from the
real-time model of the virtual subsystem. For the physical
substructure these quantities arc obtained using sensor
measurements. The load cell measures physical substructure
force whilst physical substructure velocity can be obtained
using actuator displacement information. The passivity based
delay compensator can be run on the same hardware used to
drive the actuator resulting in low implementation costs.

The power flow calculated by the numerical substructure
Py is given by

Py = FyVy

where Fy and Vy are the numerical substructure force and
velocity respectively. Similarly, the physical substructure
power Pp is given by

Pp = FuVp

where Fp and Vp are the physical substructure force and
velocity respectively. The delay 1 identified by the passivity
controller is given by the following equation where B is the
passivity controller gain. By integrating the spurious power
injected by the actuator, the net energy can be obtained.

t
fzsf (Po — Py)dt
0

The delay compensator used with this adaptive scheme is
the polynomial forward predictive scheme presented in [1].
The delay compensator fits a polynomial function to the past
response of the numerical substructure based on a least squares
approximation as detailed in [2] and subsequently in [1]. This
polynomial function is used to predict the response of the
substructure time t ahead so the delay of the actuator can be
cancelled by using this predicted signal as the actuator demand.
As described in [1], a polynomial function in x of order N with
coefficients a; (where i = 0, .... N) can be expressed as

y = qg+a;x+ .+ ayx"

Given n input-output data points (xg, ¥o), -+ - (Xn_1, Yu_1)
with polynomial coefficients @y, .....ay, the equation of the
curve is given by

Yo [1 Xo xq? x5 -‘ Qo

nl_lt x %2 . x|
Lo ; J

Yn-1 [1 Xno1 XEq xN_1lan

Hence, in matrix form, the equation for a polynomial fit can
be expressed as

y = Xa

This is solvable by premultiplying by the matrix transpose
such that X"y = X"Xa. The matrix can then be inverted
directly to obtain the following solution

a=XTX)"xTy

The hybrid test block diagram with the delay compensator
and passivity controller are illustrated in fig. 1.

Delay
NN
A

Numerical
substructure

Physical
substructure

A [

Load cell
———p Force

e Position
fffffff > Encrgy
~p Delay

Fig. 1. Controlled hybrid test block diagram

IV. EXPERIMENTAL SETUP

In order to demonstrate the passivity based adaptive delay
compensation scheme, a single degree of freedom nonlinear
real-time hybrid test system was set up. The numerical
substructure consisted of a lumped parameter mechanical
system of a mass suspended on a linear spring and viscous
damper whilst the physical substructure consisted of a
stiffening spring. A diagrammatic view of the system is shown
in fig. 2.

|——— Excitation force

Physical

substructure

Numerical substructure

Fig. 2. Mechanical system to be emulated by hybrid test

The stiffening behavior of the physical substructure was
achieved by connecting two linear springs perpendicularly to
the actuator such that displacement dependent stiffening is
achieved much like a Duffing oscillator. Fig 3a shows the
experimental system consisting of the actuator connected to the
physical substructure. A zoomed in view of the physical
substructure is given in fig 3b.
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For actuation, a Copley STA2508S electromagnetic linear
actuator is used which runs in position control mode, with
cascaded current and velocity control loops as shown in fig. 4.
For real-time control, a Simulink Real-time Target is used to
execute the position and velocity loops whilst the current loop
runs in the Xenus XTL motor driver. Due to nontrivial friction
acting on the actuator shaft, a simple Coulomb friction
compensator as proposed by Eamcharoenying et al. [4] is
utilized, although due to the complex nature of the friction,
complete elimination of friction is not achieved albeit it is
reduced to a notable extent.
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Fig. 4. Actuator control system structure [5]

Table | presents the parameters of the hybrid test. The
results presented in section IV compare the output of the hybrid
tests with that of the emulated system, i.e. the true system to be
replicated. The emulated system was created in simulation after
identification of the physical substructure force profile using
the load cell.

TABLE 1.

HYBRID TEST PARAMETERS

Numerical Physical Copley STA2508S
substructure substructure actuator
Mass: 1kg Force profile Peak force 625N
Damper rate: Ei(i‘ Sg rlliiceil?)enitven Continuous stall
10Ns/m by‘_’ £ force 75.1N
Stiffness: F Peak acceleration
P 2

1kN/m = 0.0014x3 542m/s

+2.13x Maximum speed

4.7m/s

V. EXPERIMENTAL RESULTS

The aforementioned hybrid test and its emulated system
simulation were excited at the numerical substructure using a
stepped sine force input from 0-40s. Frequencies of 0.1, 1, 5,
10, 20Hz were applied at times 0, 20, 25, 30, 35s. The
amplitude of the force input for each step was chosen such that
the physical substructure vibration amplitude would be Smm,
to maintain consistency among tests given the displacement
dependent stiffness of the physical substructure. The hybrid test
position response of the physical substructure with and without
passivity based delay compensation is plotted against the
response of the emulated system in fig. 5a-5f. The response of
the hybrid test with the application of an adaptive delay
compensation scheme by Wallace et al. [1] is also shown for
comparison. The passivity based compensator monitors the
energy flow of the system throughout the hybrid test to identify
the delay in the transfer system whilst the scheme by Wallace
et al. [1] identifies the delay in the system based on the
substructure position gap measured at the zero crossings.
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Fig. 5. Compensated hybrid test responses a) physical substructure position
envelope, b-f) zoomed in views of physical substructure position at
frequencies of 0.1, 1, 5, 10, 20Hz, g) identified delay
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Fig. 5b illustrates that the hybrid test response at 0.1Hz is
very oscillatory. Whilst following the 0.1Hz demand, the
system also exhibits a limit cycle at 8.3Hz. This is an artefact
caused by the nonlinear friction of the actuator as described in
[3]. At low velocities, the actuator phase lag due to friction is
high resulting in an unstable system. As velocity grows due to
the instability, the actuation forces dominate over the forces of
friction and the system becomes stable once again, manifesting
as a limit cycle at the natural frequency of the system [3].

1t can be seen that the oscillatory nature of the response at
0.1Hz is greatly reduced with the application of passivity based
delay compensation. The delay compensation alleviates some
of the phase lag of the actuator which enables the stability of
the system to be restored at lower velocities thereby leading to
a smaller limit cycle. The delay compensation by Wallace’s
adaptive scheme too exhibits a reduction in the amplitude of
the limit cycle, however to a smaller extent. Particularly, as
seen in fig. Sa, Wallace’s compensation scheme does not show
an improvement in the response until after 5s. This is due to the
nature of adaption as scen in fig. 5g, which plots the delay
identification of both compensators in the hybrid test.

The passivity based delay compensator updates the delay
identification in real-time as the transfer system net energy is
continuously monitored. However, Wallace’s method which
only updates the delay identification at the zero crossing is scen
to respond much slower with the delay being updated only at 5,
10, and 15s for the 0.1Hz response. This means that a finite
number of cycles will be required to allow Wallace’s adaptive
delay compensator to converge and for low frequency signals,
this may lead to large settling times. Moreover, as the method
only updates the delay when the measured position crosses
zero, the scheme will not be directly applicable when the
system response has no zero crossings (eg: when excited by
step or ramp inputs). In such cases, passivity based delay
compensation poses a unique advantage.

At 1Hz as shown in fig. 5c, both compensators successfully
mitigate the limit cycle oscillation seen in the hybrid test
response without compensation. At 1Hz, the time at which the
system is at low velocities is smaller resulting in a less
significant limit cycle. At 5Hz, the response without
compensation is seen to be similar to that of the emulated
system in fig. 5d. In fig. Se, the amplitude of oscillation of the
uncompensated hybrid test exceeds that of the emulated
system. This phenomenon takes place because the excitation
frequency of 10Hz is near the resonant frequency of the system
(8.3Hz as secen from the limit cycle). Both compensation
schemes are seen to mitigate this effect. There is notable phase
lag in the uncompensated hybrid test responses at 10Hz and
20Hz as seen in fig. Se and 5f. A phase lag of 35.6degrees is
seen at 10Hz and 35.3degrees at 20Hz in fig. 5e and fig. 5f
respectively. As earlier, both compensation schemes are seen to
effectively mitigate this phase lag although Wallace’s method
achieves this with greater accuracy to that of the emulated
system than the passivity based method.

In fig. 5g, it is evident that the delay estimates of both
schemes are similar after 30s (10Hz and 20Hz tests). However

from 0-30s the Wallace delay compensation scheme takes
longer to identify the transfer system delay due to its discrete
operation at the zero crossings compared to the continuous
operation of the passivity based method.

VI. CONCLUSION

The performance of a novel passivity based adaptive delay
compensator for real-time hybrid tests have been assessed. The
scheme has been shown to improve stability and tracking in a
single degree of freedom nonlinear real-time hybrid test.
Performance of the scheme has been compared with that of a
state-of-the-art adaptive delay compensation strategy and in
performance was seen to be largely similar. However, the
novel passivity based approach enables the advantage of
continuous monitoring of the actuator delay unlike the state-of-
the-art method. This enables faster convergence whilst also
being applicable to systems that do not cross zero. Therefore,
PBADC is envisaged to be particularly useful with non-
sinusoidal drive signals such as steps or unidirectional inputs
where the system does not return to its original position. Future
work will see further investigations in this regard whilst testing
the scheme in multi-degree of freedom systems with
nonlinearities in the numerical substructure as well.

ACKNOWLEDGMENT

This work has been supported through funding from the
Engineering and Physical Sciences Research Council, grant
reference EP/N032829/1.

REFERENCES

[1] M. L. Wallace, D. J. Wagg, and S. a. Neild, “An
adaptive polynomial based forward prediction
algorithm for multi-actuator real-time dynamic
substructuring,” Proc. R. Soc. A Math. Phys. Eng. Sci.,
vol. 461, no. May 2004, pp. 3807-3826, 2005.

[2] E. Kreyszig, Advanced engineering mathematics, 8th
ed. New York: Wiley, 1999,

[3] L. D. H. Peiris, A. R. Plummer, and J. L. Du Bois,
“Passivity Control for Nonlinear Real-time Hybrid
Tests,” Proc. Inst. Mech. Eng. Part 1J. Syst. Control
Eng., 2020.

[4] P. Eamcharoenying, A. Hillis, and J. Darling,
“Friction compensation using Coulomb friction model
with zero velocity crossing estimator for a force
controlled model in the loop suspension test rig,”
Proc. Inst. Mech. Eng. Part CJ. Mech. Eng. Sci., vol.
230, no. 12, pp. 2028-2045, Jun. 2015.

[5] L. D. H. Peiris, A. Plummer, and J. du Bois,
“Normalised Passivity Control for Robust Tuning in
Real-time Hybrid Tests,” Int. J. Robust Nonlinear
Control, 2020.

124



8.2 Summary

A novel passivity based adaptive delay compensation scheme has been developed and tested on
an experimental nonlinear real-time hybrid test system. The following conclusions were inferred.

1) Passivity based adaptive delay compensation allows the effective delay of the actuator in
real-time hybrid tests to be mitigated, resulting in similar performance to that of the
tested state-of-the-art adaptive delay compensation scheme.

2) Unlike the tested state-of-the-art scheme which activates at the zero crossings, passivity
based adaptive delay compensation is continuously active thus enabling compensation
even for tests where the system does not return to the zero position.

For such adaptive delay compensation schemes, the process of identifying the effective delay in
the transfer system is of paramount importance. Both the passivity based adaptive delay
compensation scheme and the state-of-the-art adaptive delay compensation scheme have unique
means of identifying this delay as detailed below. The effective delay is represented by T and
plotted in the publication in figure 5g.

For the passivity based adaptive delay compensator, the effective delay is identified as a
proportion of the spurious energy injection. The existence of a non-zero effective delay will
manifest as positive net energy injections into the hybrid test. Thus, the effective delay variable
fed to the delay compensator is given by equation (3), where B, Ep and Ey are the user specified
passivity controller gain, the total energy injected into the hybrid test by the actuator, and the
energy leaving the numerical substructure, respectively.

7= B(Ep—Ey) (3)

The energy leaving the numerical substructure is readily available from the numerical component
of the hybrid test. This is the integral of the product of the numerical substructure force and
velocity. The energy injected by the actuator into the hybrid test is obtained by integrating the
product of the actuator velocity (obtained using encoder measurements) and the physical
substructure force (measured using the load cell in the test rig).

As the delay identification is fed into the adaptive delay compensator, the effective delay in the
system is reduced which results in a more passive system, i.e. smaller net power injections from
the actuator. When the system is passive, i.e. the actuator injects zero net power into the hybrid
test, the delay identification reaches an equilibrium. As such, passivity-based delay compensation
is continuously active throughout the test.

The delay identification scheme for the state-of-the-art adaptive delay compensation as outlined
in [29] is given by the following algorithm. The numerical substructure displacement is given by
xXy-
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If x)y changes sign from negative to positive (rising edge) or positive to negative (falling edge),
Calculate the adaptive forward prediction parameter p:

Prn1 = Pn T ae? (4)

Where e is the substructure gap error, and @ and y are user specified
parameters. a is known as the adaption gain parameter and y sets the
rate of convergence which must be greater than or equal to 1.

Note: The + relates to whether the signal is rising edge (+) or falling edge (-).

Next, the delay is identified using the following equation:
T=At(P+ p) (5)

End

Where At is the sample timestep size, and P is the fixed initial number of timesteps to be
forward predicted. P is set at zero to allow delay compensation to be fully adaptive.

The above delay identification procedures are implemented in the numerical environment of the
real-time hybrid test so as to augment the input to the actuation hardware.

Table 4 indicates the parameters of the compensation schemes used in the above study.
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Table 4: Parameters used in the passivity based and state-of-the-art adaptive delay compensation
schemes

Parameter Value

Passivity Based Adaptive Delay Compensation:
Passivity controller gain (B) 1.3s/]

State-of-the-art Adaptive
Delay Compensation [29]:

Adaption gain parameter (@) 120
Convergence exponent (y) 1
Fixed initial number of timesteps (P) 0

Polynomial Delay Compensator Parameters:

Order of least squares fitting scheme (N) 2

Number of data points used for curve fitting (n) 3

Stepped sine excitation force at the numerical e 15.8N at 0.1Hz, for 20s
substructure e 17.8N at 1Hz, for 5s

e 11.0N at 5Hz, for 5s
e 4.8N at 10Hz, for 5s
e 162N at 20Hz, for 5s

Solver:
Program execution sample time 0.001s
Numerical solver ODE4 Runge-Kutta (Fixed step)

The passivity-based scheme offers a new means of achieving actuator delay cancellation in real-
time hybrid tests. For most cases, its usage is equally feasible to that of the position-based
adaptive delay compensation scheme used as a benchmark to compare performance gains in the
paper. However, unlike with the state-of-the-art scheme which updates the delay at the zero
crossings, continuous delay adaption is expected to enable faster convergence particularly for low
frequency excitations where fewer zero crossings are seen per given period. Moreover, for
specific tests where zero crossings are not seen, passivity-based delay compensation will still
function, enabling continuous mitigation of actuator dynamics.
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Chapter 9
Conclusions and Future work

9.1 Conclusions

A number of passivity-based schemes for real-time hybrid testing have been developed, tested
and analysed in this thesis. To begin with, a simple proportional passivity controller acting on the
net energy of the transfer system was designed and tested in simulation. Preliminary analysis
indicated the effectiveness of the simple control scheme in improving performance of stable
systems by reducing oscillation and restoring stability of inherently unstable hybrid test
simulations. Unlike most transfer dynamics compensation strategies, passivity control required no
information of the actuator dynamics.

In the second publication presented in this thesis, passivity control was applied to a real-time
hybrid test of a nonlinear system actuated by an electromagnetic actuator with nonlinear friction.
It serves as an experimental validation of the simulation results. As expected, following the
simulations in the first publication, passivity control stabilized the hybrid test made unstable due
to a stiff physical substructure whilst improving performance by suppressing unwanted
oscillations caused by friction in the actuator. Performance at low frequency was seen to surpass
that of a linear 2" order model-based compensator which was unable to accurately capture the
nonlinearities in the actuator response. At high frequency the dynamics of the actuator was seen
to result in a notable phase lag in the hybrid test which could not be eliminated with passivity
control alone. However, it was shown that passivity control and model-based compensation used
together enabled high stability as well as good demand tracking to be simultaneously achieved.
The modularity and unobtrusiveness of passivity control was thus demonstrated making it
suitable for a range of hybrid tests as a standalone application or a scheme to complement
existing linear lag compensation strategies in the presence of model error or transient
nonlinearities.

However, three main limitations were found with the simple energy based proportional passivity
control scheme.

1) The output of the passivity controller was sensitive to the magnitude of the energy
flowing in the system — this resulted in the amount of passivity damping applied being
dependant on the amplitude, frequency and type of the excitation signal. To counter this
effect, the controller needs to be retuned each time operating conditions are changed.

2) By acting on the integral of the power error, the passivity controller not only responds to
the present state of the hybrid test but also to the response history since the start of the
test. As such, it tends to act continuously even when stabilizing damping action is no
longer required.

3) High levels of harmonic distortion are seen in the output when large controller gains are
used — High controller gains resulting in volatile damper rates were seen to induce high
levels of total harmonic distortion. The user of passivity control therefore needs to
identify an acceptable trade off between overall stability and tracking.
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4) Targeted improvements in tracking could not be achieved — as the scheme was based on
damping the numerical substructure, it was unable to result in targeted tracking
improvements although it could be tuned to achieve specified design criteria if such
information was available. Information of the emulated system performance is often
unavailable however in the testing phase. Nevertheless, simplified reduced order
simulations of the emulated systems may be used to identify approximate performance
criteria which can be used to tune the passivity controller.

Passivity control with a normalised power variable enabled limitation 1) mentioned above to be
alleviated and the results presented in publication 3 of chapter 5 illustrated the independence of
the scheme on the magnitude of the excitation signal. Moreover, the normalised passivity
controller was seen to enable more damping to be applied near the turning points of the
response where stability is low, and less damping when good stability and tracking are seen. Thus,
limitation 2) posed by the initial controller design was alleviated. Low pass filters were also
incorporated in the design to enable more sophisticated forms of control over the simple
proportional control scheme employed in the initial passivity controller design. The effects of
tuning the filter coefficients and controller gains were assessed and tuning configurations to
achieve good stability with acceptable nonlinear distortion have been identified.

Nonetheless, as passivity control is based on damping out instabilities in the system, it is unable to
improve tracking performance in hybrid tests. Results in publication 2 have shown scope for lag
cancellation when used with linear model-based compensation strategies, however this requires
the actuator response to be predictable and pre-determined by a mathematical model. Such
models are not always available for compensator design particularly in systems where actuator
behaviour is affected by the physical substructure or in systems where actuator behaviour is
inherently nonlinear. Therefore, in publication 4, the improved passivity controller was used
together with an adaptive lag compensator for hybrid tests in order to alleviate limitation 4).

Results in publication 4 illustrated the effectiveness of passivity control and adaptive feedforward
filtering in real-time hybrid tests where unstable systems were seen to be first stabilized by
passivity control and then synchronized with respect to the emulated system with adaptive
feedforward filtering. The damping action of the passivity controller was seen to slowly decrease
overtime as the adaptive feedforward filter converged the substructure gap error towards zero
thereby indicating high compatibility between schemes. The combined strategy was also tested in
a discontinuous hybrid test with a step change in numerical substructure parameters which
resulted in instability without passivity control. It was found that passivity control enabled
stability in the system to be maintained in the presence of the discontinuity allowing the adaptive
feedforward filter to adapt to the new gap error and achieve substructure synchronisation in the
steady state. In publication 5, another use of passivity control in hybrid testing was highlighted, as
it was employed to schedule the parameters of the adaptive feedforward filter. The passivity-
based scheme successfully prevented the instability triggered due to inappropriate controller
gains, by adjusting the adaption gain and regularisation parameter of the adaptive feed-forward
filter thereby suppressing the net power injection by the actuator.

The final publication in this thesis explores a different concept of using passivity in real-time
hybrid tests. A novel adaptive delay compensation scheme was explored where the net energy
surplus added to the hybrid test by the actuator was used to quantify a delay variable. The
identified delay was used to compensate for the actuator dynamics with a least square based 2"
order delay compensation scheme. The hybrid system response with passivity-based adaptive
delay compensation was compared with the response of the system compensated by a state-of-
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the-art adaptive delay compensation scheme, and similar performance was found. Despite the
comparable performance, the passivity-based scheme offers unique advantages over the state-of-
the-art scheme such as its continuous monitoring of the delay. This allows for more rapid and
smoother adaption as opposed to the benchmark scheme which only measures and adapts the
delay estimation at the zero crossings of the system. Thus, the new scheme offers a niche in
hybrid tests required to operate in unidirectional tests or for systems excited by step inputs
where zero crossings do not take place. This novel scheme also alleviates limitation 4) described
above.

As such, four novel passivity-based compensation strategies for real-time hybrid tests have been
developed with successive methods overcoming the limitations and improving the functionality of
preceding schemes. The simple energy based proportional passivity controller is a quick and easy
solution that offers stability, whilst the normalised scheme brings a more versatile approach
which maintains the modularity and compatibility with other transfer dynamics compensation
schemes. The passivity based adaptive delay compensator was seen to enable actuator lag to be
eliminated from the hybrid test. It resulted in similar performance to that of a state-of-the-art
method while at the same time offering special benefits due to its unique means of quantifying
the delay in the transfer system.

The enablement of the use of passivity control in real-time hybrid testing has a multitude of
implications to engineering systems in areas such as automotive, aerospace, mechanical and
energy. The prime feature that makes passivity control attractive is its simplicity and ability to
alleviate the problem of instability in any hybrid test. All measurements and signals required to
run the passivity controller are obtainable from the sensors already in use, and the passivity
controller itself can be run in the same hardware driving the actuator. This makes passivity control
in hybrid testing an inexpensive and therefore attractive solution for use in industry.

With its ease of use, unobtrusiveness and modularity, passivity control shines not only as a
standalone solution, but also as a tool to complement other transfer dynamics compensation
schemes as a buffer to maintain stability. For example, a hybrid test compensated with a linear
transfer dynamics cancellation scheme would be susceptible to instability in the face of a stiff
impact, without passivity control in the system. Further, if used with an adaptive scheme like
adaptive feed-forward filtering, passivity control will hold the system in a stable state until the
filtering scheme converges to resynchronise substructure displacements after the impact.

Moreover, many industrial applications of hybrid testing such as the testing of automotive active
suspensions, wave energy conversion devices and flight testing involve setting up a crucial
component of the system as the physical substructure. Such components are likely to be
prototypes which cannot be readily replaced if damaged or are expensive to manufacture. With
product development deadlines and other limited resources to manage, it is expected that many
industries will find passivity control an attractive solution for hybrid tests, predominantly as a
safety feature to prevent damage to crucial components by maintaining stability.

Moreover, with instability no longer a risk with passivity control in real-time hybrid testing, a
whole new range of hybrid test applications are envisaged. For example, more tests incorporating
human operators in the loop may emerge resulting in the possibility of new research in areas such
as space exploration. The development of improved biomimetic prosthetics with greater user
integration in the testing stage is also envisaged given the guarantee of safety provided by
passivity control.
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9.2 Contributions

The major contributions made by the author through this thesis are summarized below.

1) The development of an energy-based passivity control scheme for real-time hybrid tests.

2) The experimental validation of the passivity control scheme in a real-time hybrid test with
nonlinearity in the physical substructure and actuation hardware.

3) Demonstration of the use of passivity control with a state-of-the-art model-based
compensation strategy to illustrate the complementation of both schemes.

4) The development of a revised (normalised) passivity controller algorithm with
performance insensitive to excitation amplitude.

5) Application of the normalised passivity controller with a recently developed adaptive lag
compensation scheme to enable stability and synchronised substructure displacements to
be achieved without prior information of actuator dynamics.

6) The application of passivity control as a gain scheduling tool in an adaptive lag
compensation scheme to prevent instability caused by inappropriate control parameters.

7) The development of a novel passivity based adaptive delay compensation scheme to
mitigate phase lag in real-time hybrid test systems.

9.3 Future work and Closing remarks

The growth of knowledge through research is powered by the development and flow of ideas.
With the manifestation of every new solution from every novel idea, there will always be
direction for further improvement. The flow of research connecting new and preceding ideas
together, form an iterative process of advancement resulting in the creation of further enhanced
solutions and new technology, as time progresses. Such is the case for the work presented
through this thesis as well. With the development and implementation of a number of passivity-
based schemes for real-time hybrid tests, the following areas for improvement remain free to
explore to further strengthen the integration of passivity control in real-time hybrid test systems
of the future.

Although parametric changes in the normalised passivity controller have been linked to changes
in performance and qualitative guidelines for filter tuning are provided, there is scope for the
development of a heuristic method of tuning passivity controllers for real-time hybrid tests. Much
like the Ziegler-Nichols method for tuning PID controllers, a similar scheme for tuning passivity
controllers is expected to be a very useful tool to complement the work developed herein.

Another promising area of future work lies in the use of passivity control with hybrid tests of
multiple degrees of freedom, where two or more actuators would be used to displace the physical
substructure. Such tests would monitor the passivity of several actuators and thus possibilities for
research in this regard may begin with the adaptation of the single actuator passivity control
schemes proposed through this thesis, to such systems. The use of a single passivity controller
acting on a weighted mean of the spurious power injections of each actuator may or may not be a
solution superior to having several passivity controllers monitoring each actuator independently.
Alternatively, passivity control schemes embedded into the control loop of the actuator may
enable higher gains to be used in the control of the actuator resulting in high performance which
would otherwise have caused an unstable control system. Such areas are yet to be explored and
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future work in this direction is expected to be highly beneficial to the field of real-time hybrid
testing.

To conclude with, it is worth mentioning that the above suggested research ideas and scope for
improvement do not dwarf the contributions made through this thesis. The identification of a
scheme that maintains stability in real-time hybrid tests is highly beneficial and forms a major
milestone in the chronological growth of hybrid testing. In a world where computing technology
sees rapid growth and simulation capabilities rise at strong rates, there is a global shift towards
the use of more hybrid and simulation-based techniques over conventional full-scale
experimentation. With passivity control and hybrid testing, the scope for such future
developments are immensely increased through a safe and cost-effective solution attractive to
researchers and industry alike.
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