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## Notation

We denote the sets of real and complex numbers by $\mathbb{R}$ and $\mathbb{C}$, respectively. Furthermore, we denote the set of integers by $\mathbb{Z}$ and the set positive integers by $\mathbb{N}$. We define $\mathbb{Z}_{+}:=\mathbb{N} \cup\{0\}$ and $\mathbb{R}_{+}:=[0, \infty)$. For $\alpha>0$, we define $\mathbb{D}_{\alpha}:=\{z \in \mathbb{C}:|z|<\alpha\}$ and $\mathbb{E}_{\alpha}:=\{z \in \mathbb{C}:|z|>\alpha\}$, and for $\alpha \in \mathbb{R}$, we define $\mathbb{C}_{\alpha}:=\{s \in \mathbb{C}: \operatorname{Re}(s)>\alpha\}$. For convenience, we label $\mathbb{D}:=\mathbb{D}_{1}$ and $\mathbb{E}:=\mathbb{E}_{1}$. Furthermore, we set $\partial \mathbb{D}:=\{z \in \mathbb{C}:|z|=$ $1\}$ and $\operatorname{clos}(\mathbb{E}):=\{z \in \mathbb{C}:|z| \geq 1\}$.
If $\tau \in \mathbb{Z}_{+}$, then we define $\tau:=\{0,1, \ldots, \tau\}$ and $\bar{\tau}:=\{\tau, \tau+1, \ldots\}$. Furthermore, for $t \in \mathbb{R}$, we define $\lfloor t\rfloor$ to be the greatest integer less than or equal to $t$, and $\lceil t\rceil$ to be the smallest integer greater than or equal to $t$. We note that $\lfloor t / 2\rfloor+\lceil t / 2\rceil=t$ for all $t \in \mathbb{Z}_{+}$.

For two nonempty sets $S_{1}, S_{2}$, we denote the Minkowski sum of $S_{1}$ and $S_{2}$ by $S_{1}+S_{2}$, that is,

$$
S_{1}+S_{2}=\left\{s_{1}+s_{2}: s_{1} \in S_{1}, s_{2} \in S_{2}\right\}
$$

For a normed vector space $U$, we denote the norm on $U$ by $\|\cdot\|_{U}$. When $U$ is finitedimensional, since all norms are equivalent, we will drop the subscript $U$ notation and will just write $\|\cdot\|$. Moreover, for a Hilbert space $W$, we denote the inner product on $W$ by $\langle\cdot, \cdot\rangle_{W}$. If $W=\mathbb{C}^{n}$ or $\mathbb{R}^{n}$, then we shall simply write $\langle\cdot, \cdot\rangle$ and take the inner product to be the standard complex or real inner product, respectively.

For $\xi \in U$ and $r>0$, we define

$$
\mathbb{B}_{U}(\xi, r):=\left\{\zeta \in U:\|\zeta-\xi\|_{U}<r\right\} \quad \text { and } \quad \operatorname{clos}\left(\mathbb{B}_{U}(\xi, r)\right):=\left\{\zeta \in U:\|\zeta-\xi\|_{U} \leq r\right\},
$$

and, when the context is clear, we shall drop the subscript $U$. Further, in the case that $U=\mathbb{C}^{m \times p}$ or $\mathbb{R}^{m \times p}$, if the context is clear, we shall write $\mathbb{B}_{\mathbb{C}}(\xi, r):=\mathbb{B}_{\mathbb{C}^{m \times p}}(\xi, r)$ and $\mathbb{B}_{\mathbb{R}}(\xi, r):=\mathbb{B}_{\mathbb{R}^{m \times p}}(\xi, r)$.

For Banach spaces $V, V_{1}$ and $V_{2}$, we denote by $\mathcal{L}\left(V_{1}, V_{2}\right)$ the space of bounded linear operators mapping $V_{1} \rightarrow V_{2}$. We set $\mathcal{L}(V):=\mathcal{L}(V, V)$. In addition to this, we denote the spectrum of $M \in \mathcal{L}(V)$ by $\sigma(T)$. In the finite-dimensional case, we say that a square matrix $M$ is Schur if its spectral radius is less than one, or, equivalently, if $\sigma(M) \subseteq \mathbb{D}$. Additionally, we say that $M$ is Hurwitz if every eigenvalue of $M$ has negative real part.

We denote the adjoint of $M \in \mathcal{L}(W)$ by $M^{*}$, and, in the case that $W=\mathbb{R}^{n}$, we shall denote the transpose of $M$ by $M^{T}$. If $M \in \mathcal{L}(W)$ is self-adjoint, then we say that $M$ is positive semi-definite if $\langle\xi, M \xi\rangle_{W} \geq 0$ for all $\xi \in W$, and positive definite if $\langle\xi, M \xi\rangle_{W}>0$ for all $\xi \in W \backslash\{0\}$. In the former, we write that $M \geq 0$, and in the latter we write that $M>0$. Similarly, we say that $M$ is negative semi-definite if $-M \geq 0$,
and negative definite if $-M>0$. We write these properties as $M \leq 0$ and $M<0$, respectively.
For a given function $v: \mathbb{T} \rightarrow U$ and $\tau \in \mathbb{T}$, where $\mathbb{T}=\mathbb{R}_{+}, \mathbb{R}, \mathbb{Z}_{+}$or $\mathbb{Z}$, we define $\Lambda_{\tau} v: \mathbb{T} \rightarrow U$ by $\left(\Lambda_{\tau} v\right)(t)=v(t+\tau)$ for all $t \in \mathbb{T}$. Depending on the sign of $\tau$, we shall call this function a left or right shift of $v$ and may also say that $\Lambda_{\tau}$ is the left or right shift operator (of magnitude $\tau$ ). We set $v^{+}:=\Lambda_{1} v$ for all $v: Z \rightarrow U$, where $Z=\mathbb{Z}_{+}$or $\mathbb{Z}$. Moreover, for $\tau \in \mathbb{Z}_{+}$and $u: \mathbb{Z}_{+} \rightarrow U$, we define the truncation of $u$ of magnitude $\tau$ by

$$
\left(\pi_{\tau} u\right)(s):= \begin{cases}u(s), & \text { if } s \in \underline{\tau} \\ 0, & \text { if } s \in \overline{\tau+1}\end{cases}
$$

If $\alpha>0$, we define the Hardy space

$$
H_{\alpha}^{\infty}(V):=\left\{\mathbf{H}: \mathbb{E}_{\alpha} \rightarrow V: \mathbf{H} \text { is holomorphic and bounded }\right\}
$$

endowed with the norm

$$
\|\mathbf{H}\|_{H_{\alpha}^{\infty}}:=\sup _{z \in \mathbb{E}_{\alpha}}\|\mathbf{H}(z)\|_{V}
$$

In the situation that $\alpha=1$, we set $H^{\infty}(V):=H_{1}^{\infty}(V)$, and if, additionally, $V=\mathbb{C}^{p \times m}$, then we may sometimes write $H_{p \times m}^{\infty}:=H_{1}^{\infty}(V)$.
For $Z=\mathbb{Z}_{+}$or $\mathbb{Z}$, we denote the set of functions $v: Z \rightarrow U$ by $U^{Z}$. Moreover, for $p \in[1, \infty)$, we let $\ell^{p}\left(\mathbb{Z}_{+}, U\right)$ denote the subspace of $U^{\mathbb{Z}_{+}}$such that

$$
\sum_{k=0}^{\infty}\|v(k)\|_{U}^{p}<\infty
$$

endowed with the norm

$$
\|v\|_{\ell^{p}}:=\left(\sum_{k=0}^{\infty}\|v(k)\|_{U}^{p}\right)^{1 / p}
$$

Furthermore, for $\rho>0$, we define the weighted $\ell^{2}$ space

$$
\ell_{\rho}^{2}\left(\mathbb{Z}_{+}, U\right):=\left\{v \in \ell^{2}\left(\mathbb{Z}_{+}, U\right):\left(\sum_{k=0}^{\infty}\|v(k)\|_{U}^{2} \rho^{2 k}\right)^{1 / 2}<\infty\right\}
$$

with norm

$$
\|v\|_{\ell_{\rho}^{2}}:=\left(\sum_{k=0}^{\infty}\|v(k)\|_{U}^{2} \rho^{2 k}\right)^{1 / 2}
$$

We let $\ell^{\infty}(Z, U)$ be the subspace of $U^{Z}$ such that $\sup _{k \in Z}\|v(k)\|_{U}<\infty$, endowed with the norm $\|v\|_{\ell \infty}:=\sup _{k \in Z}\|v(k)\|_{U}$.
The preimage of a set $W \subseteq U$ under a function $f: U \rightarrow U$ is denoted by $f^{-1}(W)$, and in the situation where $W=\{\xi\}$, a singleton set, we shall abuse notation and write $f^{-1}(\xi)=f^{-1}(\{\xi\})$. The cardinality of $f^{-1}(W)$ is denoted by $\# f^{-1}(W)$.
Finally, we abbreviate the phrase "almost everywhere" to "a.e.".

## Chapter 1

## Introduction

In this thesis, we investigate stability and convergence properties of forced Lur'e systems [81], with a focus on the discrete-time setting. Illustrated in Figure 1.1, Lur'e systems comprise a linear system in the forward path and a static nonlinearity in the feedback path. The study of these types of system constitutes absolute stability theory,


Figure 1.1: Lur'e system with linear part $\Sigma$, nonlinearity $f$, output $y$ and input $v$
which seeks to conclude stability via the interplay of frequency-domain properties of the linear component and sector properties of the nonlinearity. As early as the 1940s, Lyapunov approaches have been used to infer global asymptotic stability of unforced Lur'e systems (see, for example, [53, 66, 71]). Moreover, input/output methods, pioneered by Sandberg and Zames in the 1960s, have been utilised to deduce $L^{2}$ and $L^{\infty}$ stability (see, such as, [31, 121]).

An interesting notion associated with general controlled nonlinear systems is that of input-to-state stability (ISS). Originating in the paper [110], roughly, ISS guarantees a natural boundedness property of the state, in terms of initial conditions and inputs. It is a well-documented area of research, see for example [28, 61, 62], the survey papers [27, 113] and the forthcoming references. In the context of forced Lur'e systems, much work has been completed in determining the extent to which assumptions that guarantee absolute stability, can be extended to also ensure ISS [7, 58, 59, 107, 108, 109]. A well-known quality of ISS systems is the 0 -converging-input converging-state property which, roughly, means that when inputs converge to zero, so do corresponding state trajectories. Recently, in the paper [15], a general notion of a converging-input converging-state (CICS) property was defined, and sufficient conditions were presented that guarantee that forced continuous-time Lur'e systems exhibit this property. We note that ISS results from the paper [107] were applied to prove the main results.

A related concept to ISS is incremental ISS, which is concerned with bounding the difference of two state trajectories in terms of the difference of initial conditions and the difference of inputs. For background information regarding incremental stability notions for general nonlinear systems, we refer the reader to [5], which constructs a
suite of Lyapunov methods for incremental ISS for finite-dimensional, continuous-time nonlinear control systems. Related ideas, which have been explored in the contexts of contraction methods and convergent systems, can be found in [2, 63, 99] and the references therein.
Frequently in the literature (see, for example, [7, 15, 107, 108]), forced Lur'e systems of the form

$$
\begin{equation*}
x^{+}=A x+B f(y)+B v, \quad y=C x, \tag{1.1}
\end{equation*}
$$

or

$$
\begin{equation*}
x^{+}=A x+B f(y)+v, \quad y=C x \tag{1.2}
\end{equation*}
$$

or continuous-time analogues, where $A, B$ and $C$ are appropriately sized matrices, $v$ is a forcing function, and $f$ is a nonlinear function, have been considered in an ISS or CICS framework. We call the variables $x$ and $y$ the state and output, respectively. Of key interest to us in this thesis, is the investigation of stability and convergence properties of a more general system, namely

$$
\begin{equation*}
x^{+}=A x+B f(y+w)+B_{\mathrm{e}} v, \quad y=C x+D f(y+w)+D_{\mathrm{e}} v \tag{1.3}
\end{equation*}
$$

where, in addition to the setup for the previous two systems, $B_{\mathrm{e}}, D$ and $D_{\mathrm{e}}$ are appropriately sized matrices and $w$ is a disturbance function. The system (1.3) has potentially nonzero feedthrough (i.e. $D$ need not be 0 ), forcing arising through external matrices ( $B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ ) and output disturbances (i.e. $w$ ). The inclusion of the function $w$ in (1.3) is to model errors. For example, errors naturally arise in practical applications from the action of feeding back the output. As we shall see in this thesis, systems of the form (1.3) encompass many other (even seemingly more general) systems. One such is the 'four-block' Lur'e system [40, 47], which is a forced Lur'e system where the input and output spaces are split in two, and only one part of the output is utilised for feedback purposes and is fed back into one part of the input. We comment that the investigation of stability and convergence properties of the more general system given by (1.3), is an entirely nontrivial extension of that of (1.1) and (1.2), as we shall prove.
In the forthcoming presentation, we shall be interested not only with finite-dimensional Lur'e systems of the form (1.3), but also with infinite-dimensional ones. By this, we mean that $A, B, B_{\mathrm{e}}, C, D$ and $D_{\mathrm{e}}$ are bounded linear operators, each mapping from a Banach space to a Banach space, $f$ is a nonlinear vector-valued function, and $v$ and $w$ are also vector-valued.
A further theme of this thesis, is the extent to which almost periodic forcing leads to almost periodic state and output trajectories of forced Lur'e systems. Almost periodic functions are a generalisation of the notion of continuous periodic functions, and were first conceived by Harold Bohr in the 1920s [16]. They are frequently used in the theory of differential and difference equations (see, for example, [34, 52, 105, 128]), and much work has been attributed to the theory. Indeed, several further generalisations of the notion have been developed (see, for example, [14]). In this thesis, we shall concern ourselves with providing sufficient conditions for when state and output trajectories of forced Lur'e systems converge asymptotically to almost periodic functions, when under forcing that converge asymptotically to almost periodic functions.
The layout of the thesis is as follows. In Part I we consider finite-dimensional forced Lur'e systems. In particular, in Chapter 2, we extend the ISS results of [108] to systems of the form (1.3), and then utilise these to obtain discrete-time analogues of the

CICS results of [15], but which holds for systems of the form (1.3). Moreover, we also investigate stability and convergence properties of the output of (1.3), which is a nontrivial exercise in the situation that $D \neq 0$. In [15], the continuous-time version of (1.2) is considered, and in [108], the authors investigate (1.2). Neither paper considers output stability or convergence, owing to the fact that without feedthrough, these are immediately obtained from stability and convergence properties of the state, respectively. In Chapter 3, we present sufficient conditions for when (1.3) exhibits a semi-global version of incremental ISS, and determine hypotheses that guarantee that asymptotically almost periodic inputs generate asymptotically almost periodic state and output trajectories. The final chapter of Part I is Chapter 4, where we once again investigate ISS and CICS of (1.3), but with different hypotheses to those presented in Chapter 2. Indeed, we develop sufficient conditions that allow for potentially superlinear nonlinearities, which differs from Chapter 2, where the nonlinearity is assumed to satisfy a linear bound. We comment that the chapter is inspired by [7], where similar assumptions are used to deduce ISS of the continuous-time version of (1.1).
Moving on to Part II, our attention here concerns infinite-dimensional forced Lur'e systems. In Chapter 5, by imposing stronger assumptions than that given in Part I of this thesis, we deduce exponential incremental ISS and convergence properties of the infinite-dimensional version of (1.3). The final chapter of this thesis is Chapter 6 , which utilises the results of Chapter 5 to obtain stability of an infinite-dimensional sampleddata integral control system. We delay giving a thorough background of integral control and sampled-data integral control until Chapter 6, and so we refer the reader there for a review of the relevant literature. What we will say here, however, is that in sampleddata control, a continuous-time system is controlled by a discrete-time controller. One may think of this discrete-time controller as a processor of a digital computer.

Finally, this thesis concludes with several appendices. Appendix A provides a proof for the proposition that the existence of a certain function guarantees ISS of (1.3). Moreover, Appendix B presents a convergence result for a discrete-time control system with an asymptotically stable equilibrium, and Appendix C gives a thorough presentation of almost periodic functions over the time domains $\mathbb{R}, \mathbb{R}_{+}, \mathbb{Z}$ and $\mathbb{Z}_{+}$.
We close this introduction by stating that some of the results of this thesis have been either accepted for publication or submitted for publication (see [38]-[42]).

## Part I

## Finite-dimensional Lur'e systems

## Chapter 2

## Stability and convergence properties of discrete-time Lur'e systems

In this chapter, we concern ourselves with stability and convergence properties of a class of discrete-time control systems illustrated by Figure 1.1. As mentioned in the introduction, these systems are termed Lur'e systems and their study constitutes absolute stability theory. In the interest of not repeating ourselves, we refer the reader to the introduction for more details. Moreover, we also refer the reader there for background and brief descriptions of ISS and the CICS property. What we shall recall here, is that in the paper [15], a general notion of the CICS property was defined, and sufficient conditions were presented that guarantee that forced continuous-time Lur'e systems, of the form

$$
\begin{equation*}
\dot{x}=A x+B f(y)+v, \quad x(0)=x^{0}, \quad y=C x \tag{2.1}
\end{equation*}
$$

where $A, B$ and $C$ are appropriately sized matrices, $f$ is a nonlinear function and $v$ is a forcing function, exhibit this property. Interestingly, ISS results from the paper [107] were utilised to prove the main results.
Presently, we concern ourselves with discovering discrete-time analogues of the results of [15], although in a more general setting. To illustrate what we mean by this, we are interested in the discrete-time Lur'e system given by (1.3), where $A, B, B_{\mathrm{e}}, C, D$ and $D_{\mathrm{e}}$ are appropriately sized matrices, $f$ is a nonlinear function, $v$ is a forcing function and $w$ may be perceived to be an output disturbance. As discussed in the introduction, this is a much more general system than (1.1) and (1.2), and so allows for a larger class of potential applications. Moreover, as we shall see in this chapter, the investigation of the stability and convergence properties of this system is a nontrivial generalistion of that of (1.1) and (1.2). Now, as previously mentioned, the main results of [15] utilise ISS results from [107]. With the intention of acting in a similar manner but for the system (1.3), we shall require discrete-time ISS results for (1.3). The paper [108] provides sufficient criteria for (1.2) being ISS, and [106] gives conditions that guarantee ISS of systems of the form

$$
x^{+}=A x+B f(y)+B v, \quad y=C x+D f(y)+D v
$$

Unfortunately these results cannot be applied to (1.3), and so the present chapter thus involves forming generalised versions of the ISS results of [108], which are then
applicable to (1.3). Once we have obtained these results, we shall then apply them to yield discrete-time versions (in the more general setting of (1.3)) of the main results of [15].

In addition to the previous, we also investigate stability and convergence properties related to the output, namely, input-to-state/output stability and the converging-input converging-state/output property. The papers [108] and [15] do not consider these notions, owing to that fact that, for systems without feedthrough, any stability and convergence properties of the state apply immediately to the output. However, when the feedthrough matrix is nonzero, these are nontrivial notions, as we shall see.

The chapter is organised as follows. We begin in Section 2.1 by presenting preliminary definitions and results. Indeed, we give relevant theory concerning linear difference equations and, in particular, discuss linear output feedback via a method commonly referred to as "loopshifting" (see, for example, [44, pp.98-106]). We also use a version of the bounded real lemma in order to obtain results regarding quadratic forms. Moving on to Section 2.2 , we prove the previously mentioned input-to-state/output stability results for forced discrete-time Lur'e systems of the form (1.3). In Section 2.3, we concern ourselves with convergence properties of these systems, and this section is the aforementioned discrete-time extension of [15]. Finally, in Section 2.4, we highlight the generality of our forced Lur'e system by applying the previous results to 'four-block' Lur'e systems.

### 2.1 Preliminaries

In this initial section, we begin by recalling notions of comparison functions and by presenting relevant results. Following this, we collect theory of linear discrete-time systems and then give key results involving quadratic forms that will underpin the main results of the next section. Finally, we discuss the Lur'e system that is central to our study.

### 2.1.1 Comparison functions

We start with the following definition.
Definition 2.1.1. We define

$$
\mathcal{K}:=\left\{\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}: \alpha(0)=0, \alpha \text { strictly increasing and continuous }\right\},
$$

and

$$
\mathcal{K}_{\infty}:=\left\{\alpha \in \mathcal{K}: \lim _{s \rightarrow \infty} \alpha(s)=\infty\right\}
$$

Furthermore, we define $\mathcal{K} \mathcal{L}$ to be the set of functions $\psi: \mathbb{R}_{+} \times \mathbb{Z}_{+} \rightarrow \mathbb{R}_{+}$such that: for each fixed $t \in \mathbb{Z}_{+}$, the function $\psi(\cdot, t) \in \mathcal{K}$; and, for each fixed $s \in \mathbb{R}_{+}$, the function $\psi(s, \cdot)$ is non-increasing and $\lim _{t \rightarrow \infty} \psi(s, t)=0$.

We comment that comparison functions will appear frequently in the forthcoming stability analysis.

We shall now present a series of properties of comparison functions. We begin with the following two results, which we shall not prove since they are easy to do so.

Lemma 2.1.2. The addition, multiplication, minimum, maximum or composition of a finite number of functions in $\mathcal{K}$ (respectively, $\mathcal{K}_{\infty}$ ) is also in $\mathcal{K}$ (respectively, $\mathcal{K}_{\infty}$ ). Furthermore, the inverse of a $\mathcal{K}_{\infty}$ function exists and is itself a $\mathcal{K}_{\infty}$ function.
Lemma 2.1.3. Let $\alpha \in \mathcal{K}$. Then

$$
\alpha\left(s_{1}+s_{2}\right) \leq \alpha\left(2 s_{1}\right)+\alpha\left(2 s_{2}\right) \quad \forall s_{1}, s_{2} \in \mathbb{R}_{+} .
$$

The next two results each present an unboundedness property of certain $\mathcal{K}_{\infty}$ functions.
Lemma 2.1.4. Let $\varepsilon>0$ and $\alpha \in \mathcal{K}_{\infty}$. The following statements hold.

$$
\begin{equation*}
\sqrt{(1+\varepsilon) s}-\sqrt{s} \rightarrow \infty \text { as } s \rightarrow \infty \tag{i}
\end{equation*}
$$

(ii)

$$
\alpha(\sqrt{(1+\varepsilon) s})(1+\varepsilon) s-\alpha(\sqrt{s}) s \rightarrow \infty \text { as } s \rightarrow \infty
$$

Proof. We begin by noting the following two trivial identities. The first is that

$$
\begin{equation*}
\sqrt{a+b} \leq \sqrt{a}+\sqrt{b} \quad \forall a, b \geq 0 \tag{2.2}
\end{equation*}
$$

which is obtained by recalling that

$$
(a+b)^{2} \geq a^{2}+b^{2} \quad \forall a, b \geq 0
$$

The second identity is that

$$
\begin{equation*}
a-b=\frac{a^{2}-b^{2}}{a+b} \quad \forall a, b>0 . \tag{2.3}
\end{equation*}
$$

By combining (2.2) and (2.3), we see that

$$
\sqrt{(1+\varepsilon) s}-\sqrt{s}=\frac{\varepsilon s}{\sqrt{(1+\varepsilon) s}+\sqrt{s}} \geq \frac{\varepsilon s}{(2+\sqrt{\varepsilon}) \sqrt{s}}=\frac{\varepsilon}{2+\sqrt{\varepsilon}} \sqrt{s} \quad \forall s>0 .
$$

This tends towards $\infty$ as $s \rightarrow \infty$, hence giving statement (i). As for statement (ii), since $\alpha \in \mathcal{K}_{\infty}, \alpha$ is strictly increasing and so

$$
\begin{aligned}
\alpha(\sqrt{(1+\varepsilon) s})(1+\varepsilon) s-\alpha(\sqrt{s}) s & \geq \alpha(\sqrt{(1+\varepsilon) s})(1+\varepsilon) s-\alpha(\sqrt{(1+\varepsilon) s}) s \\
& =\alpha(\sqrt{(1+\varepsilon) s}) \varepsilon s \quad \forall s>0
\end{aligned}
$$

This again tends to $\infty$ as $s \rightarrow \infty$, whence completing the proof.
Lemma 2.1.5. Let $\alpha, \beta \in \mathcal{K}_{\infty}$ and define $\gamma \in \mathcal{K}_{\infty}$ by

$$
\gamma(s):=\min \{\alpha(s), \beta(s)\} \quad \forall s \geq 0
$$

If, for some $\varepsilon>0$,

$$
\begin{equation*}
\lim _{s \rightarrow \infty}(\alpha((1+\varepsilon) s)-\alpha(s))=\infty \quad \text { and } \quad \lim _{s \rightarrow \infty}(\beta((1+\varepsilon) s)-\beta(s))=\infty, \tag{2.4}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{s \rightarrow \infty}(\gamma((1+\varepsilon) s)-\gamma(s))=\infty \tag{2.5}
\end{equation*}
$$

Proof. Assume that, for some $\varepsilon>0$, (2.4) holds. Define $d(s):=\gamma((1+\varepsilon) s)-\gamma(s)$, for all $s \geq 0$. Fix $M \geq 0$ and let $s_{\alpha} \geq 0$ and $s_{\beta} \geq 0$ be such that

$$
\alpha((1+\varepsilon) s)-\alpha(s) \geq M \quad \text { and } \quad \beta((1+\varepsilon) s)-\beta(s) \geq M
$$

for all $s$ greater than or equal to $s_{\alpha}$ and $s_{\beta}$, respectively. The existence of such constants is guaranteed by (2.4). We claim that $d(s) \geq M$ for all $s \geq \max \left\{s_{\alpha}, s_{\beta}\right\}$. To see this, fix $s \geq \max \left\{s_{\alpha}, s_{\beta}\right\}$ and consider the following four cases. The first two cases comprise (i) $\gamma((1+\varepsilon) s)=\alpha((1+\varepsilon) s)$ and $\gamma(s)=\alpha(s)$, and (ii) $\gamma((1+\varepsilon) s)=\beta((1+\varepsilon) s)$ and $\gamma(s)=\beta(s)$. Both of these cases trivially imply that $d(s) \geq M$. The next case is (iii) $\gamma((1+\varepsilon) s)=\alpha((1+\varepsilon) s)$ and $\gamma(s)=\beta(s)$. This implies that $\alpha((1+\varepsilon) s) \leq \beta((1+\varepsilon) s)$ and $\beta(s) \leq \alpha(s)$. We therefore see that

$$
d(s)=\alpha((1+\varepsilon) s)-\beta(s) \geq \alpha((1+\varepsilon) s)-\alpha(s) \geq M
$$

The final case: (iv) $\gamma((1+\varepsilon) s)=\beta((1+\varepsilon) s)$ and $\gamma(s)=\alpha(s)$, is proven similarly and thus is omitted. Since $M$ was arbitrary, we have therefore shown that (2.5) holds, completing the proof.

The following is a useful relationship between two $\mathcal{K}_{\infty}$ functions.
Lemma 2.1.6. Let $\alpha, \beta \in \mathcal{K}_{\infty}$ and $\mu \geq 0$. Then there exists $\gamma \in \mathcal{K}_{\infty}$ such that

$$
\gamma(s+\beta(s))(s+\beta(s))^{2} \leq \alpha(s) \quad \forall s \in[0, \mu]
$$

Proof. To begin with, if $\mu=0$ then the result is trivial and so let us assume that $\mu>0$. For convenience, define $\psi(s):=s+\beta(s)$ for all $s \geq 0$, and note that $\psi \in \mathcal{K}_{\infty}$ from Lemma 2.1.2. We further define $\lambda:=(\psi(\mu))^{2}>0$ and

$$
\gamma(s):=\frac{1}{\lambda} \alpha\left(\psi^{-1}(s)\right) \quad \forall s \geq 0
$$

We then have, again from Lemma 2.1.2, that $\gamma \in \mathcal{K}_{\infty}$, and also that

$$
\gamma(s) \leq \frac{\alpha\left(\psi^{-1}(s)\right)}{s^{2}}=\frac{\alpha\left(\psi^{-1}(s)\right)}{\left(\psi\left(\psi^{-1}(s)\right)\right)^{2}} \quad \forall s \in(0, \psi(\mu)]
$$

This in turn implies that

$$
\gamma(\psi(s))(\psi(s))^{2} \leq \alpha(s) \quad \forall s \in[0, \mu]
$$

thus completing the proof.
We conclude this discussion of comparison functions with the subsequent two lemmas. They can be found in [108, Lemma 14] and [108, Proposition 19] respectively, but are presented here for completeness.

Lemma 2.1.7. Let $\alpha \in \mathcal{K}_{\infty}$. The following statements hold.
(i) There exists $\gamma \in \mathcal{K}_{\infty}$ such that

$$
s_{1} s_{2} \leq s_{1} \alpha\left(s_{1}\right)+\gamma\left(s_{2}\right) \quad \forall s_{1}, s_{2} \geq 0
$$

(ii) For every $\varepsilon>0$,

$$
\alpha\left(s_{1}+s_{2}\right) \leq \alpha\left((1+\varepsilon) s_{1}\right)+\alpha\left(\left(1+\varepsilon^{-1}\right) s_{2}\right) \quad \forall s_{1}, s_{2} \geq 0
$$

(iii) Define $\tilde{\alpha} \in \mathcal{K}_{\infty}$ by $\tilde{\alpha}(s):=\sqrt{s} \alpha(\sqrt{s})$. For every $\varepsilon>0$, there exists $\eta \in \mathcal{K}_{\infty}$ such that

$$
\tilde{\alpha}\left(s_{1}-s_{2}\right) \leq \tilde{\alpha}\left((1+\varepsilon) s_{1}\right)-\eta\left(s_{2}\right) \quad \forall s_{1} \geq s_{2} \geq 0,
$$

and $\eta(s) / \sqrt{s} \rightarrow \infty$ as $s \rightarrow \infty$.
Lemma 2.1.8. Let $\alpha \in \mathcal{K}_{\infty}$ and $\varepsilon>0$. Assume that

$$
\lim _{s \rightarrow \infty}(\alpha((1+\varepsilon) s)-\alpha(s))=\infty
$$

and define $\eta: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$by

$$
\eta(s):=\inf _{\sigma \in[0, \infty)}(\alpha((1+\varepsilon)(s+\sigma))-\alpha(\sigma)) \quad \forall s \geq 0 .
$$

Then $\eta \in \mathcal{K}_{\infty}$ and

$$
\alpha\left(s_{1}-s_{2}\right) \leq \alpha\left((1+\varepsilon) s_{1}\right)-\eta\left(s_{2}\right) \quad \forall s_{1} \geq s_{2} \geq 0 .
$$

### 2.1.2 Linear systems theory and linear output feedback

Our attention now turns towards the theory of linear difference equations. Indeed, we shall consider the following system:

$$
\left.\begin{array}{r}
x^{+}=A x+B u+B_{\mathrm{e}} v  \tag{2.6}\\
y=C x+D u+D_{\mathrm{e}} v,
\end{array}\right\}
$$

where

$$
\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{n \times q} \times \mathbb{R}^{p \times n} \times \mathbb{R}^{p \times m} \times \mathbb{R}^{p \times q},
$$

$u \in\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$and $n, m, p, q \in \mathbb{N}$. We shall call the variables $x$ and $y$ in (2.6) the state and output, respectively, and we will label $u$ and $v$ as inputs or forcing.

In order to ease notation, we make the following conventions.
Definition 2.1.9. (i) We set

$$
\mathbb{L}:=\mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{n \times q} \times \mathbb{R}^{p \times n} \times \mathbb{R}^{p \times m} \times \mathbb{R}^{p \times q} .
$$

(ii) For $\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right) \in \mathbb{L}$, we label

$$
\Sigma:=\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right) .
$$

The following remark gives some motivation of the study of (2.6).

Remark 2.1.10. For a given $\Sigma \in \mathbb{L}$, (2.6) encompasses seemingly more general systems. Indeed, the linear difference equation

$$
\left.\begin{array}{rl}
x^{+} & =A x+B u+v_{1} \\
y & =C x+D u+v_{2},
\end{array}\right\}
$$

where $v_{1} \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}}$and $v_{2} \in\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$, is a special case of (2.6) if we take $B_{\mathrm{e}}:=\left(\begin{array}{ll}I & 0\end{array}\right)$, $D_{\mathrm{e}}:=\left(\begin{array}{ll}0 & I\end{array}\right)$ and $v:=\left(\begin{array}{ll}v_{1} & v_{2}\end{array}\right)^{T}$.

We now make a series of definitions associated with (2.6), beginning with the following.
Definition 2.1.11. Let $\Sigma \in \mathbb{L}$. We denote by $\mathbf{G}$ the transfer function of $\Sigma$ (or of (2.6)) from $u$ to $y$, that $i s$,

$$
\mathbf{G}(z)=C(z I-A)^{-1} B+D
$$

for all $z \in \mathbb{C}$ for which the right-hand side makes sense.
As seen in much of the literature (see, for example, [40, 47, 107, 108]), it is often convenient to talk in terms of the behaviour of systems of the form (2.6), hence motivating the following definition.

Definition 2.1.12. Let $\Sigma \in \mathbb{L}$. We define the behaviour of the linear system (2.6) as

$$
\begin{aligned}
& \mathcal{B}^{\operatorname{lin}}(\Sigma):=\left\{(u, v, x, y) \in\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}:\right. \\
&(u, v, x, y) \text { satisfies }(2.6)\},
\end{aligned}
$$

and, when the context is clear, we shall suppress this to simply $\mathcal{B}^{\text {lin }}$.
We also give the following terminology.
Definition 2.1.13. Let $\Sigma \in \mathbb{L}$. We say that $\Sigma$ is: controllable if $(A, B)$ is, observable if $(A, C)$ is, stabilisable if $(A, B)$ is, and detectable if $(A, C)$ is.

We are now interested in linear output feedback matrices of state-space systems. For motivation of the sequel, let $\Sigma \in \mathbb{L}, K \in \mathbb{R}^{m \times p}$ and $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$. If we set $\tilde{u}:=u-K y$, then (2.6) gives that

$$
\begin{aligned}
x^{+} & =A x+B K y+B \tilde{u}+B_{\mathrm{e}} v \\
y & =C x+D K y+D \tilde{u}+D_{\mathrm{e}} v .
\end{aligned}
$$

Moreover, if $I-D K$ is invertible, then the output equation can be written as

$$
y=(I-D K)^{-1} C x+(I-D K)^{-1} D \tilde{u}+(I-D K)^{-1} D_{\mathrm{e}} v
$$

which in turn implies that

$$
\begin{aligned}
x^{+}= & \left(A+B K(I-D K)^{-1} C\right) x+\left(B+B K(I-D K)^{-1} D\right) \tilde{u} \\
& +\left(B_{\mathrm{e}}+B K(I-D K)^{-1} D_{\mathrm{e}}\right) v .
\end{aligned}
$$

We hence see that $(\tilde{u}, v, x, y) \in \mathcal{B}^{\operatorname{lin}}(\tilde{\Sigma})$, where $\tilde{\Sigma} \in \mathbb{L}$ has linear components given by the matrices

$$
\begin{gathered}
A+B K(I-D K)^{-1} C, \quad B+B K(I-D K)^{-1} D, \quad B_{\mathrm{e}}+B K(I-D K)^{-1} D_{\mathrm{e}} \\
(I-D K)^{-1} C x, \quad(I-D K)^{-1} D, \quad(I-D K)^{-1} D_{\mathrm{e}}
\end{gathered}
$$

The previous argument is often termed "loop shifting" (see, for example, [44, pp.98106]), although in classical loopshifting, $B_{\mathrm{e}}=B$ and $D_{\mathrm{e}}=D$.
With the above in mind, we now make the following definition.
Definition 2.1.14. Let $\mathbb{F}:=\mathbb{R}$ or $\mathbb{C}$ and $D \in \mathbb{F}^{m \times p}$. We define the set of admissible feedback matrices of $D$ (over $\mathbb{F}$ ) by

$$
\mathbb{A}_{\mathbb{F}}(D):=\left\{L \in \mathbb{F}^{m \times p}: I-D L \text { is invertible }\right\}
$$

We note that, trivially, $0 \in \mathbb{R}^{m \times p}$ is admissible for all $D \in \mathbb{C}^{p \times m}$ and $\mathbb{A}_{\mathbb{F}}(0)=\mathbb{F}^{m \times p}$. A characterisation of admissibility is now given.
Lemma 2.1.15. Let $D, L \in \mathbb{C}^{m \times p}$. Then $I-D L$ is invertible if, and only if, $I-L D$ is invertible, and, in which case,

$$
\begin{equation*}
L(I-D L)^{-1}=(I-L D)^{-1} L \tag{2.7}
\end{equation*}
$$

Proof. To begin with, assume that $I-D L$ is invertible and note that

$$
\begin{aligned}
\left(L(I-D L)^{-1} D+I\right)(I-L D) & =L(I-D L)^{-1} D-L(I-D L)^{-1} D L D+I-L D \\
& =L(I-D L)^{-1}(I-D L-(I-D L)) D+I \\
& =I
\end{aligned}
$$

In a similar fashion we may also obtain that $(I-L D)\left(L(I-D L)^{-1} D+I\right)=I$, whence giving that $I-L D$ is invertible. The reverse implication can be proven in a similar manner, and so we leave it to the reader. To conclude the proof, we note the identity

$$
(I-L D) L=L-L D L=L(I-D L)
$$

gives (2.7) if we apply $(I-L D)^{-1}$ and $(I-D L)^{-1}$ on the left- and right-hand sides, respectively.

For ease of notation, we make the next definition.
Definition 2.1.16. Let $\Sigma \in \mathbb{L}$ and $L \in \mathbb{A}_{\mathbb{C}}(D)$. We define the matrices

$$
\begin{gathered}
A^{L}:=A+B L(I-D L)^{-1} C, \quad B^{L}:=B+B L(I-D L)^{-1} D \\
C^{L}:=(I-D L)^{-1} C, \quad D^{L}:=(I-D L)^{-1} D
\end{gathered}
$$

Remark 2.1.17. Let $\Sigma \in \mathbb{L}$.
(i) If $L \in \mathbb{A}_{\mathbb{C}}(D)$, then from Lemma 2.1.15, we see that

$$
\begin{equation*}
B^{L}=B+B(I-L D)^{-1} L D=B(I-L D)^{-1} \tag{2.8}
\end{equation*}
$$

In the subsequent work, this alternate definition of $B^{L}$ will some times be more useful than the original definition, and hence we shall use both interchangeably.
(ii) If $L \in \mathbb{A}_{\mathbb{R}}(D)$, then $A^{L}, B^{L}, C^{L}$ and $D^{L}$ are all real matrices.

The following lemma is a formal declaration of the loopshifting discussion given before Definition 2.1.14.

Lemma 2.1.18. Let $\Sigma \in \mathbb{L}$ and $L \in \mathbb{A}_{\mathbb{C}}(D)$. Then $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ if, and only if, ( $u, v, x, y$ ) satisfies

$$
\left.\begin{array}{rl}
x^{+} & =A^{L} x+B^{L}(u-L y)+\left(B_{\mathrm{e}}+B^{L} L D_{\mathrm{e}}\right) v,  \tag{2.9}\\
y & =C^{L} x+D^{L}(u-L y)+(I-D L)^{-1} D_{\mathrm{e}} v
\end{array}\right\}
$$

Proof. The proof follows the method outlined in the discussion given immediately prior to Definition 2.1.14, and so we shall be brief. Let $(u, v, x, y) \in \mathcal{B}^{\operatorname{lin}}$. Then $(I-D L) y=$ $C x+D(u-L y)+D_{\mathrm{e}} v$ and so, trivially, $y=C^{L} x+D^{L}(u-L y)+(I-D L)^{-1} D_{\mathrm{e}} v$. With this in mind, by recalling Lemma 2.1.15 and (2.8), it is easy to see that

$$
\begin{aligned}
x^{+} & =A^{L} x+B u+B_{\mathrm{e}} v-B L(I-D L)^{-1} C x \\
& =A^{L} x+B u+B_{\mathrm{e}} v-B L y+B L D^{L}(u-L y)+B(I-L D)^{-1} L D_{\mathrm{e}} v \\
& =A^{L} x+\left(B+B L D^{L}\right)(u-L y)+B_{\mathrm{e}} v+B^{L} L D_{\mathrm{e}} v \\
& =A^{L} x+B^{L}(u-L y)+\left(B_{\mathrm{e}}+B^{L} L D_{\mathrm{e}}\right) v .
\end{aligned}
$$

Whence, we have shown that $(u, v, x, y)$ satisfies (2.9). The converse implication can be proven by reversing the previous argument and therefore we omit the proof.

Again, for ease of notation, we make the subsequent definition.
Definition 2.1.19. Let $\Sigma \in \mathbb{L}$ and $L \in \mathbb{A}_{\mathbb{C}}(D)$.
(i) We denote the linear components of the feedback system (2.9) by $\Sigma^{L}$, that is,

$$
\Sigma^{L}:=\left(A^{L}, B^{L}, B_{\mathrm{e}}+B^{L} L D_{\mathrm{e}}, C^{L}, D^{L},(I-D L)^{-1} D_{\mathrm{e}}\right) .
$$

(ii) We denote by $\mathbf{G}^{L}$ the transfer function of the system $\Sigma^{L}$ (or of (2.9)), that is,

$$
\mathbf{G}^{L}(z)=C^{L}\left(z I-A^{L}\right)^{-1} B^{L}+D^{L} .
$$

It is routine to show that $\mathbf{G}^{L}=\mathbf{G}(I-L \mathbf{G})^{-1}$.
(iii) For $\mathbb{F}:=\mathbb{R}$ or $\mathbb{C}$, we define the set of stabilising feedback matrices (over $\mathbb{F}$ ) by

$$
\mathbb{S}_{\mathbb{F}}(\mathbf{G}):=\left\{M \in \mathbb{A}_{\mathbb{F}}(D): \mathbf{G}^{M} \in H_{p \times m}^{\infty}\right\} .
$$

The following is, in a sense, an associativity result for admissible feedback matrices.
Lemma 2.1.20. Let $\Sigma \in \mathbb{L}$ and $L \in \mathbb{A}_{\mathbb{C}}(D)$. For $M \in \mathbb{C}^{m \times p}, M \in \mathbb{A}_{\mathbb{C}}\left(D^{L}\right)$ if, and only if, $L+M \in \mathbb{A}_{\mathbb{C}}(D)$, and in which case,

$$
\Sigma^{L+M}=\left(\Sigma^{L}\right)^{M} \quad \text { and } \quad\left(\mathbf{G}^{L}\right)^{M}=\mathbf{G}^{L+M} .
$$

An explicit proof of Lemma 2.1.20 is difficult to find in the literature. We therefore present one in order to preserve completeness.

Proof of Lemma 2.1.20. Let $M \in \mathbb{C}^{m \times p}$. By recalling that $I-D L$ is invertible and by considering

$$
\begin{equation*}
I-D(L+M)=(I-D L)\left(I-(I-D L)^{-1} D M\right)=(I-D L)\left(I-D^{L} M\right) \tag{2.10}
\end{equation*}
$$

it is clear that $I-D(L+M)$ is invertible if, and only if, $I-D^{L} M$ is invertible, i.e. $M \in \mathbb{A}_{\mathbb{C}}\left(D^{L}\right)$ if, and only if, $L+M \in \mathbb{A}_{\mathbb{C}}(D)$. We now assume that $M \in \mathbb{A}_{\mathbb{C}}\left(D^{L}\right)$ and seek to show that $\Sigma^{L+M}=\left(\Sigma^{L}\right)^{M}$. To this end, note that, by using (2.10),

$$
\begin{aligned}
A^{L+M} & =A+B(L+M)(I-D(L+M))^{-1} C \\
& =A+B(L+M)\left(I-D^{L} M\right)^{-1} C^{L}
\end{aligned}
$$

By combining this with the identity

$$
\begin{aligned}
B L\left(I-D^{L} M\right)^{-1} C^{L} & =B L\left(D^{L} M+I-D^{L} M\right)\left(I-D^{L} M\right)^{-1} C^{L} \\
& =B L\left(D^{L} M\left(I-D^{L} M\right)^{-1}+I\right) C^{L} \\
& =B L D^{L} M\left(I-D^{L} M\right)^{-1} C^{L}+B L C^{L}
\end{aligned}
$$

we obtain that

$$
\begin{aligned}
A^{L+M} & =A+B L C^{L}+B L D^{L} M\left(I-D^{L} M\right)^{-1} C^{L}+B M\left(I-D^{L} M\right)^{-1} C^{L} \\
& =A^{L}+\left(B+B L D^{L}\right) M\left(I-D^{L} M\right)^{-1} C^{L} \\
& =A^{L}+B^{L} M\left(I-D^{L} M\right)^{-1} C^{L} \\
& =\left(A^{L}\right)^{M}
\end{aligned}
$$

In the interest of brevity, we omit the rest of the proof, since the other identities can be shown in a similar manner.

Remark 2.1.21. If $\Sigma \in \mathbb{L}$ and $L \in \mathbb{A}_{\mathbb{C}}(D)$, then Lemma 2.1.20 gives that

$$
-L \in \mathbb{A}_{\mathbb{C}}\left(D^{L}\right), \quad\left(\Sigma^{L}\right)^{-L}=\Sigma \quad \text { and } \quad\left(\mathbf{G}^{L}\right)^{(-L)}=\mathbf{G}
$$

Therefore, applying an admissible feedback operator $L$ to $\Sigma$, and then applying $-L$ to $\Sigma^{L}$, yields the original system, as expected.

The following lemma shows that controllability, observability, stabilisability and detectability are preserved after applying feedback matrices.

Lemma 2.1.22. Let $\Sigma \in \mathbb{L}$ and $L \in \mathbb{A}_{\mathbb{C}}(D)$. Then $\Sigma$ is controllable/observable/stabilisable /detectable if, and only if, $\Sigma^{L}$ is controllable/observable/stabilisable/detectable.
Proof. We shall only prove the equivalence for controllable systems, since the proof for observable, stabilisable and detectable systems can be completed in a similar manner. To this end, assume that $\Sigma$ is controllable. We seek to use the Hautus criterion for controllability (see, such as, [69, Theorem 4.3.3]), and thus, we are required to show that $\operatorname{rank}\left(\lambda I-A^{L} \quad B^{L}\right)=n$ for all $\lambda \in \mathbb{C}$. Indeed, let $\lambda \in \mathbb{C}$ and assume that there exists $\xi \in \mathbb{C}^{n}$ such that $\xi^{*}\left(\lambda I-A^{L} \quad B^{L}\right)=0$. This implies that

$$
\xi^{*}\left(\lambda I-A^{L}\right)=0 \text { and } \xi^{*} B^{L}=0
$$

From (2.8), we then see that $\xi^{*} B=0$, which, when combined with the above equality, implies that

$$
\lambda \xi^{*}=\xi^{*} A^{L}=\xi^{*} A
$$

Combining this with the controllability of $\Sigma$ we obtain that $\xi^{*}=0$. Therefore, $\Sigma^{L}$ is controllable. Hence, we have shown that applying an output feedback matrix to a controllable system preserves this property. Thus, for the converse implication, if $\Sigma^{L}$ is controllable, then the controllability of $\Sigma$ is obtained immediately by the use of the feedback matrix $-L$ and Lemma 2.1.20 (see also Remark 2.1.21).

Remark 2.1.23. By combining the previous result with [72, Theorem 2], we see that if $\Sigma \in \mathbb{L}$ is stabilisable and detectable, then

$$
\mathbb{S}_{\mathbb{C}}(\mathbf{G})=\left\{L \in \mathbb{A}_{\mathbb{C}}(D): \sigma\left(A^{L}\right) \subset \mathbb{D}\right\}
$$

We now present a generalisation of [108, Statement (5) of Lemma 6].
Lemma 2.1.24. Let $\Sigma \in \mathbb{L}, r>0$ and $K \in \mathbb{C}^{m \times p}$. Then

$$
\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G}) \Longleftrightarrow\left\|\mathbf{G}^{K}\right\|_{H^{\infty}} \leq 1 / r
$$

We shall not provide a proof of this result since an identical argument used in the proof of [108, Statement (5) of Lemma 6] can be used here. Moreover, a discrete-time version of the proof of [46, Proposition 5.6] would also yield the result.
For given $\Sigma \in \mathbb{L}, K \in \mathbb{R}^{m \times p}$ and $r>0$ such that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$, we give the following key assumption which will be used throughout this chapter:

$$
\left.\begin{array}{l}
\Sigma \text { is (i) controllable and observable, or (ii) stabilisable and detectable and } \\
r \min _{|z|=1}\left\|\mathbf{G}^{K}(z)\right\|<1 \text {. } \tag{A}
\end{array}\right\}
$$

We note that $r \min _{|z|=1}\left\|\mathbf{G}^{K}(z)\right\|<1$ if, trivially, $r<1 /\left\|\mathbf{G}^{K}\right\|_{H^{\infty}}$. The motivation for assumption (A) comes from finding solutions to the bounded real equations, which we shall explain in the next subsection - see Remark 2.1.28.

### 2.1.3 The bounded real lemma and quadratic forms

We shall now give some key results that will underpin our development of this chapter. These results can be seen as a generalisation of the preliminary results of [108]. In particular, we use a version of the bounded real lemma to prove a series of results involving quadratic forms.

For a given $\Sigma \in \mathbb{L}$, the bounded real lemma seeks to conclude the existence of matrices $P, L$ and $W$ satisfying

$$
\left.\begin{array}{rl}
A^{T} P A-P+C^{T} C & =-L^{T} L  \tag{2.11}\\
A^{T} P B+C^{T} D & =-L^{T} W \\
B^{T} P B+D^{T} D & =I-W^{T} W .
\end{array}\right\}
$$

In the literature, the bounded real lemma is presented with differing assumptions. Indeed, for various versions of the result, we refer the reader to references such as $[4,51,108,126]$. The following is one such version, and is sufficient for our purposes.

Lemma 2.1.25. Let $\Sigma \in \mathbb{L}$ and assume that $\|\mathbf{G}\|_{H^{\infty}} \leq 1$. The following statements hold.
(i) If $\Sigma$ is controllable and observable then there exist a positive definite $P=P^{T} \in$ $\mathbb{R}^{n \times n}$ and matrices $L$ and $W$ such that (2.11) holds.
(ii) If $\Sigma$ is stabilisable and detectable and there exists $z_{0} \in \mathbb{C}$ such that $\left|z_{0}\right|=1$ and $\left\|\mathbf{G}\left(z_{0}\right)\right\|<1$, then there exist a positive semi-definite $P=P^{T} \in \mathbb{R}^{n \times n}$ and matrices $L$ and $W$ such that $W$ is positive definite and (2.11) holds.

We comment that statement (i) is [51, Lemma 3.1]. As for statement (ii), this is [108, Lemma 3] in the situation that $D=0$, and [106, Lemma 2.2.3] in the potentially nonzero feedthrough case. We highlight that we may apply these results in the current setting since $B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ play no role in the lemma.

Remark 2.1.26. Interestingly, in [108], an example of $(A, B, C, D) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times$ $\mathbb{R}^{p \times n} \times \mathbb{R}^{p \times m}$ is presented that has the property that $(A, B)$ is not controllable but is stabilisable, $(A, C)$ is detectable, $\|\mathbf{G}(z)\|=\|\mathbf{G}\|_{H^{\infty}}=1$ for all $z \in \partial \mathbb{D}$, and there does not exist a positive semi-definite $P=P^{T} \in \mathbb{R}^{n \times n}$ and matrices $L$ and $W$ satisfying (2.11).

By using the previous lemma, we obtain the following result, which is a generalisation of [108, Corollary 7].

Lemma 2.1.27. Let $\Sigma \in \mathbb{L}, K \in \mathbb{R}^{m \times p}$ and $r>0$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$ and (A) holds. Then there exist a positive semi-definite matrix $P=P^{T} \in \mathbb{R}^{n \times n}$ and constant $\kappa>0$ such that the function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$, defined by $V(\xi):=\langle P \xi, \xi\rangle$ for all $\xi \in \mathbb{R}^{n}$, satisfies, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$,

$$
\left.\left.\begin{array}{rl}
V(x(t+1))-V(x(t)) \leq & -r^{2}\|y(t)\|^{2}+\|u(t)-K y(t)\|^{2} \\
& +\kappa\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|\left(\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|\right.
\end{array}\right)+\|u(t)-K y(t)\|+\|x(t)\|\right) .
$$

Proof. We employ similar arguments to those used to prove [108, Corollary 7]. To this end, we seek to apply Lemma 2.1.25 to the system with linear components given by

$$
\begin{equation*}
\tilde{\Sigma}:=\left(A^{K}, r B^{K}, B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}, C^{K}, r D^{K},(I-D K) D_{\mathrm{e}}\right) . \tag{2.12}
\end{equation*}
$$

We note that the transfer function of this system is $r \mathbf{G}^{K}$ and, from Lemma 2.1.24, $\left\|r \mathbf{G}^{K}\right\|_{H^{\infty}} \leq 1$. Moreover, since (A) holds, it is readily verified, by use of Lemma 2.1.22, that $\tilde{\Sigma}$ is either (i) controllable and observable, or; (ii) stabilisable and detectable and there exists $z_{0} \in \mathbb{C}$ such that $\left|z_{0}\right|=1$ and $\left\|r \mathbf{G}\left(z_{0}\right)\right\|<1$. Hence, we may indeed apply Lemma 2.1.25 to obtain the existence of a positive semi-definite $Q=Q^{T} \in \mathbb{R}^{n \times n}$ and matrices $L$ and $W$ and such that

$$
\begin{align*}
\left(A^{K}\right)^{T} Q A^{K}-Q & +\left(C^{K}\right)^{T} C^{K} \tag{2.13}
\end{align*}=-L^{T} L,
$$

Define $U(\xi):=\langle Q \xi, \xi\rangle$ for all $\xi \in \mathbb{R}^{n}$. From Lemma 2.1.18, we see that, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and for all $t \in \mathbb{Z}_{+}$,

$$
U(x(t+1))=\left\langle Q\left(A^{K} x(t)+B^{K}(u(t)-K y(t))+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v(t)\right), x(t+1)\right\rangle
$$

Equivalently, we may write, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
U(x(t+1))= & \left\langle Q A^{K} x(t), A^{K} x(t)\right\rangle \\
& +2\left\langle Q A^{K} x(t), B^{K}(u(t)-K y(t))+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v(t)\right\rangle \\
& +\left\langle Q B^{K}(u(t)-K y(t)), B^{K}(u(t)-K y(t))+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v(t)\right\rangle \\
& +\left\langle Q\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v(t), B^{K}(u(t)-K y(t))+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v(t)\right\rangle
\end{aligned}
$$

If we now invoke (2.13), we see that, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
U(x(t+1)) \leq & U(x(t))-\left\|C^{K} x(t)\right\|^{2}-\|L x(t)\|^{2}-2\left\langle C^{K} x(t), D^{K}(u(t)-K y(t))\right\rangle \\
& -\frac{2}{r}\langle L x(t), W(u(t)-K y(t))\rangle+2\left\langle Q A^{K} x(t),\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v(t)\right\rangle \\
& -\left\|D^{K}(u(t)-K y(t))\right\|^{2}+\frac{1}{r^{2}}\|u(t)-K y(t)\|^{2}-\frac{1}{r^{2}}\|W(u(t)-K y(t))\|^{2} \\
& +2\left\langle Q B^{K}(u(t)-K y(t)),\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v(t)\right\rangle \\
& +\|Q\|\left\|\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v(t)\right\|^{2}
\end{aligned}
$$

Since, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
-\left\|C^{K} x(t)\right\|^{2}- & 2\left\langle C^{K} x(t), D^{K}(u(t)-K y(t))\right\rangle-\left\|D^{K}(u(t)-K y(t))\right\|^{2} \\
= & -\left\|C^{K} x(t)+D^{K}(u(t)-K y(t))\right\|^{2} \\
= & -\|y(t)\|^{2}+2\left\langle(I-D K)^{-1} D_{\mathrm{e}} v(t), C^{K} x(t)+D^{K}(u(t)-K y(t))\right\rangle \\
& +\left\|(I-D K)^{-1} D_{\mathrm{e}} v(t)\right\|^{2}
\end{aligned}
$$

we may use the Cauchy-Schwarz inequality to yield, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
& U(x(t+1))-U(x(t)) \\
& \qquad \begin{array}{r}
\leq-\|y(t)\|^{2}-\left\|L x(t)+\frac{1}{r} W(u(t)-K y(t))\right\|^{2}+\frac{1}{r^{2}}\|u(t)-K y(t)\|^{2} \\
\\
+\left\|\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v(t)\right\|\left(\|Q\|\left\|\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v(t)\right\|\right. \\
+2\left\|Q A^{K} x(t)\right\| \\
\\
\left.+2\left\|Q B^{K}(u(t)-K y(t))\right\|\right) \\
+\left\|(I-D K)^{-1} D_{\mathrm{e}} v(t)\right\|\left(\left\|(I-D K)^{-1} D_{\mathrm{e}} v(t)\right\|\right. \\
+2\left\|C^{K} x(t)\right\| \\
\\
\left.+2\left\|D^{K}(u(t)-K y(t))\right\|\right)
\end{array}
\end{aligned}
$$

By expanding this further, we obtain that, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
U(x(t+1))-U(x(t)) \leq & -\|y(t)\|^{2}+\frac{1}{r^{2}}\|u(t)-K y(t)\|^{2} \\
& +c\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|\left(\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|+\|u(t)-K y(t)\|+\|x(t)\|\right)
\end{aligned}
$$

where $c$ is a positive constant such that

$$
\begin{array}{r}
c \geq 2\left(1+\left\|B^{K} K\right\|+\left\|(I-D K)^{-1}\right\|\right) \max \left\{\left\|Q A^{K}\right\|,\left\|Q B^{K}\right\|,\|Q\|\left(1+\left\|B^{K} K\right\|\right)\right. \\
\left.\left\|C^{K}\right\|,\left\|D^{K}\right\|,\left\|(I-D K)^{-1}\right\|\right\}
\end{array}
$$

Therefore, by setting $P:=r^{2} Q, \kappa:=r^{2} c$ and $V(\xi):=\langle P \xi, \xi\rangle$ for all $\xi \in \mathbb{R}^{n}$, we obtain, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
V(x(t+1))-V(x(t)) \leq & -r^{2}\|y(t)\|^{2}+\|u(t)-K y(t)\|^{2} \\
& +\kappa\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|\left(\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|+\|u(t)-K y(t)\|+\|x(t)\|\right)
\end{aligned}
$$

which completes the proof.
Remark 2.1.28. We now explain the motivation for (A). In the previous proof, we used (A) to deduce that the assumptions of Lemma 2.1.25 hold for $\tilde{\Sigma}$ given by (2.12). From Remark 2.1.26, we see that if we were to weaken (A) to simply the assertion of stabilisability and detectability, then we would not be able to guarantee the existence of solutions to (2.13). Interestingly, in the continuous-time setting, (A) can indeed be exchanged for simply asserting stabilisability and detectability of the relevant system - see [107].

The next lemma is a generalisation of [108, Lemma 5].
Lemma 2.1.29. Let $\Sigma \in \mathbb{L}$. If $\Sigma$ is detectable, then there exists a positive definite $P=P^{T} \in \mathbb{R}^{n \times n}$ and $\delta>0$ such that $V: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$, defined by $V(\xi):=\langle P \xi, \xi\rangle$ for all $\xi \in \mathbb{R}^{n}$, satisfies, for all $(u, v, x, y) \in \mathcal{B}^{\operatorname{lin}}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
V(x(t+1))-V(x(t)) \leq-\delta\|x(t)\|^{2}+\|y(t)\|^{2}+\|u(t)\|^{2}+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2} \tag{2.14}
\end{equation*}
$$

The following proof utilises arguments employed to prove [108, Lemma 5].
Proof of Lemma 2.1.29. To begin with, since $\Sigma$ is detectable, there exists $H \in \mathbb{R}^{n \times p}$ such that $\sigma(A+H C) \subset \mathbb{D}$. An application of [53, Corollary 3.3.47] then gives the existence of a positive definite $Q=Q^{T} \in \mathbb{R}^{n \times n}$ which satisfies

$$
\begin{equation*}
(A+H C)^{T} Q(A+H C)-Q=-I \tag{2.15}
\end{equation*}
$$

We additionally note that, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$,

$$
\begin{align*}
x^{+} & =A x+B u+B_{\mathrm{e}} v \\
& =(A+H C) x-H C x+B u+B_{\mathrm{e}} v \\
& =(A+H C) x-H y+(B+H D) u+\left(B_{\mathrm{e}}+H D_{\mathrm{e}}\right) v \tag{2.16}
\end{align*}
$$

We now define $U: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$by $U(\xi):=\langle Q \xi, \xi\rangle$ for all $\xi \in \mathbb{R}^{n}$, and utilise (2.16) so that, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
U(x(t+1))= & \langle Q(A+H C) x(t),(A+H C) x(t)\rangle \\
& +\left\langle Q(A+H C) x(t),-H y(t)+(B+H D) u(t)+\left(B_{\mathrm{e}}+H D_{\mathrm{e}}\right) v(t)\right\rangle \\
& +\left\langle Q\left(-H y(t)+(B+H D) u(t)+\left(B_{\mathrm{e}}+H D_{\mathrm{e}}\right) v(t)\right), x(t+1)\right\rangle
\end{aligned}
$$

An application of (2.15) then yields, for all $(u, v, x, y) \in \mathcal{B}^{\operatorname{lin}}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
U(x(t+1))= & U(x(t))-\|x(t)\|^{2} \\
& +\left\langle Q(A+H C) x(t),-H y(t)+(B+H D) u(t)+\left(B_{\mathrm{e}}+H D_{\mathrm{e}}\right) v(t)\right\rangle \\
& +\left\langle Q\left(-H y(t)+(B+H D) u(t)+\left(B_{\mathrm{e}}+H D_{\mathrm{e}}\right) v(t)\right), x(t+1)\right\rangle .
\end{aligned}
$$

Now, by applying the Cauchy-Schwarz inequality to the above, we obtain the existence of constants $c_{1}, c_{2}, c_{3}, c_{4}>0$ such that, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
U(x(t+1))-U(x(t)) \leq & -\|x(t)\|^{2} \\
& +c_{1}\|x(t)\|\left(\|y(t)\|+\|u(t)\|+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|\right) \\
& +c_{2}\|y(t)\|\left(\|x(t)\|+\|u(t)\|+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|\right) \\
& +c_{3}\|u(t)\|\left(\|y(t)\|+\|x(t)\|+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|\right) \\
& +c_{4}\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|(\|y(t)\|+\|u(t)\|+\|x(t)\|) .
\end{aligned}
$$

We let $c$ be a positive constant such that $c^{2}<1 /\left(3 c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+c_{4}^{2}\right)$. From the above inequality, and by also noting the identity: $a b \leq 2 a b=2 c a c^{-1} b \leq c^{2} a^{2}+b^{2} / c^{2}$ for all $a, b \in \mathbb{R}_{+}$, we obtain that, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
U(x(t+1))-U(x(t)) \leq & -\left(1-3 c_{1}^{2} c^{2}-c_{2}^{2} c^{2}-c_{3}^{2} c^{2}-c_{4}^{2} c^{2}\right)\|x(t)\|^{2} \\
& +\frac{1}{c^{2}}\left(\|y(t)\|^{2}+\|u(t)\|^{2}+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2}\right) \\
& +\left(\frac{1}{c^{2}}+2 c_{2}^{2} c^{2}\right)\|y(t)\|^{2}+\frac{1}{c^{2}}\left(\|u(t)\|^{2}+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2}\right) \\
& +\left(\frac{1}{c^{2}}+2 c_{3}^{2} c^{2}\right)\|u(t)\|^{2}+\frac{1}{c^{2}}\left(\|y(t)\|^{2}+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2}\right) \\
& +\left(\frac{1}{c^{2}}+2 c_{4}^{2} c^{2}\right)\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2}+\frac{1}{c^{2}}\left(\|y(t)\|^{2}+\|u(t)\|^{2}\right) .
\end{aligned}
$$

Setting $d_{1}:=4 / c^{2}+2 c^{2} \max \left\{c_{2}^{2}, c_{3}^{2}, c_{4}^{2}\right\}>0$ gives, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
U(x(t+1))-U(x(t)) \leq & -\left(1-\left(3 c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+c_{4}^{2}\right) c^{2}\right)\|x(t)\|^{2} \\
& +d_{1}\left(\|y(t)\|^{2}+\|u(t)\|^{2}+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2}\right) .
\end{aligned}
$$

Recalling the choice of $c>0$, we define $d_{2}:=1-\left(3 c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+c_{4}^{2}\right) c^{2}>0$ so that, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$,

$$
U(x(t+1))-U(x(t)) \leq-d_{2}\|x(t)\|^{2}+d_{1}\left(\|y(t)\|^{2}+\|u(t)\|^{2}+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2}\right)
$$

To conclude the proof, we define $P:=d_{1}^{-1} Q, V(\xi):=\langle P \xi, \xi\rangle=d_{1}^{-1} U(\xi)$ for all $\xi \in \mathbb{R}^{n}$, and $\delta:=d_{1}^{-1} d_{2}>0$, to yield, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$, that (2.14) holds.

### 2.1.4 The Lur'e system and the initial-value problem

From hereon in, we shall consider the feedback interconnection of (2.6) with $u=$ $f(y+w)$, where $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ is a nonlinearity and $w \in\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$is an output disturbance (see Figure 2.1). Explicitly, we consider the discrete-time forced Lur'e system of the form

$$
\left.\begin{array}{rl}
x^{+} & =A x+B u+B_{\mathrm{e}} v,  \tag{2.17}\\
y & =C x+D u+D_{\mathrm{e}} v, \\
u & =f(y+w),
\end{array}\right\}
$$

where $\Sigma \in \mathbb{L}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}, w \in\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. We say that the system is uncontrolled (or undisturbed) if $v=0$ and $w=0$.

Remark 2.1.30. (i) We note that in the situation where $I-D f$ is invertible, (2.17) can be expressed succinctly as

$$
x^{+}=A x+B f\left((I-D f)^{-1} C x+D_{\mathrm{e}} v+w\right)+B_{\mathrm{e}} v .
$$

(ii) The relevant literature is mostly concerned with the investigation of forced Lur'e systems that do not involve output disturbances (see, for example, [7, 15, 107, 108]). As motivation for studying (2.17) with the inclusion of an output disturbance $w$, we note that in practical applications, the action of feeding back the output will naturally produce errors. Therefore, $w$ in (2.17) can encompass these errors.


Figure 2.1: Block diagram of the feedback interconnection of (2.6) with $u=f(y+w)$.
We now make a series of definitions and observations associated with (2.17).
Definition 2.1.31. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. We define the behaviour of (2.17) as

$$
\begin{aligned}
& \mathcal{B}_{f}(\Sigma):=\left\{(v, w, x, y) \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}\right. \times\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}: \\
&(v, w, x, y) \text { satisfies }(2.17)\} .
\end{aligned}
$$

For ease of notation, we shall write $\mathcal{B}:=\mathcal{B}_{f}(\Sigma)$ when no ambiguity shall arise.
Remark 2.1.32. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$.
(i) $(v, w, x, y) \in \mathcal{B}_{f}(\Sigma)$ if, and only if, $(f(y+w), v, x, y) \in \mathcal{B}^{\operatorname{lin}}(\Sigma)$.
(ii) If $K \in \mathbb{A}_{\mathbb{C}}(D)$, then, by Lemma 2.1.18, $(v, w, x, y) \in \mathcal{B}$ if, and only if, $(v, w, x, y)$ satisfies

$$
\begin{aligned}
x^{+} & =A^{K} x+B^{K}(f(y+w)-K y)+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v, \\
y & =C^{K} x+D^{K}(f(y+w)-K y)+(I-D K)^{-1} D_{\mathrm{e}} v .
\end{aligned}
$$

The following result shows that $\mathcal{B}$ is time-invariant. The proof is trivial, and so we omit it.

Lemma 2.1.33. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$.

$$
(v, w, x, y) \in \mathcal{B} \Longrightarrow\left(\Lambda_{\tau} v, \Lambda_{\tau} w, \Lambda_{\tau} x, \Lambda_{\tau} y\right) \in \mathcal{B} \quad \forall \tau \in \mathbb{Z}_{+}
$$

Also associated with (2.17) is an initial-value problem. The rest of the current subsection concerns this.

Definition 2.1.34. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. For given $x^{0} \in \mathbb{R}^{n}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$and $w \in\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$, we consider the initial-value problem (IVP):

$$
\left.\begin{array}{rlrl}
x^{+} & =A x+B u+B_{\mathrm{e}} v, & x(0)=x^{0},  \tag{2.18}\\
y & =C x+D u+D_{\mathrm{e}} v, & \\
u & =f(y+w) .
\end{array}\right\}
$$

For given $x^{0} \in \mathbb{R}^{n}$, $v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$and $w \in\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$, we say that $(x, y) \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$ is a solution to the $\operatorname{IVP}(2.18)$, if $(v, w, x, y) \in \mathcal{B}$ and $x(0)=x^{0}$.

Remark 2.1.35. We note that in the case that $f(0)=0, x^{0}=0, v=0$ and $w=0$, then, trivially, $(0,0)$ is a solution to the IVP (2.18).

The following proposition presents sufficient conditions for when, given an initial condition and inputs, solutions to the IVP (2.18) exist and when there is at most one solution.

Proposition 2.1.36. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}, x^{0} \in \mathbb{R}^{n}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$and $w \in\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$. Then the following statements hold.
(i) If the map $I-D f$ is surjective, then there exists a solution to the IVP (2.18).
(ii) If the map $I-D f$ is injective, then there is at most one solution to the IVP (2.18).

Proof. For ease of notation in the sequel, we define $g:=I-D f$. We begin with statement (i) and so we assume that $g$ is surjective. This then implies that there exists $z^{0} \in \mathbb{R}^{p}$ such that $g\left(z^{0}\right)=C x^{0}+D_{\mathrm{e}} v(0)+w(0)$. By defining $y^{0}:=z^{0}-w(0)$, we see that

$$
y^{0}=C x^{0}+D f\left(y^{0}+w(0)\right)+D_{\mathrm{e}} v(0) .
$$

We now define $x^{1} \in \mathbb{R}^{n}$ by

$$
x^{1}:=A x^{0}+B f\left(y^{0}+w(0)\right)+B_{\mathrm{e}} v(0) .
$$

By repeating this process, we hence obtain a pair $(x, y) \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$, defined by $x(k):=x^{k}$ and $y(k):=y^{k}$ for all $k \in \mathbb{Z}_{+}$, which is a solution to the IVP (2.18). Our attention now turns to statement (ii), and so we assume instead that $g$ is injective and that $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$are both solutions of (2.18). In order to prove equality of the two solutions, we shall utilise an inductive method. To this end, for the initial case we trivially have that $x_{1}(0)=x^{0}=x_{2}(0)$ and

$$
g\left(y_{1}(0)+w(0)\right)=C x^{0}+D_{\mathrm{e}} v(0)+w(0)=g\left(y_{2}(0)+w(0)\right)
$$

where injectivity gives $y_{1}(0)=y_{2}(0)$. We now assume that $x_{1}(k)=x_{2}(k)$ and $y_{1}(k)=$ $y_{2}(k)$ for $k \in \mathbb{Z}_{+}$. Consider

$$
\begin{aligned}
x_{1}(k+1) & =A x_{1}(k)+B f\left(y_{1}(k)+w(k)\right)+B_{\mathrm{e}} v(k) \\
& =A x_{2}(k)+B f\left(y_{2}(k)+w(k)\right)+B_{\mathrm{e}} v(k) \\
& =x_{2}(k+1) .
\end{aligned}
$$

This subsequently gives that

$$
\begin{aligned}
g\left(y_{1}(k+1)+w(k+1)\right) & =C x_{1}(k+1)+D_{\mathrm{e}} v(k+1)+w(k+1) \\
& =C x_{2}(k+1)+D_{\mathrm{e}} v(k+1)+w(k+1) \\
& =g\left(y_{2}(k+1)+w(k+1)\right)
\end{aligned}
$$

which, when combined with the injectivity of $g$, yields that $y_{1}(k+1)=y_{2}(k+1)$, thus completing the proof by induction.

An application of Lemma 2.1.18 gives the following result. We do not provide a proof, since a modification of the proof of Proposition 2.1.36 will suffice.
Proposition 2.1.37. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}, x^{0} \in \mathbb{R}^{n}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}, w \in\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$and $K \in \mathbb{A}_{\mathbb{C}}(D)$. Then the following statements hold.
(i) If the map $I-D^{K}(f-K)$ is surjective, then there exists a solution to the IVP (2.18).
(ii) If the map $I-D^{K}(f-K)$ is injective, then there is at most one solution to the IVP (2.18).
We note that if $D=0$, then trivially $I-D f$ is bijective, and so Proposition 2.1.36 implies the existence of unique solutions to the IVP (2.18) for some given initial conditions and inputs. The following example demonstrates in the case $D \neq 0$, that if injectivity or surjectivity of $I-D f$ is dropped, then the conclusions of Proposition 2.1.36 need not hold.

Example 2.1.38. Consider (2.18) in the case wherein $n=m=p=q=1$ and $A=B=C=D=B_{\mathrm{e}}=D_{\mathrm{e}}=1$. Thus, (2.18) becomes

$$
\left.\begin{array}{rl}
x^{+} & =x+f(y+w)+v, \quad x(0)=x^{0} \in \mathbb{R}  \tag{2.19}\\
y & =x+f(y+w)+v
\end{array}\right\}
$$

(i) Let $f(\xi)=\xi-e^{\xi}$ for all $\xi \in \mathbb{R}$, and let $x^{0}=0$ and $v(0)=w(0)=0$. Suppose that $(x, y)$ is a solution to (2.19). Then, in particular, $y(0)=f(y(0))$ and so, $e^{y(0)}=0$, which is impossible. Therefore, for $x^{0}=0$ and $v(0)=w(0)=0,(2.19)$ has no solutions.
(ii) Let $f(\xi)=2 \xi-\xi^{2}-\xi^{3}$ for all $\xi \in \mathbb{R}$, and let $x^{0}=1$ and $v=w=0$. Trivially, $\left(x_{1}, y_{1}\right) \in \mathbb{R}^{\mathbb{Z}_{+}} \times \mathbb{R}^{\mathbb{Z}_{+}}$, defined by $x_{1}(t)=1=y_{1}(t)$ for all $t \in \mathbb{Z}_{+}$, is a solution to (2.19). Moreover, by setting $y_{2}(0)=-1$ and computing $\left(x_{2}, y_{2}\right)$ iteratively, we obtain another solution of (2.19)

### 2.2 Global asymptotic and input-to-state/output stability

The primary focus of this section is to extend the stability result [108, Theorem 13] to Lur'e systems of the form (2.17). As previously mentioned, [108, Theorem 13] concerns discrete-time systems that are of the form (1.2). Additionally, it is of interest to us in this section to further extend the aforementioned result so that it includes output stability. All of the aforementioned extensions of [108, Theorem 13] are nontrivial, as we shall see.

We split this section into three parts. In the first we present a global asymptotic stability criterion from the literature; in the second we give the main result of this section: the previously described extension of [108, Theorem 13]; and the final part comprises a corollary that guarantees input-to-state stability with bias (see, for example, [59]) of (2.17).

### 2.2.1 Global asymptotic stability

We begin with the following definition.
Definition 2.2.1. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. We say that (2.17) is globally stable in the large (GS), if there exists $c>0$ such that

$$
\|x(t)\|+\|y(t)\| \leq c\|x(0)\| \quad \forall t \in \mathbb{Z}_{+}, \forall(0,0, x, y) \in \mathcal{B} .
$$

We say that (2.17) is globally asymptotically stable in the large (GAS), if it is GS and

$$
\lim _{t \rightarrow \infty} x(t)=0 \text { and } \lim _{t \rightarrow \infty} y(t)=0 \quad \forall(0,0, x, y) \in \mathcal{B}
$$

Remark 2.2.2. We briefly explain why the definition we give of GS contains the words "in the large". This is because, in the literature (see, such as, $[53,77]$ ), 'standard' global stability is defined in a weaker manner. Indeed, a discrete-time global stability notion is often defined as: for all $\varepsilon>0$, there exists $\delta>0$ such that, for all $(0,0, x, y) \in \mathcal{B}$ satisfying $\|x(0)\| \leq \delta$, we have $\|x(t)\| \leq \varepsilon$ for all $t \in \mathbb{Z}_{+}$. It is easy to verify that global stability in the large implies this notion of stability. Hence, the stability definition we use is a stronger notion than what is commonly considered in the literature. $\diamond$

The following provides sufficient conditions for when (2.17) is GS and GAS.
Theorem 2.2.3. Let $\Sigma \in \mathbb{L}, K \in \mathbb{R}^{m \times p}, r>0$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G}),\left\|D^{K}\right\|<1 / r$ and $(\mathrm{A})$ holds. The following statements hold.
(i) If

$$
\begin{equation*}
\|f(\xi)-K \xi\| \leq r\|\xi\| \quad \forall \xi \in \mathbb{R}^{p}, \tag{2.20}
\end{equation*}
$$

then (2.17) is GS.
(ii) If $f$ is continuous and

$$
\begin{equation*}
\|f(\xi)-K \xi\|<r\|\xi\| \quad \forall \xi \in \mathbb{R}^{p} \backslash\{0\} \tag{2.21}
\end{equation*}
$$

then (2.17) is GAS.
We shall not provide a proof of Theorem 2.2.3, since it can be deduced from a combination of [106, Proposition 4.2.1] and [106, Proposition 4.2.9]. We will, however, provide some commentary of the result in the following remark.

Remark 2.2.4. (i) We note that in the situation without feedthrough, i.e. $D=0$, then the condition $\left\|D^{K}\right\|<1 / r$ in the statement of Theorem 2.2 .3 is trivially satisfied.
(ii) Statement (ii) of Theorem 2.2.3 may be interpreted as saying that the complexified Aizerman conjecture is true (see, for example [53]). The underlying inspiration of the result is [53, Theorem 5.6.22], where, in a continuous-time setting, the Aizerman conjecture is proven to be true over the complex numbers, for systems with zero feedthrough.

### 2.2.2 Input-to-state/output stability

Our attention now turns to proving the previously described extension of the input-tostate stability criterion [108, Theorem 13]. To do so, we begin by defining the following.

Definition 2.2.5. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$.
(i) We say that (2.17) is input-to-state stable (ISS), if there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that

$$
\begin{equation*}
\|x(t)\| \leq \psi(\|x(0)\|, t)+\phi\left(\max _{s \in \underline{t-1}}\left\|\binom{v(s)}{w(s)}\right\|\right) \quad \forall t \in \mathbb{N}, \forall(v, w, x, y) \in \mathcal{B} \tag{2.22}
\end{equation*}
$$

(ii) We say that (2.17) is input-to-state/output stable (ISOS), if there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (2.22) holds and

$$
\begin{equation*}
\|y(t)\| \leq \psi(\|x(0)\|, t)+\phi\left(\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right) \quad \forall t \in \mathbb{Z}_{+}, \forall(v, w, x, y) \in \mathcal{B} \tag{2.23}
\end{equation*}
$$

In the case that $D=0$, then ISS trivially implies ISOS. However, when $D \neq 0$, ISS does not necessarily imply ISOS. The following example gives a system where $D \neq 0$ and (2.17) is ISS but not ISOS. This hence provides motivation for studying ISOS.

Example 2.2.6. Consider (2.17) where $n=m=p=q=2, A$ is any Schur matrix,

$$
B=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), \quad C=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)=D, \quad B_{\mathrm{e}}=I=D_{\mathrm{e}}
$$

and $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is the identity map. Since $B C=0=B D$ and $A$ is Schur, it is easily checked that (2.17) is ISS. We shall now show that (2.17) is not ISOS. To this end, first let $x^{0} \in \mathbb{R}^{2}$ and let $x:=\left(x^{1} x^{2}\right)^{T} \in\left(\mathbb{R}^{2}\right)^{\mathbb{Z}_{+}}$be the unique solution of

$$
x^{+}=A x, \quad x(0)=x^{0}
$$

By setting $w:=\left(-x^{1} 0\right)^{T} \in\left(\mathbb{R}^{2}\right)^{\mathbb{Z}_{+}}$and $y:=\left(y^{1} 0\right)^{T} \in\left(\mathbb{R}^{2}\right)^{\mathbb{Z}_{+}}$for arbitrary $y^{1} \in \mathbb{R}^{\mathbb{Z}_{+}}$, we see that

$$
C x+D(y+w)=\binom{x^{1}}{0}+\binom{y^{1}-x^{1}}{0}=\binom{y^{1}}{0}=y,
$$

and, since $B C=0=B D$ and $B w=0$,

$$
x^{+}=A x=A x+B(C x+D(y+w)+w)=A x+B(y+w) .
$$

Hence, $(0, w, x, y) \in \mathcal{B}$. This holds for any $y^{1} \in \mathbb{R}^{\mathbb{Z}_{+}}$and so (2.17) is not ISOS.
Before moving on, we present another example to further motivate our investigation of ISS of (2.17). Indeed, in the following, we provide an example of (2.17) which is not ISS, however if we only consider the situation wherein $w=0$, then (2.17) is ISS in the sense that there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that

$$
\begin{equation*}
\|x(t)\| \leq \psi(\|x(0)\|, t)+\phi\left(\max _{s \in \underline{t-1}}\|v(s)\|\right) \quad \forall t \in \mathbb{N}, \forall(v, 0, x, y) \in \mathcal{B} . \tag{2.24}
\end{equation*}
$$

This version of ISS is what is discussed in much of the literature.
Example 2.2.7. Let $\Sigma \in \mathbb{L}$ where $n=m=p=q=2, A, D$ and $D_{\mathrm{e}}$ are each the zero matrix, $B_{\mathrm{e}}$ is the identity matrix, and

$$
B=\left(\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right)=C .
$$

Furthermore, define $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ by

$$
f(\xi)=2 \xi_{1} \xi_{2}\binom{1}{1} \quad \forall \xi=\binom{\xi_{1}}{\xi_{2}} \in \mathbb{R}^{2} .
$$

Let $v(t)=\left(\begin{array}{ll}1 & 0\end{array}\right)^{T}=w(t)$ for all $t \in \mathbb{Z}_{+}$and consider $(v, w, x, y) \in \mathcal{B}$ with initial condition $x(0)=\left(\begin{array}{ll}1 & 1\end{array}\right)^{T}$. By writing $x(t)=\left(\begin{array}{ll}x_{1}(t) & x_{2}(t)\end{array}\right)^{T}$, where $x_{1}, x_{2} \in \mathbb{R}^{\mathbb{Z}_{+}}$, then we see that

$$
x^{+}=\left(\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right) f\left(\binom{1}{x_{1}+x_{2}}\right)+\binom{1}{0}, \quad x(0)=\binom{1}{1} .
$$

From this, it is easily checked that $\|x(t)\| \rightarrow \infty$ as $t \rightarrow \infty$. However, $v$ and $w$ are bounded, which therefore shows that (2.17) is not ISS.
If we now consider (2.17) in the situation that $w=0$, then, for all $(v, 0, x, y) \in \mathcal{B}$,

$$
x^{+}=\left(\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right) f\left(\binom{0}{x_{1}+x_{2}}\right)+v=v,
$$

where again we write $x(t)=\left(x_{1}(t) \quad x_{2}(t)\right)^{T}, x_{1}, x_{2} \in \mathbb{R}^{\mathbb{Z}_{+}}$. From this, we hence deduce that there trivially exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (2.24) holds. We comment that, in the situation where $w=0$, since $D=D_{\mathrm{e}}=0,(2.17)$ is of the form (1.2).

We also present the following definition.

Definition 2.2.8. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. A continuous function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$is said to be an ISS-Lyapunov function for (2.17) if there exist $\mathcal{K}_{\infty}$ functions $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}$ such that

$$
\begin{equation*}
\alpha_{1}(\|\xi\|) \leq V(\xi) \leq \alpha_{2}(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{n} \tag{2.25}
\end{equation*}
$$

and, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
V(x(t+1))-V(x(t)) \leq-\alpha_{3}(\|x(t)\|)+\alpha_{4}\left(\left\|\binom{v(t)}{w(t)}\right\|\right) \tag{2.26}
\end{equation*}
$$

It is well-known (see, for example, [61]) that the existence of an ISS-Lyapunov function is necessary and sufficient for determining when a system of the form

$$
\begin{equation*}
x^{+}=g(x, v) \tag{2.27}
\end{equation*}
$$

where $g: \mathbb{R}^{n} \times \mathbb{R}^{q} \rightarrow \mathbb{R}^{n}$ is continuous, is ISS. Unfortunately, we cannot use the work of [61] to deduce that ISS-Lyapunov functions infer ISS of (2.17), since we cannot necessarily write (2.17) in the form of (2.27). However, if we assume that $I-D f$ is invertible and that $f$ and $(I-D f)^{-1}$ are continuous, then (2.17) can indeed be expressed as

$$
x^{+}=A x+B f\left((I-D f)^{-1}\left(C x+D_{\mathrm{e}} v+w\right)\right)+B_{\mathrm{e}} v
$$

and is hence in the form of (2.27). Interestingly, an example of (2.17) being ISS but also such that $I-D f$ is not invertible, is given in Example 2.2.6. Therefore, one may wonder whether or not the existence of an ISS-Lyapunov function guarantees ISS of (2.17) without the extra invertibility and continuity assumptions. The next proposition gives precisely this.

Proposition 2.2.9. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. If there exists an ISS-Lyapunov function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$, then (2.17) is ISS. Furthermore, the functions $\psi$ and $\phi$ in (2.22) only depend upon $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and $\alpha_{4}$ in (2.25) and (2.26).

Proposition 2.2.9 is not difficult to prove, and a similar argument to that used in the proof of [106, Proposition 5.2.4] may be used. For completeness, we provide a proof in Appendix A.
We now present the main result of this section, which shows that, under the same assumptions of [108, Theorem 13], (2.17) is ISOS.

Theorem 2.2.10. Let $\Sigma \in \mathbb{L}, K \in \mathbb{R}^{m \times p}$, $r>0$ and $\alpha \in \mathcal{K}_{\infty}$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq$ $\mathbb{S}_{\mathbb{C}}(\mathbf{G})$ and that $(\mathrm{A})$ holds. Then there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that, for all $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ satisfying

$$
\begin{equation*}
\|f(\xi)-K \xi\| \leq r\|\xi\|-\alpha(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p} \tag{2.28}
\end{equation*}
$$

(2.22) and (2.23) hold. In particular, the Lur'e system (2.17) is ISOS.

Before proving Theorem 2.2.10, we provide some commentary in the form of a remark.
Remark 2.2.11. (i) The assumption that $\alpha \in \mathcal{K}_{\infty}$ in Theorem 2.2 .10 cannot be weakened to $\alpha \in \mathcal{K}$. Indeed, we refer the reader to [108] for counterexamples.
(ii) It is worth mentioning that there exist systems which satisfy the assumptions of Theorem 2.2.3, and so are GAS, but are not ISOS. Once again, examples can be found in [108].

Proof of Theorem 2.2.10. We split the proof into two parts. The first part is a generalisation of the method shown in the proof of [108, Theorem 13] and seeks to show ISS, and the second part addresses ISOS. For the first part, we construct an ISS-Lyapunov function in order to invoke Proposition 2.2.9. To obtain such a Lyapunov function, we will construct two functions $U, V: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$whose sum is an ISS-Lyapunov function. To this end, we begin with the derivation of $U$, and invoke Lemma 2.1.29 to obtain the existence of a positive definite matrix $Q=Q^{T} \in \mathbb{R}^{n \times n}$ and $\delta>0$ such that the function $U_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$, defined by $U_{1}(\xi):=\langle Q \xi, \xi\rangle$ for all $\xi \in \mathbb{R}^{n}$, has the property that, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$, (2.14) holds but with $V$ replaced by $U_{1}$. We fix $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ satisfying (2.28). Since $(v, w, x, y) \in \mathcal{B}_{f}$ if, and only if, $(f(y+w), v, x, y) \in \mathcal{B}^{\text {lin }}$, we hence obtain that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
U_{1}(x(t+1))-U_{1}(x(t)) \leq-\delta\|x(t)\|^{2}+\|y(t)\|^{2}+\|f(y(t)+w(t))\|^{2}+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2} \tag{2.29}
\end{equation*}
$$

We now utilise assumption (2.28) so that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\|f(y(t)+w(t))\|^{2} & \leq(\| f(y(t))+w(t))-K(y(t)+w(t))\|+\| K(y(t)+w(t)) \|)^{2} \\
& \leq(r+\|K\|)^{2}\|y(t)+w(t)\|^{2}
\end{aligned}
$$

By combining this with (2.29) and utilising the triangle inequality, we obtain, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
U_{1}(x(t+1))-U_{1}(x(t)) \leq & -\delta\|x(t)\|^{2}+(\|y(t)+w(t)\|+\|w(t)\|)^{2} \\
& +(r+\|K\|)^{2}\|y(t)+w(t)\|^{2}+\left(\left\|B_{\mathrm{e}}\right\|^{2}+\left\|D_{\mathrm{e}}\right\|^{2}\right)\|v(t)\|^{2}
\end{aligned}
$$

By further expanding the above inequality and using a simple comparison argument, we see that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
U_{1}(x(t+1))-U_{1}(x(t)) \leq & -\delta\|x(t)\|^{2}+4\|y(t)+w(t)\|^{2}+4\|w(t)\|^{2} \\
& +(r+\|K\|)^{2}\|y(t)+w(t)\|^{2}+\left(\left\|B_{\mathrm{e}}\right\|^{2}+\left\|D_{\mathrm{e}}\right\|^{2}\right)\|v(t)\|^{2}
\end{aligned}
$$

Define

$$
c_{1}:=\max \left\{4+(r+\|K\|)^{2},\left\|B_{\mathrm{e}}\right\|^{2}+\left\|D_{\mathrm{e}}\right\|^{2}\right\}>1
$$

so that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$, the above inequality implies

$$
U_{1}(x(t+1))-U_{1}(x(t)) \leq-\delta\|x(t)\|^{2}+c_{1}\left(\|y(t)+w(t)\|^{2}+\|w(t)\|^{2}+\|v(t)\|^{2}\right)
$$

We now define $\delta_{1}:=\delta / c_{1}$ and $U_{2}: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$by $U_{2}(\xi):=U_{1}(\xi) / c_{1}$ for all $\xi \in \mathbb{R}^{n}$. An application of the previous inequality thus gives, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
U_{2}(x(t+1))-U_{2}(x(t)) \leq-\delta_{1}\|x(t)\|^{2}+\|y(t)+w(t)\|^{2}+\left\|\binom{v(t)}{w(t)}\right\|^{2} \tag{2.30}
\end{equation*}
$$

Let $c_{2} \geq \delta_{1}$ be such that $U_{2}(\xi) \leq c_{2}\|\xi\|^{2}$ for all $\xi \in \mathbb{R}^{n}$, and define $b>1$ such that

$$
a:=b\left(1-\frac{\delta_{1}}{2 c_{2}}\right)<1
$$

Furthermore, define $\alpha_{1} \in \mathcal{K}_{\infty}$ by

$$
\begin{equation*}
\alpha_{1}(s):=\frac{r}{2} \sqrt{s} \alpha(\sqrt{s}) \quad \forall s \geq 0 \tag{2.31}
\end{equation*}
$$

and utilise an application of statement (ii) of Lemma 2.1.7 to obtain the existence of $k>1$ such that

$$
\begin{equation*}
\alpha_{1}\left(a s_{1}+s_{2}\right) \leq \alpha_{1}\left(s_{1}\right)+\alpha_{1}\left(k s_{2}\right) \quad \forall s_{1}, s_{2} \geq 0 \tag{2.32}
\end{equation*}
$$

Statement (iii) of the aforementioned result also yields the existence of $\eta \in \mathcal{K}_{\infty}$ such that

$$
\begin{equation*}
\alpha_{1}\left(s_{1}-s_{2}\right) \leq \alpha_{1}\left(b s_{1}\right)-\eta\left(s_{2}\right) \quad \forall s_{1} \geq s_{2} \geq 0 \tag{2.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\eta(s)}{\sqrt{s}} \rightarrow \infty \text { as } s \rightarrow \infty \tag{2.34}
\end{equation*}
$$

We subsequently define $U: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$by $U(\xi):=\alpha_{1}\left(c U_{2}(\xi)\right)$ for all $\xi \in \mathbb{R}^{n}$, where $c:=1 / 2 b k$. By combining (2.30) with (2.33), we thus have, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
& U(x(t+1))=\alpha_{1}\left(c U_{2}(x(t+1))\right) \\
& \leq \alpha_{1}\left(c\left(U_{2}(x(t))-\delta_{1}\|x(t)\|^{2}+\|y(t)+w(t)\|^{2}+\left\|\binom{v(t)}{w(t)}\right\|^{2}\right)\right) \\
& \leq \alpha_{1}\left(b c\left(U_{2}(x(t))-\frac{\delta_{1}}{2}\|x(t)\|^{2}+\|y(t)+w(t)\|^{2}+\left\|\binom{v(t)}{w(t)}\right\|^{2}\right)\right)-\eta\left(c \frac{\delta_{1}}{2}\|x(t)\|^{2}\right) . \tag{2.35}
\end{align*}
$$

We pause here and note that (2.34) implies the existence of $\mu \in \mathcal{K}_{\infty}$ such that

$$
\begin{equation*}
\eta\left(c \frac{\delta_{1}}{2} s^{2}\right) \geq s \mu(s) \quad \forall s \geq 0 \tag{2.36}
\end{equation*}
$$

Moreover, recalling that $U_{2}(\xi) \leq c_{2}\|\xi\|^{2}$ for all $\xi \in \mathbb{R}^{n}$, we see that

$$
-\frac{\delta_{1}}{2}\|\xi\|^{2} \leq-\frac{\delta_{1}}{2 c_{2}} U_{2}(\xi) \quad \forall \xi \in \mathbb{R}^{n}
$$

which in turn implies,

$$
b\left(U_{2}(\xi)-\frac{\delta_{1}}{2}\|\xi\|^{2}\right) \leq b U_{2}(\xi)\left(1-\frac{\delta_{1}}{2 c_{2}}\right)=a U_{2}(\xi) \quad \forall \xi \in \mathbb{R}^{n}
$$

Therefore, by combining this with (2.35) and (2.36), we have, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,
$U(x(t+1)) \leq \alpha_{1}\left(a c U_{2}(x(t))+b c\|y(t)+w(t)\|^{2}+b c\left\|\binom{v(t)}{w(t)}\right\|^{2}\right)-\|x(t)\| \mu(\|x(t)\|)$.

Applying (2.32), along with Lemma 2.1.3 and the definition of $c$, gives, for all $(v, w, x, y) \in$ $\mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
U(x(t+1)) \leq & \alpha_{1}\left(c U_{2}(x(t))\right)+\alpha_{1}\left(b c k\left(\|y(t)+w(t)\|^{2}+\left\|\binom{v(t)}{w(t)}\right\|^{2}\right)\right) \\
& -\|x(t)\| \mu(\|x(t)\|) \\
\leq & U(x(t))+\alpha_{1}\left(\|y(t)+w(t)\|^{2}\right)+\alpha_{1}\left(\left\|\binom{v(t)}{w(t)}\right\|^{2}\right)-\|x(t)\| \mu(\|x(t)\|) . \tag{2.37}
\end{align*}
$$

With the preamble given at the start of the present proof in mind, we now seek to find $V$ such that $U+V$ is an ISS-Lyapunov function. To this end, invoking Lemma 2.1.27 gives the existence of $\kappa>0$ and a positive semi-definite matrix $P=P^{T} \in \mathbb{R}^{n \times n}$ such that the function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$, defined by $V(\xi):=\langle P \xi, \xi\rangle$ for all $\xi \in \mathbb{R}^{n}$, satisfies, for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
V(x(t+1))-V(x(t)) \leq & -r^{2}\|y(t)\|^{2}+\|u(t)-K y(t)\|^{2} \\
& +\kappa\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|\left(\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|+\|u(t)-K y(t)\|+\|x(t)\|\right) .
\end{aligned}
$$

Since $(v, w, x, y) \in \mathcal{B}_{f}$ if, and only if, $(f(y+w), v, x, y) \in \mathcal{B}^{\text {lin }}$, we hence obtain that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
& V(x(t+1))-V(x(t)) \leq-r^{2}\|y(t)\|^{2}+\|f(y(t)+w(t))-K y(t)\|^{2} \\
& \quad+\kappa\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|\left(\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|+\|f(y(t)+w(t))-K y(t)\|+\|x(t)\|\right) . \tag{2.38}
\end{align*}
$$

We pause here and derive some useful inequalities. As for the first, we use a trivial comparison argument to obtain that

$$
\begin{aligned}
\|f(\xi+\zeta)-K \xi\|^{2} & \leq(\|f(\xi+\zeta)-K(\xi+\zeta)\|+\|K \zeta\|)^{2} \\
& \leq 4\|f(\xi+\zeta)-K(\xi+\zeta)\|^{2}+4\|K \zeta\|^{2} \quad \forall \xi, \zeta \in \mathbb{R}^{p}
\end{aligned}
$$

By combining this with (2.28), we see that

$$
\begin{align*}
\|f(\xi+\zeta)-K \xi\|^{2} \leq & 4 r^{2}\|\xi+\zeta\|^{2}-8 r\|\xi+\zeta\| \alpha(\|\xi+\zeta\|) \\
& +4 \alpha(\|\xi+\zeta\|)^{2}+4\|K \zeta\|^{2} \quad \forall \xi, \zeta \in \mathbb{R}^{p} \tag{2.39}
\end{align*}
$$

Moreover, since $\|\xi\| \geq \mid\|\xi+\zeta\|-\|\zeta\| \|$ for all $\xi, \zeta \in \mathbb{R}^{p}$,

$$
\begin{aligned}
\|\xi\|^{2} & \geq(\|\zeta\|-\|\xi+\zeta\|)(\|\xi+\zeta\|)-\|\zeta\|) \\
& =2\|\zeta\|\|\xi+\zeta\|-\|\zeta\|^{2}-\|\xi+\zeta\|^{2} \quad \forall \xi, \zeta \in \mathbb{R}^{p}
\end{aligned}
$$

Hence,

$$
-r^{2}\|\xi\|^{2} \leq-2 r^{2}\|\zeta\|\|\xi+\zeta\|+r^{2}\|\zeta\|^{2}+r^{2}\|\xi+\zeta\|^{2} \quad \forall \xi, \zeta \in \mathbb{R}^{p}
$$

Now, fix $\xi, \zeta \in \mathbb{R}^{p}$ and note that if $\|\zeta\| \geq 3\|\xi+\zeta\|$, then

$$
-r^{2}\|\xi\|^{2} \leq-5 r^{2}\|\xi+\zeta\|^{2}+r^{2}\|\zeta\|^{2}
$$

and if $\|\zeta\| \leq 3\|\xi+\zeta\|$, then

$$
-r^{2}\|\xi\|^{2} \leq \frac{1}{3} r^{2}\|\zeta\|^{2}+r^{2}\|\xi+\zeta\|^{2}
$$

Whence,

$$
-r^{2}\|\xi\|^{2} \leq \frac{4}{3} r^{2}\|\zeta\|^{2}-4 r^{2}\|\xi+\zeta\|^{2} \quad \forall \xi, \zeta \in \mathbb{R}^{p}
$$

We now combine this with (2.39) to obtain that

$$
\begin{aligned}
\|f(\xi+\zeta)-K \xi\|^{2}-r^{2}\|\xi\|^{2} \leq & -8 r\|\xi+\zeta\| \alpha(\|\xi+\zeta\|)+4 \alpha(\|\xi+\zeta\|)^{2} \\
& +4\|K \zeta\|^{2}+\frac{4}{3} r^{2}\|\zeta\|^{2} \quad \forall \xi, \zeta \in \mathbb{R}^{p}
\end{aligned}
$$

Since (2.28) implies that $\alpha(\|\eta\|) \leq r\|\eta\|$ for all $\eta \in \mathbb{R}^{p}$, the above inequality yields that

$$
\begin{gather*}
\|f(\xi+\zeta)-K \xi\|^{2}-r^{2}\|\xi\|^{2} \leq-4 r\|\xi+\zeta\| \alpha(\|\xi+\zeta\|)+\left(4\|K\|^{2}+\frac{4}{3} r^{2}\right)\|\zeta\|^{2} \\
\forall \xi, \zeta \in \mathbb{R}^{p} \tag{2.40}
\end{gather*}
$$

Before continuing with (2.38), we note that, from (2.28), for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
& \kappa\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|\|f(y(t)+w(t))-K y(t)\| \\
& \quad \leq \kappa \sqrt{\left\|B_{\mathrm{e}}\right\|^{2}+\left\|D_{\mathrm{e}}\right\|^{2}}\left\|\binom{v(t)}{w(t)}\right\|\left(r\|y(t)+w(t)\|+\|K\|\left\|\binom{v(t)}{w(t)}\right\|\right)
\end{aligned}
$$

and we also invoke statement (i) of Lemma 2.1.7 to yield the existence of $\gamma_{1} \in \mathcal{K} \infty$ such that

$$
r \kappa \sqrt{\left\|B_{\mathrm{e}}\right\|^{2}+\left\|D_{\mathrm{e}}\right\|^{2}} s_{1} s_{2} \leq \frac{7 r}{2} s_{1} \alpha\left(s_{1}\right)+\gamma_{1}\left(s_{2}\right) \quad \forall s_{1}, s_{2} \geq 0
$$

With the above two inequalities in mind, (2.38) and (2.40) therefore give that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
V(x(t+1))-V(x(t)) \leq & -4 r\|y(t)+w(t)\| \alpha(\|y(t)+w(t)\|)+\left(4\|K\|^{2}+\frac{4 r^{2}}{3}\right)\|w(t)\|^{2} \\
& +\frac{7 r}{2}\|y(t)+w(t)\| \alpha(\|y(t)+w(t)\|)+\gamma_{1}\left(\left\|\binom{v(t)}{w(t)}\right\|\right) \\
& +\kappa \sqrt{\left\|B_{\mathrm{e}}\right\|^{2}+\left\|D_{\mathrm{e}}\right\|^{2}}\|K\|\left\|\binom{v(t)}{w(t)}\right\|^{2} \\
& +\kappa\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|\left(\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|+\|x(t)\|\right) .
\end{aligned}
$$

Setting $\gamma_{2}(s):=\gamma_{1}(s)+\left(4\|K\|^{2}+4 r^{2} / 3+\kappa \sqrt{\left\|B_{\mathrm{e}}\right\|^{2}+\left\|D_{\mathrm{e}}\right\|^{2}}\|K\|+\kappa\left(\left\|B_{\mathrm{e}}\right\|^{2}+\left\|D_{\mathrm{e}}\right\|^{2}\right)\right) s^{2}$ for all $s \geq 0$, thus gives, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\left.\begin{array}{rl}
V(x(t+1))-V(x(t)) \leq & -\frac{r}{2}\|y(t)+w(t)\| \alpha(\|y(t)+w(t)\|)+\kappa\|x(t)\|
\end{array}\right]\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)} \| .
$$

By recalling the definition of $\alpha_{1} \in \mathcal{K}_{\infty}$ from (2.31), we see that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
V(x(t+1))-V(x(t)) \leq & -\alpha_{1}\left(\|y(t)+w(t)\|^{2}\right)+\kappa\|x(t)\|\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\| \\
& +\gamma_{2}\left(\left\|\binom{v(t)}{w(t)}\right\|\right) \tag{2.41}
\end{align*}
$$

With this in mind, we utilise another application of statement (i) of Lemma 2.1.7 to obtain $\gamma_{3} \in \mathcal{K}_{\infty}$ such that

$$
\kappa \sqrt{\left\|B_{\mathrm{e}}\right\|^{2}+\left\|D_{\mathrm{e}}\right\|^{2}} s_{1} s_{2} \leq \frac{1}{2} s_{1} \mu\left(s_{1}\right)+\gamma_{3}\left(s_{2}\right) \quad \forall s_{1}, s_{2} \geq 0
$$

This then subsequently gives, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
V(x(t+1))-V(x(t)) \leq & -\alpha_{1}\left(\|y(t)+w(t)\|^{2}\right)+\frac{1}{2}\|x(t)\| \mu(\|x(t)\|) \\
& +\gamma_{4}\left(\left\|\binom{v(t)}{w(t)}\right\|\right) \tag{2.42}
\end{align*}
$$

where $\gamma_{4}:=\gamma_{2}+\gamma_{3} \in \mathcal{K}_{\infty}$.
Finally, we define $W:=U+V$ and, for all $s \geq 0$, we further define $\alpha_{2}(s):=s \mu(s) / 2$ and $\alpha_{3}(s):=\alpha_{1}\left(s^{2}\right)+\gamma_{4}(s)$. Invoking (2.37) and (2.42) obtains, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
W(x(t+1))-W(x(t)) \leq-\alpha_{2}(\|x(t)\|)+\alpha_{3}\left(\left\|\binom{v(t)}{w(t)}\right\|\right)
$$

Since $U_{2}$ is positive definite, let $c_{3}, c_{4}>0$ be such that $V(\xi) \leq c_{3}\|\xi\|^{2}$ and $c_{4}\|\xi\|^{2} \leq$ $U_{2}(\xi)$ for all $\xi \in \mathbb{R}^{n}$. Recalling that $c_{2}\|\xi\|^{2} \geq U_{2}(\xi)$ for all $\xi \in \mathbb{R}^{n}$, we define $\alpha_{4}(s):=$ $\alpha_{1}\left(c_{4} c s^{2}\right)$ and $\alpha_{5}(s):=\alpha_{1}\left(c_{2} c s^{2}\right)+c_{3} s^{2}$ for all $s \geq 0$ so that

$$
\alpha_{4}(\|\xi\|) \leq W(\xi) \leq \alpha_{5}(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{n}
$$

Therefore, Proposition 2.2.9 yields that the Lur'e system (2.17) is ISS. Moreover, Proposition 2.2 .9 also gives that $\psi$ and $\phi$ in (2.22) only depend on $\alpha_{2}, \alpha_{3}, \alpha_{4}$ and $\alpha_{5}$. An inspection of the previous workings show that these are independent of $f$.
Our attention now turns to the second part of the proof, that is, showing that the system is ISOS. To this end, by the first part, let $\psi_{1} \in \mathcal{K} \mathcal{L}$ and $\phi_{1} \in \mathcal{K}$ be such that, for all $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ satisfying (2.28),

$$
\begin{equation*}
\|x(t)\| \leq \psi_{1}(\|x(0)\|, t)+\phi_{1}\left(\max _{s \in \underline{t-1}}\left\|\binom{v(s)}{w(s)}\right\|\right) \quad \forall t \in \mathbb{N}, \forall(v, w, x, y) \in \mathcal{B} \tag{2.43}
\end{equation*}
$$

Consider that, for all $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$, all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$, Lemma 2.1.18 implies that

$$
\|y(t)\| \leq\left\|C^{K}\right\|\|x(t)\|+\left\|D^{K}\right\|\|f(y(t)+w(t))-K y(t)\|+\left\|(I-D K)^{-1}\right\|\left\|D_{\mathrm{e}}\right\|\|v(t)\| .
$$

If $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ satisfies (2.28), then, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
\|y(t)\| \leq & \left\|C^{K}\right\|\|x(t)\|+\left\|D^{K}\right\|(r \text { id }-\alpha)(\|y(t)+w(t)\|) \\
& +\left(\left\|(I-D K)^{-1}\right\|\left\|D_{\mathrm{e}}\right\|+\left\|D^{K}\right\|\|K\|\right)\left\|\binom{v(t)}{w(t)}\right\| \tag{2.44}
\end{align*}
$$

where id : $\mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is the identity map. Define $g:=\left(1-r\left\|D^{K}\right\|\right)$ id $+\left\|D^{K}\right\| \alpha$ and note that, using Lemma 2.1.24, $r\left\|D^{K}\right\| \leq r\left\|\mathbf{G}^{K}\right\| \leq 1$. From this we deduce that $g \in \mathcal{K}_{\infty}$, and so from Lemma 2.1.2, we see that $g^{-1}$ exists and is in $\mathcal{K}_{\infty}$. If we now rearrange (2.44), we see that, for all $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ satisfying (2.28), all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\|y(t)+w(t)\| \leq g^{-1}( & \left\|C^{K}\right\|\|x(t)\|+\left(\left\|(I-D K)^{-1}\right\|\left\|D_{\mathrm{e}}\right\|+\left\|D^{K}\right\|\|K\|\right)\left\|\binom{v(t)}{w(t)}\right\| \\
& +\|w(t)\|)
\end{aligned}
$$

Combining this with (2.43) and the reverse triangle inequality gives that, for all $f$ : $\mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ satisfying (2.28), all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\|y(t)\| \leq g^{-1} & \left(\left\|C^{K}\right\| \psi_{1}(\|x(0)\|, t)+\left\|C^{K}\right\| \phi_{1}\left(\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right)\right. \\
& \left.+\left(1+\left\|(I-D K)^{-1}\right\|\left\|D_{\mathrm{e}}\right\|+\left\|D^{K}\right\|\|K\|\right)\left\|\binom{v(t)}{w(t)}\right\|\right)+\|w(t)\| .
\end{aligned}
$$

We now invoke Lemma 2.1 .3 to yield, for all $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ satisfying (2.28), all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
& \|y(t)\| \leq g^{-1}\left(2\left\|C^{K}\right\| \psi_{1}(\|x(0)\|, t)\right)+\left\|\binom{v(s)}{w(s)}\right\| \\
& \quad+g^{-1}\left(\tilde{c}\left(\phi_{1}+\operatorname{id}\right)\left(\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right)\right)
\end{aligned}
$$

where $\tilde{c}:=2\left(\left\|C^{K}\right\|+1+\left\|(I-D K)^{-1}\right\|\left\|D_{\mathrm{e}}\right\|+\left\|D^{K}\right\|\|K\|\right)>0$. We define $\psi_{2} \in \mathcal{K} \mathcal{L}$ by $\psi_{2}(s, t):=g^{-1}\left(\left(2\left\|C^{K}\right\|+1\right) \psi_{1}(s, t)\right)$ for all $(s, t) \in \mathbb{R}_{+} \times \mathbb{Z}_{+}$, and $\phi_{2} \in \mathcal{K}$ by

$$
\phi_{2}(s):=s+g^{-1}\left(\tilde{c}\left(\phi_{1}+\mathrm{id}\right)(s)\right),
$$

for all $s \geq 0$. Therefore, for all $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ satisfying (2.28), all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
\|y(t)\| \leq \psi_{2}(\|x(0)\|, t)+\phi_{2}\left(\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right) \tag{2.45}
\end{equation*}
$$

Finally, by defining $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ by
$\psi(s, t):=\max \left\{\psi_{1}(s, t), \psi_{2}(s, t)\right\} \quad$ and $\quad \phi(s):=\max \left\{\phi_{1}(s), \phi_{2}(s)\right\} \quad \forall s \geq 0, \forall t \in \mathbb{Z}_{+}$, we immediately see from (2.43) and (2.45) that the proof is complete.

We conclude this section with the following example which presents a system that satisfies the assumptions of Theorem 2.2.10.

Example 2.2.12. Consider (2.17) where $n=2, m=p=1$,

$$
A=\left(\begin{array}{cc}
\frac{1}{2} & 1 \\
0 & \frac{1}{2}
\end{array}\right), \quad B=\binom{1}{0}, \quad C=\left(\begin{array}{ll}
1 & 0
\end{array}\right), \quad D=1
$$

$f: \mathbb{R} \rightarrow \mathbb{R}$ is defined by

$$
f(\xi)=\frac{2}{3} \operatorname{sign}(\xi)(\sqrt{|\xi|+1}-1) \quad \forall \xi \in \mathbb{R}
$$

and $q, B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ are arbitrary. It is easy to deduce that

$$
\mathbf{G}(1)=3 \quad \text { and } \quad|\mathbf{G}(z)| \leq 3 \quad \forall z \in \mathbb{C},|z| \geq 1
$$

Whence, we obtain that $\|\mathbf{G}\|_{H^{\infty}}=3$. Furthermore, by defining $r=1 / 3, K=0$ and $\alpha \in \mathcal{K}_{\infty}$ by

$$
\alpha(s):=\frac{s}{3}-\frac{2}{3}(\sqrt{s+1}-1) \quad \forall s \geq 0
$$

it is straight forward to verify that the assumptions of Theorem 2.2.10 hold. Therefore, in this case, (2.17) is ISOS.

### 2.2.3 Input-to-state stability with bias

Here, we present a corollary to Theorem 2.2.10 that shows that if the nonlinearity of (2.17) satisfies the sector condition (2.28) but only for all $\xi \in \mathbb{R}^{p}$ outside of a bounded set, then the same assumptions on the linear system guarantee that (2.17) exhibits a variant of ISS, namely ISS with bias. We now define this notion with respect to (2.17) and, for background reading of ISS with bias, we refer the reader to works such as [59, 108].
Definition 2.2.13. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$.
(i) We say that (2.17) is ISS with bias, if there exist $\psi \in \mathcal{K} \mathcal{L}, \phi \in \mathcal{K}$ and $\theta>0$ such that

$$
\begin{equation*}
\|x(t)\| \leq \psi(\|x(0)\|, t)+\phi\left(\theta+\max _{s \in t-1}\left\|\binom{v(s)}{w(s)}\right\|\right) \quad \forall t \in \mathbb{N}, \forall(v, w, x, y) \in \mathcal{B} \tag{2.46}
\end{equation*}
$$

(ii) We say that (2.17) is ISOS with bias, if there exist $\psi \in \mathcal{K} \mathcal{L}, \phi \in \mathcal{K}$ and $\theta>0$ such that (2.46) holds and

$$
\begin{equation*}
\|y(t)\| \leq \psi(\|x(0)\|, t)+\phi\left(\theta+\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right) \quad \forall t \in \mathbb{Z}_{+}, \forall(v, w, x, y) \in \mathcal{B} \tag{2.47}
\end{equation*}
$$

(iii) For a set $S \subseteq \mathbb{R}^{p}$ and $\xi \in \mathbb{R}^{p}$, we define

$$
\operatorname{dist}(\xi, S):=\inf \{\|\xi-\zeta\|: \zeta \in S\}
$$

The following is the aforementioned corollary to Theorem 2.2.10. It is a generalisation of [108, Corollary 17] to systems of the form (2.17).
Corollary 2.2.14. Let $\Sigma \in \mathbb{L}, K \in \mathbb{R}^{m \times p}, r>0$ and $\alpha \in \mathcal{K}_{\infty}$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$ and that $(\mathrm{A})$ holds. Then there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that, for every nonlinearity $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ that is bounded on bounded sets and satisfies

$$
\begin{equation*}
\|f(\xi)-K \xi\| \leq r\|\xi\|-\alpha(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p} \text { with sufficiently large }\|\xi\| \tag{2.48}
\end{equation*}
$$

it follows that (2.46) and (2.47) hold, where

$$
\theta=\sup _{\xi \in \mathbb{R}^{p}} \operatorname{dist}\left(f(\xi), \mathbb{B}_{\mathbb{C}}(K \xi, r\|\xi\|-\alpha(\|\xi\|)) \in \mathbb{R}_{+}\right.
$$

Proof. We shall follow the steps laid out in [108, Corollary 17], and so shall only be brief. Indeed, as per [108, Corollary 17], we note that we may assume, without loss of generality, that $\alpha(s)<r s$ for all $s>0$. With this in mind, we set $\rho(s):=r s-\alpha(s)$ for every $s \geq 0$ so that $\rho(s)>0$ for all $s>0$. It is easily seen that $\rho(0)=0$ and $\rho$ is continuous. Let $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ be bounded on bounded sets and satisfy (2.48). We subsequently define $\hat{f}: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ by

$$
\hat{f}(\xi):=\left\{\begin{array}{ll}
f(\xi)-K \xi, & \text { if }\|f(\xi)-K \xi\| \leq \rho(\|\xi\|), \\
\frac{f(\xi)-K \xi}{\|f(\xi)-K \xi\|} \rho(\|\xi\|), & \text { if }\|f(\xi)-K \xi\|>\rho(\|\xi\|),
\end{array}\right\} \quad \forall \xi \in \mathbb{R}^{p}
$$

and $\tilde{f}: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ by $\tilde{f}(\xi):=\hat{f}(\xi)+K \xi$ for all $\xi \in \mathbb{R}^{p}$. We highlight the fact that $\tilde{f}(\xi)=f(\xi)$ for all $\xi \in \mathbb{R}^{p}$ such that $\|f(\xi)-K \xi\| \leq \rho(\|\xi\|)$ and also that

$$
\begin{equation*}
\|\tilde{f}(\xi)-K \xi\|=\|\hat{f}(\xi)\| \leq \rho(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p} \tag{2.49}
\end{equation*}
$$

It is then not difficult to deduce that (see the proof of [108, Corollary 17])

$$
\begin{equation*}
\sup _{\xi \in \mathbb{R}^{p}}\|f(\xi)-\tilde{f}(\xi)\|=\sup _{\xi \in \mathbb{R}^{p}} \operatorname{dist}\left(f(\xi), \mathbb{B}_{\mathbb{C}}(K \xi, \rho(\|\xi\|))\right)=\theta<\infty \tag{2.50}
\end{equation*}
$$

To conclude the proof, we note that, for every $(v, w, x, y) \in \mathcal{B}_{f}(\Sigma)$, it follows that $(\tilde{v}, w, x, y) \in \mathcal{B}_{\tilde{f}}\left(A, B, \tilde{B}_{\mathrm{e}}, C, D, \tilde{D}_{\mathrm{e}}\right)$, where $\tilde{B}_{\mathrm{e}}:=\left(\begin{array}{ll}B & B_{\mathrm{e}}\end{array}\right), \tilde{D}_{\mathrm{e}}:=\left(\begin{array}{ll}D & D_{\mathrm{e}}\end{array}\right)$ and

$$
\tilde{v}(t):=\binom{f(y(t)+w(t))-\tilde{f}(y(t)+w(t))}{v(t)} \quad \forall t \in \mathbb{Z}_{+}
$$

In view of (2.49) and (2.50), we invoke Theorem 2.2 .10 to obtain $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ (independent of $f$ ) such that (2.46) and (2.47) hold.

### 2.3 Convergence properties

In [15], sufficient conditions are given for when continuous-time Lur'e systems, of the form (2.1), exhibit a property known as the converging-input converging-state property. Roughly, systems exhibit this notion if, for every vector $v^{\infty}$, inputs that asymptotically converge to $v^{\infty}$, generate state trajectories that asymptotically converge to some vector $x^{\infty}$. Our aim for this section is to present discrete-time analogues of the results of [15], but which also allow for systems with feedthrough and with output disturbances. Moreover, we shall also investigate the extent to which a converging input leads to a converging output.
We split the current section into three, where, in the first part, we collect relevant preliminary results and definitions. In the second part we then investigate convergence properties of (2.17), and then, finally, we concern ourselves with steady-state gain maps in the final portion of the section.

### 2.3.1 Preliminaries

For an element $x^{\mathrm{e}} \in \mathbb{R}^{n}$, when the context is clear, we will sometimes abuse notation and interchangeably write $x^{\mathrm{e}}$ as an element of $\mathbb{R}^{n}$ and also the constant function mapping $t \mapsto x^{\mathrm{e}}$, for all $t \in \mathbb{Z}_{+}$.

Definition 2.3.1. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$.
(i) We say that a quadruple $\left(v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right) \in \mathbb{R}^{q} \times \mathbb{R}^{p} \times \mathbb{R}^{n} \times \mathbb{R}^{p}$ is an equilibrium quadruple of $(2.17)$, if $\left(v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right) \in \mathcal{B}$.
(ii) We say that an equilibrium quadruple $\left(v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right)$ is globally asymptotically stable in the large (GAS), if there exists $c>0$ such that, for all $\left(v^{\mathrm{e}}, w^{\mathrm{e}}, x, y\right) \in \mathcal{B}$,

$$
\left\|x(t)-x^{\mathrm{e}}\right\|+\left\|y(t)-y^{\mathrm{e}}\right\| \leq c\left\|x(0)-x^{\mathrm{e}}\right\| \quad \forall t \in \mathbb{Z}_{+}
$$

and

$$
\lim _{t \rightarrow \infty} x(t)=x^{\mathrm{e}} \quad \text { and } \quad \lim _{t \rightarrow \infty} y(t)=y^{\mathrm{e}}
$$

(iii) We say that an equilibrium quadruple ( $\left.v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right)$ is input-to-state stable (ISS) if there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that, for every $(v, w, x, y) \in \mathcal{B}$,

$$
\begin{equation*}
\left\|x(t)-x^{\mathrm{e}}\right\| \leq \psi\left(\left\|x(0)-x^{\mathrm{e}}\right\|, t\right)+\phi\left(\max _{s \in \underline{t-1}}\left\|\binom{v(s)-v^{\mathrm{e}}}{w(s)-w^{\mathrm{e}}}\right\|\right) \quad \forall t \in \mathbb{N} . \tag{2.51}
\end{equation*}
$$

(iv) We say that an equilibrium quadruple ( $\left.v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right)$ is input-to-state/output stable (ISOS) if there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that, for every $(v, w, x, y) \in \mathcal{B}$, (2.51) holds and

$$
\left\|y(t)-y^{\mathrm{e}}\right\| \leq \psi\left(\left\|x(0)-x^{\mathrm{e}}\right\|, t\right)+\phi\left(\max _{s \in \underline{t}}\left\|\binom{v(s)-v^{\mathrm{e}}}{w(s)-w^{\mathrm{e}}}\right\|\right) \quad \forall t \in \mathbb{Z}_{+}
$$

Remark 2.3.2. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$.
(i) If $f(0)=0$, then it is clear that $(0,0,0,0)$ is an equilibrium quadruple of (2.17).
(ii) If $(0,0,0,0)$ is an equilibrium quadruple of (2.17), then $(0,0,0,0)$ being GAS, ISS or ISOS, is equivalent to (2.17) being GAS, ISS and ISOS, respectively. Indeed, we refer the reader to Definitions 2.2.1 and 2.2.5.

With the previous definitions in mind, we are able to reinterpret Theorems 2.2.3 and 2.2.10 in terms of equilibirum quadruples.

Corollary 2.3.3. Let $\Sigma \in \mathbb{L}, K \in \mathbb{R}^{m \times p}, r>0$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$ and $(\mathrm{A})$ holds. The following statements hold.
(i) If $\left\|D^{K}\right\|<1 / r, f$ is continuous and

$$
\|f(\xi)-K \xi\|<r\|\xi\| \quad \forall \xi \in \mathbb{R}^{p} \backslash\{0\}
$$

then $(0,0,0,0)$ is a $G A S$ equilibrium quadruple of (2.17).
(ii) If there exists $\alpha \in \mathcal{K}_{\infty}$ such that

$$
\|f(\xi)-K \xi\| \leq \gamma\|\xi\|-\alpha(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p}
$$

then $(0,0,0,0)$ is an ISOS equilibrium quadruple of (2.17).

Proof. In either case, the assumptions on $f$ guarantee that $f(0)=0$. As discussed in Remark 2.3.2, this implies that $(0,0,0,0)$ is an equilibrium quadruple of (2.17) and is GAS or ISOS if, and only if, (2.17) is GAS or ISOS, respectively. Theorems 2.2.3 and 2.2.10 hence complete the proof.

The following function (first explicitly defined in the continuous-time setting in [15]) will be useful in obtaining the existence of equilibrium quadruples.

Definition 2.3.4. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. For $K \in \mathbb{S}_{\mathbb{R}}(\mathbf{G})$, we define $F_{K}: \mathbb{R}^{p} \rightarrow$ $\mathbb{R}^{p}$ by

$$
\begin{equation*}
F_{K}(\xi):=\xi-\mathbf{G}^{K}(1)(f(\xi)-K \xi) \quad \forall \xi \in \mathbb{R}^{p} . \tag{2.52}
\end{equation*}
$$

The next lemma shows a useful invariance property of $F_{K}$.
Lemma 2.3.5. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}, W \subseteq \mathbb{R}^{p}$ be a non-empty subset and assume that $K \in \mathbb{S}_{\mathbb{R}}(\mathbf{G})$. Then

$$
\begin{align*}
F_{K}\left(\operatorname{im}\left(C^{K}\right)\right. & \left.+\operatorname{im}\left(D^{K}\right)+\operatorname{im}\left((I-D K)^{-1} D_{\mathrm{e}}\right)+W\right) \\
& \subseteq \operatorname{im}\left(C^{K}\right)+\operatorname{im}\left(D^{K}\right)+\operatorname{im}\left((I-D K)^{-1} D_{\mathrm{e}}\right)+W \tag{2.53}
\end{align*}
$$

and

$$
\begin{align*}
F_{K}^{-1}\left(\mathrm{im}\left(C^{K}\right)\right. & \left.+\operatorname{im}\left(D^{K}\right)+\operatorname{im}\left((I-D K)^{-1} D_{\mathrm{e}}\right)+W\right) \\
& \subseteq \operatorname{im}\left(C^{K}\right)+\operatorname{im}\left(D^{K}\right)+\operatorname{im}\left((I-D K)^{-1} D_{\mathrm{e}}\right)+W \tag{2.54}
\end{align*}
$$

Proof. Since $\mathbf{G}^{K}(1) \xi \in \operatorname{im}\left(C^{K}\right)+\operatorname{im}\left(D^{K}\right)$ for every $\xi \in \mathbb{R}^{m}$, it is clear that (2.53) holds. Moreover, if $\xi \in F_{K}^{-1}\left(\operatorname{im}\left(C^{K}\right)+\operatorname{im}\left(D^{K}\right)+\operatorname{im}\left((I-D K)^{-1} D_{\mathrm{e}}\right)+W\right)$ then there exist $\zeta_{1} \in \mathbb{R}^{n}, \zeta_{2} \in \mathbb{R}^{m}, \zeta_{3} \in \mathbb{R}^{q}$ and $\zeta_{4} \in W$ such that

$$
\xi-\mathbf{G}^{K}(1)(f(\xi)-K \xi)=C^{K} \zeta_{1}+D^{K} \zeta_{2}+(I-D K)^{-1} D_{e} \zeta_{3}+\zeta_{4}
$$

By combining this with the fact that $\mathbf{G}^{K}(1)(f(\xi)-K \xi) \in \operatorname{im}\left(C^{K}\right)+\operatorname{im}\left(D^{K}\right)$, the proof is complete.

The following proposition shows that we are able to obtain equilibrium quadruples from certain preimages of the map $F_{K}$.

Proposition 2.3.6. Let $\Sigma \in \mathbb{L}$ be stabilisable and detectable, $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$, $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{p}$. Assume that $K \in \mathbb{S}_{\mathbb{R}}(\mathbf{G})$ and

$$
\mathcal{T}_{K}:=F_{K}^{-1}\left(\begin{array}{rl}
C^{K}\left(I-A^{K}\right)^{-1} & \left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v^{\infty}  \tag{2.55}\\
& +(I-D K)^{-1} D_{\mathrm{e}} v^{\infty}+\left(I+\mathbf{G}^{K}(1) K\right) w^{\infty}
\end{array}\right)
$$

is nonempty. Let $z^{\infty} \in \mathcal{T}_{K}$ and define $y^{\infty}:=z^{\infty}-w^{\infty}$ and

$$
\begin{equation*}
x^{\infty}:=\left(I-A^{K}\right)^{-1}\left(B^{K}\left(f\left(z^{\infty}\right)-K\left(z^{\infty}-w^{\infty}\right)\right)+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v^{\infty}\right) . \tag{2.56}
\end{equation*}
$$

Then

$$
\begin{equation*}
y^{\infty}=C^{K} x^{\infty}+D^{K}\left(f\left(z^{\infty}\right)-K\left(z^{\infty}-w^{\infty}\right)\right)+(I-D K)^{-1} D_{\mathrm{e}} v^{\infty} \tag{2.57}
\end{equation*}
$$

and $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an equilibrium quadruple of (2.17).

Remark 2.3.7. (i) For $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$, Proposition 2.3.6 is motivated by the wish to find $x^{\infty} \in \mathbb{R}^{n}$ and $y^{\infty} \in \mathbb{R}^{p}$ such that

$$
\begin{aligned}
x^{\infty} & =A x^{\infty}+B f\left(y^{\infty}+w^{\infty}\right)+B_{\mathrm{e}} v^{\infty} \\
y^{\infty} & =C x^{\infty}+D f\left(y^{\infty}+w^{\infty}\right)+D_{\mathrm{e}} v^{\infty}
\end{aligned}
$$

for given $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{p}$. Since $I-A$ need not be invertible, we include the output feedback matrix $K$. Indeed, from [72, Theorem 2] (see Remark 2.1.23), the assumptions of Proposition 2.3.6 guarantee that $A^{K}$ is Schur. In the simple situation wherein $B_{\mathrm{e}}=B, D_{\mathrm{e}}=D, K=0$ and $w^{\infty}=0$, the condition $\mathcal{T}_{K} \neq \emptyset$ is equivalent to $F_{K}^{-1}\left(\mathbf{G}(1) v^{\infty}\right) \neq \emptyset$.
(ii) A continuous-time analogue to Proposition 2.3.6 is given in [15, Proposition 3.1]. Although, as already mentioned, in [15] a much less general system is considered, that is, one without feedthrough and without output disturbances.

Proof of Proposition 2.3.6. For ease of notation in the sequel, we define $f^{K}(\xi):=f(\xi)-$ $K(\xi)$ for all $\xi \in \mathbb{R}^{p}$. We begin by recalling from the previous remark that $A^{K}$ is Schur, and so $\left(I-A^{K}\right)^{-1}$ is well-defined (see Remark 2.3.7). By considering

$$
\begin{aligned}
& C^{K} x^{\infty}=C^{K}\left(I-A^{K}\right)^{-1}\left(B^{K}\left(f\left(z^{\infty}\right)-K\left(z^{\infty}-w^{\infty}\right)\right)+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v^{\infty}\right) \\
& =\mathbf{G}^{K}(1) f^{K}\left(z^{\infty}\right)-D^{K} f^{K}\left(z^{\infty}\right)+C^{K}\left(I-A^{K}\right)^{-1}\left(\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v^{\infty}+B^{K} K w^{\infty}\right) .
\end{aligned}
$$

By recalling the definition of $F_{K}$ from (2.52), this becomes

$$
\begin{aligned}
C^{K} x^{\infty}= & z^{\infty}-F_{K}\left(z^{\infty}\right)-D^{K} f^{K}\left(z^{\infty}\right) \\
& +C^{K}\left(I-A^{K}\right)^{-1}\left(\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v^{\infty}+B^{K} K w^{\infty}\right)
\end{aligned}
$$

Since $z^{\infty} \in \mathcal{T}_{K}$, it is then easily checked that

$$
\begin{aligned}
C^{K} x^{\infty}= & z^{\infty}-D^{K} f^{K}\left(z^{\infty}\right)-(I-D K)^{-1} D_{\mathrm{e}} v^{\infty}-w^{\infty}-D^{K} K w^{\infty} \\
& =y^{\infty}-D^{K}\left(f\left(y^{\infty}+w^{\infty}\right)-K y^{\infty}\right)-(I-D K)^{-1} D_{\mathrm{e}} v^{\infty}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
y^{\infty}=C^{K} x^{\infty}+D^{K}\left(f\left(y^{\infty}+w^{\infty}\right)-K y^{\infty}\right)+(I-D K)^{-1} D_{\mathrm{e}} v^{\infty} \tag{2.58}
\end{equation*}
$$

which is (2.57). To prove that $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an equilibrium quadruple, we note that

$$
x^{\infty}=A^{K} x^{\infty}+B^{K}\left(f\left(y^{\infty}+w^{\infty}\right)-K y^{\infty}\right)+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v^{\infty}
$$

which, together with (2.58), completes the proof via an application of Lemma 2.1.18.

With Proposition 2.3.6 in mind, we see that a useful property in determining equilibrium quadruples is surjectivity of $F_{K}$. The next result is a discrete-time analogue of $[15$, Proposition 4.1], and gives conditions sufficient for guaranteeing that $F_{K}$ is surjective.

Proposition 2.3.8. Let $\Sigma \in \mathbb{L}, K \in \mathbb{R}^{m \times p}, r>0$, $W \subseteq \mathbb{R}^{p}$ be a non-empty subset and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$, and that $f$ satisfies

$$
\begin{equation*}
\|f(\xi+\zeta)-f(\zeta)-K \xi\|<r\|\xi\| \quad \forall \zeta \in Y, \forall \xi \in \mathbb{R}^{p} \backslash\{0\} \tag{2.59}
\end{equation*}
$$

where $Y \subseteq \operatorname{im}\left(C^{K}\right)+\operatorname{im}\left(D^{K}\right)+\operatorname{im}\left((I-D K)^{-1} D_{\mathrm{e}}\right)+W$ is a non-empty subset. The following statements hold.
(i) $\# F_{K}^{-1}(\xi)=1$ for all $\xi \in \operatorname{im}\left(C^{K}\right)+\operatorname{im}\left(D^{K}\right)+\operatorname{im}\left((I-D K)^{-1} D_{\mathrm{e}}\right)+W$ such that $F_{K}^{-1}(\xi) \cap Y \neq \emptyset$.
(ii) If $f$ is continuous and $\left\|\mathbf{G}^{K}(1)\right\|<1 / r$, then $F_{K}$ is surjective.
(iii) If $f$ is continuous and there exists $\eta \in \mathbb{R}^{p}$ such that

$$
r\|\xi\|-\|f(\xi+\eta)-f(\eta)-K \xi\| \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty
$$

then $F_{K}$ is surjective.
(iv) If $Y=\operatorname{im}\left(C^{K}\right)+\operatorname{im}\left(D^{K}\right)+\operatorname{im}\left((I-D K)^{-1} D_{\mathrm{e}}\right)+W$ and either of the hypotheses of statements (ii) or (iii) hold, then $\tilde{F}_{K}: Y \rightarrow Y$, defined by $\tilde{F}_{K}(\xi):=F_{K}(\xi)$ for all $\xi \in Y$, is a bijection.

In order to prove Proposition 2.3.8, we shall use [15, Lemma 4.2]. For convenience, we present it here.

Lemma 2.3.9. Let $g: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ and $r>0$.
(i) If there exists $\eta \in \mathbb{R}^{p}$ such that

$$
r\|\xi\|-\|g(\xi+\eta)-g(\eta)\| \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty
$$

then, for all $\zeta \in \mathbb{R}^{p}$,

$$
r\|\xi\|-\|g(\xi+\zeta)-g(\zeta)\| \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty
$$

(ii) If $g$ is continuous, $\|g(\xi)\|<r\|\xi\|$ for all $\xi \in \mathbb{R}^{p} \backslash\{0\}$, and $r\|\xi\|-\|g(\xi)\| \rightarrow \infty$ as $\|\xi\| \rightarrow \infty$, then there exists $\alpha \in \mathcal{K}_{\infty}$ such that

$$
\|g(\xi)\| \leq r\|\xi\|-\alpha(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p}
$$

Proof of Proposition 2.3.8. The proof is a discrete-time analogue of the proof of [15, Proposition 4.1]. We begin with the observation that if $\mathbf{G}^{K}(1)=0$, then $F_{K}$ is trivially a bijective function. For the rest of this proof, we thus assume that $\mathbf{G}^{K}(1) \neq 0$ and hence $\left\|\mathbf{G}^{K}\right\|_{H^{\infty}} \neq 0$.
With regards to proving statement (i), let $\xi \in \operatorname{im}\left(C^{K}\right)+\operatorname{im}\left(D^{K}\right)+\mathrm{im}\left((I-D K)^{-1} D_{\mathrm{e}}\right)+$ $W$ be such that $F_{K}^{-1}(\xi) \cap Y \neq \emptyset$ and let $\xi_{1} \in F_{K}^{-1}(\xi) \cap Y$ and $\xi_{2} \in F_{K}^{-1}(\xi)$. We seek to show that $\xi_{1}=\xi_{2}$. To this end, first note that

$$
\begin{aligned}
\left\|\xi_{2}-\xi_{1}\right\| & =\left\|F_{K}\left(\xi_{2}\right)+\mathbf{G}^{K}(1)\left(f\left(\xi_{2}\right)-K \xi_{2}\right)-F_{K}\left(\xi_{1}\right)-\mathbf{G}^{K}(1)\left(f\left(\xi_{1}\right)-K \xi_{1}\right)\right\| \\
& \leq\left\|\mathbf{G}^{K}\right\|_{H^{\infty}}\left\|f\left(\xi_{2}\right)-f\left(\xi_{1}\right)-K\left(\xi_{2}-\xi_{1}\right)\right\| .
\end{aligned}
$$

If $\xi_{1} \neq \xi_{2}$, then, by Lemma 2.1.24 and (2.59), we obtain that

$$
\left\|\xi_{2}-\xi_{1}\right\|<r\left\|\mathbf{G}^{K}\right\|_{H^{\infty}}\left\|\xi_{2}-\xi_{1}\right\| \leq\left\|\xi_{2}-\xi_{1}\right\|,
$$

which is a contradiction. Whence, $\xi_{1}=\xi_{2}$ and $\# F_{K}^{-1}(\xi)=1$, proving statement (i). We now move on to showing that statement (ii) holds and hence we additionally assume that $f$ is continuous and that $\left\|\mathbf{G}^{K}(1)\right\|<1 / r$. We deduce from this that $F_{K}$ is
continuous. Thus, in order to show that $F_{K}$ is surjective, we refer to $[93$, Theorem 9.36] and shall prove that $F_{K}$ is coercive, i.e.

$$
\frac{1}{\|\xi\|}\left\langle F_{K}(\xi), \xi\right\rangle \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty
$$

To this end, an application of the Cauchy-Schwarz and triangle inequalities yields, for all $\xi \in \mathbb{R}^{p}$,

$$
\begin{align*}
\frac{1}{\|\xi\|}\left\langle F_{K}(\xi), \xi\right\rangle & =\frac{1}{\|\xi\|}\left\langle\xi-\mathbf{G}^{K}(1)(f(\xi)-K \xi), \xi\right\rangle \\
& =\|\xi\|-\frac{\left\langle\mathbf{G}^{K}(1)(f(\xi)-K \xi), \xi\right\rangle}{\|\xi\|} \\
& \geq\|\xi\|-\left\|\mathbf{G}^{K}(1)\right\|\|f(\xi)-K \xi\| . \tag{2.60}
\end{align*}
$$

We now fix $\zeta \in Y$ and utilise (2.59) so that, for all $\xi \in \mathbb{R}^{p}$,

$$
\begin{aligned}
\|f(\xi)-f(\zeta)-K \xi\| & \leq\|f(\xi-\zeta+\zeta)-f(\zeta)-K(\xi-\zeta)\|+\|K \zeta\| \\
& \leq r\|\xi-\zeta\|+\|K \zeta\| \\
& \leq r\|\xi\|+(\|K\|+r)\|\zeta\| .
\end{aligned}
$$

By subsequently combining this with (2.60), we see that, for all $\xi \in \mathbb{R}^{p}$,

$$
\begin{align*}
\frac{1}{\|\xi\|}\left\langle F_{K}(\xi), \xi\right\rangle & \geq\|\xi\|-\left\|\mathbf{G}^{K}(1)\right\|(\|f(\xi)-f(\zeta)-K \xi\|+\|f(\zeta)\|) \\
& \geq\|\xi\|-\left\|\mathbf{G}^{K}(1)\right\|(r\|\xi\|+(\|K\|+r)\|\zeta\|+\|f(\zeta)\|) \\
& =\left(1-r\left\|\mathbf{G}^{K}(1)\right\|\right)\|\xi\|-\left\|\mathbf{G}^{K}(1)\right\|((\|K\|+r)\|\zeta\|+\|f(\zeta)\|) \tag{2.61}
\end{align*}
$$

Since $1-r\left\|\mathbf{G}^{K}(1)\right\|>0$, we obtain the desired coercivity of $F_{K}$ hence completing the proof of statement (ii).
Turning our attention now to statement (iii), we see that under the additional assumptions of continuity of $f$ and that there exists $\eta \in \mathbb{R}^{p}$ such that

$$
r\|\xi\|-\|f(\xi+\eta)-f(\eta)-K \xi\| \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty
$$

statement (i) of Lemma 2.3.9 guarantees that, for every $\zeta \in \mathbb{R}^{p}$,

$$
r\|\xi\|-\|f(\xi+\zeta)-f(\zeta)-K \xi\| \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty
$$

We fix $\zeta \in Y$ and note that the hypotheses of statement (ii) of Lemma 2.3.9 hold (with respect to the function $\xi \mapsto f(\xi+\zeta)-f(\zeta)-K \xi)$. This then implies that there exists $\alpha \in \mathcal{K}_{\infty}$ (dependent on $\zeta$ ) such that

$$
\|f(\xi+\zeta)-f(\zeta)-K \xi\| \leq r\|\xi\|-\alpha(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p}
$$

We now act similarly to the proof of statement (ii) and seek to show that $F_{K}$ is coercive. Indeed, first note that, for all $\xi \in \mathbb{R}^{p}$, the above inequality yields that

$$
\begin{aligned}
\|f(\xi)-f(\zeta)-K \xi\| & \leq\|f(\xi-\zeta+\zeta)-f(\zeta)-K(\xi-\zeta)\|+\|K \zeta\| \\
& \leq r\|\xi-\zeta\|-\alpha(\|\xi-\zeta\|)+\|K \zeta\| \\
& \leq r\|\xi\|-\alpha(\|\xi-\zeta\|)+(\|K\|+r)\|\zeta\| .
\end{aligned}
$$

By combining this with (2.60), we obtain that, for all $\xi \in \mathbb{R}^{p}$,

$$
\begin{aligned}
& \frac{1}{\|\xi\|}\left\langle F_{K}(\xi), \xi\right\rangle \geq\|\xi\|-\left\|\mathbf{G}^{K}(1)\right\|(\|f(\xi)-f(\zeta)-K \xi\|+\|f(\zeta)\|) \\
& \geq\left(1-r\left\|\mathbf{G}^{K}(1)\right\|\right)\|\xi\|+\left\|\mathbf{G}^{K}(1)\right\| \alpha(\|\xi-\zeta\|) \\
& \quad-\left\|\mathbf{G}^{K}(1)\right\|((\|K\|+r)\|\zeta\|+\|f(\zeta)\|) .
\end{aligned}
$$

Since $1-r\left\|\mathbf{G}^{K}(1)\right\| \geq 1-r\left\|\mathbf{G}^{K}\right\|_{H^{\infty}} \geq 0$ by Lemma 2.1.24, and $\alpha \in \mathcal{K}_{\infty}$, we have that $F_{K}$ is coercive and hence is surjective.
For the final part of the proof, we aim to show that statement (iv) holds. To do so, we let $Y=\operatorname{im}\left(C^{K}\right)+\operatorname{im}\left(D^{K}\right)+\operatorname{im}\left((I-D K)^{-1} D_{\mathrm{e}}\right)+W$ and assume that either of the hypotheses of statements (ii) or (iii) hold. The map $F_{K}$ is surjective and so for all $\zeta \in Y$, there exists $\xi \in \mathbb{R}^{p}$ such that $F_{K}(\xi)=\zeta$. From Lemma 2.3.5, we see that $\xi \in Y$ and so $\tilde{F}_{K}(\xi)=\zeta$. Moreover, $\# F_{K}^{-1}(\zeta)=1$ from statement (i). Therefore, $\tilde{F}_{K}$ is bijective.

We shall now see that if (2.59) in fact holds globally (that is, $Y=\mathbb{R}^{p}$ ), then a certain map is bijective with a globally Lipschitz inverse. These properties of this map will be useful in subsequent results (see Theorem 2.3.16).
Proposition 2.3.10. Let $\Sigma \in \mathbb{L}, K \in \mathbb{R}^{m \times p}$, $r>0$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G}),\left\|D^{K}\right\|<1 / r$ and that $f$ satisfies

$$
\begin{equation*}
\|f(\xi+\zeta)-f(\zeta)-K \xi\|<r\|\xi\| \quad \forall \xi, \zeta \in \mathbb{R}^{p}, \xi \neq 0 \tag{2.62}
\end{equation*}
$$

Then $I-D^{K}(f-K)$ is bijective and $\left(I-D^{K}(f-K)\right)^{-1}$ is globally Lipschitz with Lipschitz constant $L:=1 /\left(1-r\left\|D^{K}\right\|\right)>0$.

Proof. For ease of notation in the sequel, we define $g:=I-D^{K}(f-K)$. We begin by showing that $g$ is surjective, and will do this by first showing that the map $I-g$ is a contraction. To this end, from (2.62), for all $\xi_{1}, \xi_{2} \in \mathbb{R}^{p}$,

$$
\begin{aligned}
\left\|(I-g)\left(\xi_{1}\right)-(I-g)\left(\xi_{2}\right)\right\| & =\left\|D^{K}(f-K)\left(\xi_{1}\right)-D^{K}(f-K)\left(\xi_{2}\right)\right\| \\
& \leq r\left\|D^{K}\right\|\left\|\xi_{1}-\xi_{2}\right\| .
\end{aligned}
$$

Thus, since $r\left\|D^{K}\right\|<1, I-g$ is a contraction. We now fix $\zeta \in \mathbb{R}^{p}$ and define $h_{\zeta}(\xi):=$ $\xi-g(\xi)+\zeta$ for all $\xi \in \mathbb{R}^{p}$. Since $I-g$ is a contraction, it is clear that $h_{\zeta}$ is also. Therefore, an application of the contraction mapping theorem gives the existence of $\eta \in \mathbb{R}^{p}$ such that $h_{\zeta}(\eta)=\eta$. That is, $g(\eta)=\zeta$, whence showing surjectivity.
As for injectivity of $g$, we utilise a contradiction argument and suppose that $g\left(\xi_{1}\right)=$ $g\left(\xi_{2}\right)$ where $\xi_{1}, \xi_{2} \in \mathbb{R}^{p}$ are such that $\xi_{1} \neq \xi_{2}$. From this we see that

$$
\xi_{1}-\xi_{2}=D^{K}(f-K)\left(\xi_{1}\right)-D^{K}(f-K)\left(\xi_{2}\right)
$$

which, when combined with (2.62) and the fact that $r\left\|D^{K}\right\|<1$, gives

$$
\left\|\xi_{1}-\xi_{2}\right\|<r\left\|D^{K}\right\|\left\|\xi_{1}-\xi_{2}\right\|<\left\|\xi_{1}-\xi_{2}\right\|
$$

This is a contradiction, hence yielding that $g$ is injective. Finally, in order to show that $g^{-1}$ is globally Lipschitz, note that, by (2.62),

$$
\left\|\xi_{1}-\xi_{2}\right\| \leq\left\|g\left(\xi_{1}\right)-g\left(\xi_{2}\right)\right\|+r\left\|D^{K}\right\|\left\|\xi_{1}-\xi_{2}\right\| \quad \forall \xi_{1}, \xi_{2} \in \mathbb{R}^{p}
$$

Additionally, since $r\left\|D^{K}\right\|<1$, we have $L:=1 /\left(1-r\left\|D^{K}\right\|\right)>0$, and so the above inequality gives

$$
\left\|\xi_{1}-\xi_{2}\right\| \leq L\left\|g\left(\xi_{1}\right)-g\left(\xi_{2}\right)\right\| \quad \forall \xi_{1}, \xi_{2} \in \mathbb{R}^{p}
$$

From this, it is clear that $g^{-1}$ is Lipschitz continuous with Lipschitz constant $L$.
Remark 2.3.11. By combining Proposition 2.1.37 with Proposition 2.3 .10 , we see that, under the assumptions of Proposition 2.3.10, for a given $x^{0} \in \mathbb{R}^{n}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$and $w \in\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$, the $\operatorname{IVP}(2.18)$ has a unique solution.

### 2.3.2 The converging-input converging-state/output property

As already discussed, the continuous-time result [15, Theorem 4.3] provides sufficient conditions for when systems of the form (2.1) exhibit a notion called the converginginput converging-state property. Our intention here is to prove a discrete-time version of this result, which holds for general systems of the form (2.17). We hence begin by giving the following definition.

Definition 2.3.12. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. We say that (2.17) has the converging-input converging-state (CICS) property if for every $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{p}$, there exists $x^{\infty} \in \mathbb{R}^{n}$ such that $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$ for every $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$.

Not only shall we present conditions that guarantee that (2.17) exhibits the CICS property, we will also show that, under these same assumptions, the output converges asymptotically to some vector in $\mathbb{R}^{p}$, thus motivating the following definition.

Definition 2.3.13. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. We say that (2.17) has the converging-input converging-state/output (CICSO) property if for every $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{p}$, there exists $x^{\infty} \in \mathbb{R}^{n}$ and $y^{\infty} \in \mathbb{R}^{p}$ such that $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$ and $\lim _{t \rightarrow \infty} y(t)=y^{\infty}$ for every $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=$ $w^{\infty}$.

Of course, in the situation where the feedthrough is zero, the CICS property implies the CICSO property. The following example shows that there exist systems with nonzero feedthrough that exhibit the CICS property but not the CICSO property.

Example 2.3.14. Consider (2.17) where $n=m=p=q=2, A=D_{\mathrm{e}}=0 \in \mathbb{R}^{2 \times 2}$, $B_{\mathrm{e}}=I \in \mathbb{R}^{2 \times 2}$,

$$
B=\left(\begin{array}{cc}
1 / 2 & 0 \\
0 & 0
\end{array}\right), \quad C:=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), \quad D:=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)
$$

and $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is the identity map. We note that since $B C=B$ and $B D=0$, the state equation in (2.17) becomes

$$
x^{+}=0+B(C x+D y+D w+0+w)+v=B x+B w+v
$$

Since $B$ is a Schur matrix, we hence see, from standard linear control theory, that (2.17) has the CICS property.

We now let $v^{\infty} \in \mathbb{R}^{2}$ be fixed and set $w^{\infty}:=0 \in \mathbb{R}^{2}$. We additionally define $v, w \in$ $\left(\mathbb{R}^{2}\right)^{\mathbb{Z}_{+}}$by $v(t):=v^{\infty}$ and $w(t):=0$ for all $t \in \mathbb{Z}_{+}$, and denote by $x=\left(x_{1} x_{2}\right)^{T} \in\left(\mathbb{R}^{2}\right)^{\mathbb{Z}_{+}}$ the solution of the initial-value problem

$$
x^{+}=B x+v^{\infty}, \quad x(0)=0 .
$$

Finally, we define $y=\left(y_{1} y_{2}\right)^{T} \in\left(\mathbb{R}^{2}\right)^{\mathbb{Z}_{+}}$by

$$
y(t):=\binom{x_{1}(t)}{(-1)^{t}} \quad \forall t \in \mathbb{Z}_{+} .
$$

We then see that

$$
C x+D f(y+w)+D_{\mathrm{e}} v=\binom{x_{1}}{0}+\binom{0}{y_{2}}=y
$$

and

$$
A x+B f(y+w)+B_{\mathrm{e}} v=B x+v^{\infty}=x^{+}
$$

Therefore, $(v, w, x, y) \in \mathcal{B}$. To conclude the example, we note that, trivially, $v(t)$ and $w(t)$ converge to $v^{\infty}$ and $w^{\infty}$ as $t \rightarrow \infty$, respectively, but $y(t)$ does not converge.

Before giving the next result, we recall what it means for a set of functions to be equi-convergent to a vector.

Definition 2.3.15. We say that a subset $\mathcal{V} \subseteq\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$is equi-convergent to $v^{\infty} \in \mathbb{R}^{q}$ if, for all $\varepsilon>0$, there exists $\tau \in \mathbb{Z}_{+}$such that

$$
\left\|\left(\Lambda_{\tau} v\right)(t)-v^{\infty}\right\| \leq \varepsilon \quad \forall t \in \mathbb{Z}_{+}, \forall v \in \mathcal{V}
$$

We now present the main result of this section, the aforementioned generalisation of [15, Theorem 4.3] to discrete-time Lur'e systems of the form (2.17).

Theorem 2.3.16. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}, K \in \mathbb{R}^{m \times p}, r>0$, $W \subseteq \mathbb{R}^{p}$ be a nonempty subset, $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in W$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$, (A) holds and that $f$ is continuous and satisfies

$$
\begin{equation*}
\|f(\xi+\zeta)-f(\zeta)-K \xi\|<r\|\xi\| \quad \forall \zeta \in Y, \forall \xi \in \mathbb{R}^{p} \backslash\{0\} \tag{2.63}
\end{equation*}
$$

where $Y \subseteq \operatorname{im}\left(C^{K}\right)+\operatorname{im}\left(D^{K}\right)+\operatorname{im}\left((I-D K)^{-1} D_{\mathrm{e}}\right)+W$ is a non-empty subset such that $\mathcal{T}_{K} \cap Y \neq \emptyset$, and where $\mathcal{T}_{K}$ is given by (2.55). Then $\# \mathcal{T}_{K}=1$ and $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an equilibrium quadruple, where $y^{\infty}:=z^{\infty}-w^{\infty}$ with $\left\{z^{\infty}\right\}=\mathcal{T}_{K}$, and $x^{\infty}$ is given by (2.56). Furthermore, the following statements hold.
(i) If $\left\|D^{K}\right\|<1 / r$, then $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is a $G A S$ equilibrium quadruple. Additionally, if $I-D^{K}(f-K)$ is bijective and $\left(I-D^{K}(f-K)\right)^{-1}$ is continuous, then for all $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$, we have that either $x(t) \rightarrow x^{\infty}$ or $\|x(t)\| \rightarrow \infty$ as $t \rightarrow \infty$.
(ii) If there exists $\eta \in \mathbb{R}^{p}$ such that

$$
\begin{equation*}
r\|\xi\|-\|f(\xi+\eta)-f(\eta)-K \xi\| \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty \tag{2.64}
\end{equation*}
$$

then $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an ISOS equilibrium quadruple and there exist $\psi_{1}, \psi_{2} \in$ $\mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{gather*}
\left\|\binom{x(t)-x^{\infty}}{y(t)-y^{\infty}}\right\| \leq \\
\psi_{1}\left(\left\|x(0)-x^{\infty}\right\|, t\right)+\psi_{2}\left(\max _{s \in \underline{\lfloor t / 2\rfloor}}\left\|\binom{v(s)-v^{\infty}}{w(s)-w^{\infty}}\right\|, t\right)  \tag{2.65}\\
+\phi\left(\max _{s \in \underline{\lceil t / 2\rceil}}\left\|\binom{\left(\Lambda_{\lfloor t / 2\rfloor} v\right)(s)-v^{\infty}}{\left(\Lambda_{\lfloor t / 2\rfloor} w\right)(s)-w^{\infty}}\right\|\right) .
\end{gather*}
$$

In particular, for all $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=$ $w^{\infty}$, we have $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$ and $\lim _{t \rightarrow \infty} y(t)=y^{\infty}$.

Remark 2.3.17. (i) Under the hypotheses of Theorem 2.3.16, we note that $x^{\infty}$ and $y^{\infty}$ given by (2.56) and (2.57) do not depend on the choice of $K$. Indeed, this is shown in the proof of Lemma 2.3 .19 situated immediately after the following proof of Theorem 2.3.16. We comment that one can also deduce that $x^{\infty}$ and $y^{\infty}$ do not depend upon $K$ from the conclusions of Theorem 2.3.16. For more details of this, we refer the reader to [15, Remark 4.4.(c)].
(ii) In Theorem 2.3.16 we assume that $f$ is continuous. We highlight that this condition is trivially a consequence of (2.63) if

$$
Y=\operatorname{im}\left(C^{K}\right)+\operatorname{im}\left(D^{K}\right)+\operatorname{im}\left((I-D K)^{-1} D_{\mathrm{e}}\right)+W=\mathbb{R}^{p}
$$

Furthermore, in such a situation, (2.62) holds and so, if $\left\|D^{K}\right\|<1 / r$, it follows from Proposition 2.3.10 that $I-D^{K}(f-K)$ is bijective and $\left(I-D^{K}(f-K)\right)^{-1}$ is globally Lipschitz. Hence, the additional assumptions of statement (i) are redundant.
(iii) The convergence in statement (ii) of Theorem 2.3.16 is uniform in the following sense: given a set of inputs $\mathcal{V} \subseteq\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$which is equi-convergent to $\left(v^{\infty}, w^{\infty}\right)$ and $\kappa>0$, the set

$$
\begin{aligned}
\left\{x \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}}: \exists(v, w, y) \in \mathcal{V} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}\right. & \text {s.t. }(v, w, x, y) \in \mathcal{B} \\
& \text { and } \left.\|x(0)\|+\sup _{t \in \mathbb{Z}_{+}}\left\|\binom{v(t)}{w(t)}\right\| \leq \kappa\right\}
\end{aligned}
$$

is equi-convergent to $x^{\infty}$.
Before proving Theorem 2.3.16, we first present the following corollary, which succinctly gives sufficient conditions that guarantee that (2.17) exhibits the CICSO property.

Corollary 2.3.18. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}, K \in \mathbb{R}^{m \times p}, r>0$ and $W \subseteq \mathbb{R}^{p}$ be a non-empty subset. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$, (A) holds, $f$ is continuous, (2.63) holds with $Y=\operatorname{im}\left(C^{K}\right)+\operatorname{im}\left(D^{K}\right)+\operatorname{im}\left((I-D K)^{-1} D_{\mathrm{e}}\right)+W$ and there exists $\eta \in \mathbb{R}^{p}$ such that (2.64) holds. Then for each $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in W$, there exists $x^{\infty} \in \mathbb{R}^{n}$ and $y^{\infty} \in \mathbb{R}^{p}$ such that $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$ and $\lim _{t \rightarrow \infty} y(t)=y^{\infty}$ for all $(v, w, x, y) \in \mathcal{B}$ where $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$. In particular, if $W=\mathbb{R}^{p}$, then (2.17) has the CICSO property.

Proof. First, fix $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in W$ and note that statement (iii) in Proposition 2.3 .8 gives that $F_{K}$ is surjective. Moreover, Lemma 2.3.5 implies that $F_{K}^{-1}(Y) \subseteq Y$. Combining this with the surjectivity of $F_{K}$, we see that $\mathcal{T}_{K} \cap Y \neq \emptyset$, where $\mathcal{T}_{K}$ is given by (2.55). Statement (ii) of Theorem 2.3.16 hence completes the proof.

Proof of Theorem 2.3.16. We begin with an application of statement (i) of Proposition 2.3.8 to obtain that $\# \mathcal{T}_{K}=1$, and an application of Proposition 2.3.6 to yield that $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an equilibrium quadruple. We also define $\tilde{f}: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ by

$$
\tilde{f}(\xi):=f\left(\xi+y^{\infty}+w^{\infty}\right)-f\left(y^{\infty}+w^{\infty}\right) \quad \forall \xi \in \mathbb{R}^{p}
$$

and highlight that, since $y^{\infty}+w^{\infty}=z^{\infty} \in \mathcal{T}_{K} \subseteq Y$ and (2.63) holds,

$$
\begin{equation*}
\|\tilde{f}(\xi)-K \xi\|<r\|\xi\| \quad \forall \xi \in \mathbb{R}^{p} \backslash\{0\} \tag{2.66}
\end{equation*}
$$

Our attention now turns to proving statement (i). To this end, we assume that $\left\|D^{K}\right\|<$ $1 / r$ and let $\left(v^{\infty}, w^{\infty}, x, y\right) \in \mathcal{B}$. We define $\tilde{y}:=y-y^{\infty}$ and $\tilde{x}:=x-x^{\infty}$, and combine Lemma 2.1.18 with Proposition 2.3.6 to yield

$$
\begin{aligned}
\tilde{x}^{+}= & A^{K} x+B^{K}\left(f\left(y+w^{\infty}\right)-K y\right)+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v^{\infty} \\
& -A^{K} x^{\infty}-B^{K}\left(f\left(y^{\infty}+w^{\infty}\right)-K y^{\infty}\right)-\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v^{\infty} \\
= & A^{K} \tilde{x}+B^{K}\left(f\left(\tilde{y}+y^{\infty}+w^{\infty}\right)-f\left(y^{\infty}+w^{\infty}\right)-K \tilde{y}\right) \\
= & A^{K} \tilde{x}+B^{K}(\tilde{f}(\tilde{y})-K \tilde{y})
\end{aligned}
$$

It can similary be shown that

$$
\tilde{y}=C^{K} \tilde{x}+D^{K}(\tilde{f}(\tilde{y})-K \tilde{y})
$$

which, when combined with Lemma 2.1.18, shows that $(0,0, \tilde{x}, \tilde{y}) \in \mathcal{B}_{\tilde{f}}$. Therefore, in order to show that $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is GAS, it suffices to prove that $(0,0,0,0)$ is a GAS equilibrium quadruple of the system given by (2.17) but with nonlinearity $\tilde{f}$. Indeed this is obtained immediately from Corollary 2.3.3 by recalling (2.66). Hence $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is a GAS equilibrium quadruple. To conclude the proof of statement (i), we now additionally assume that $I-D^{K}(f-K)$ is bijective and $\left(I-D^{K}(f-K)\right)^{-1}$ is continuous. Let $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$. In order to prove the statement, we shall utilise an application of Theorem B.0.2 in Appendix B. To this end, since $\left(I-D^{K}(f-K)\right)^{-1}$ exists, it follows from Lemma 2.1.18 that we can write

$$
y+w=\left(I-D^{K}(f-K)\right)^{-1}\left(C^{K} x+(I-D K)^{-1} D_{\mathrm{e}} v+\left(I+D^{K} K\right) w\right)
$$

By combining this with the fact that $\left(I-D^{K}(f-K)\right)^{-1}$ is continuous, it is easily checked that (2.17) can be written in the form $x^{+}=g\left(x,(v, w)^{T}\right)$, for some continuous function $g: \mathbb{R}^{n} \times \mathbb{R}^{q+p} \rightarrow \mathbb{R}^{n}$. Explicitly, for all $\xi \in \mathbb{R}^{n}$ and $\zeta \in \mathbb{R}^{q+p}, g(\xi, \zeta)$ is defined by

$$
\begin{aligned}
g(\xi, \zeta): & =A^{K} \xi+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}} \quad B^{K} K\right) \zeta \\
& +B^{K}(f-K)\left(\left(I-D^{K}(f-K)\right)^{-1}\left(C^{K} \xi+\left((I-D K)^{-1} D_{\mathrm{e}} \quad I+D^{K} K\right) \zeta\right)\right)
\end{aligned}
$$

If $\|x(t)\|$ does not tend to infinity as $t \rightarrow \infty$, then there exists $M \geq 0$ such that, for every $k \in \mathbb{Z}_{+}$, there exists $t_{k} \in \bar{k}$ such that $\left\|x\left(t_{k}\right)\right\| \leq M$. Let $\mathcal{C}$ be the compact set defined by

$$
\mathcal{C}=\left\{\xi \in \mathbb{R}^{n}:\|\xi\| \leq M\right\}
$$

Using Theorem B.0.2 then gives that $x(t) \rightarrow x^{\infty}$ as $t \rightarrow \infty$, as required.
We now prove statement (ii) and so we now assume that there exists $\eta \in \mathbb{R}^{p}$ such that (2.64) holds. Let $(v, w, x, y) \in \mathcal{B}$ and define $\tilde{y}:=y-y^{\infty}, \tilde{x}:=x-x^{\infty}, \tilde{v}:=v-v^{\infty}$ and $\tilde{w}:=w-w^{\infty}$. A combination of Lemma 2.1.18 and Proposition 2.3.6 gives

$$
\begin{aligned}
\tilde{x}^{+}= & A^{K} x+B^{K}(f(y+w)-K y)+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v \\
& -A^{K} x^{\infty}-B^{K}\left(f\left(y^{\infty}+w^{\infty}\right)-K y^{\infty}\right)-\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v^{\infty} \\
= & A^{K} \tilde{x}+B^{K}\left(f\left(\tilde{y}+\tilde{w}+y^{\infty}+w^{\infty}\right)-f\left(y^{\infty}+w^{\infty}\right)-K \tilde{y}\right)+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) \tilde{v} \\
= & A^{K} \tilde{x}+B^{K}(\tilde{f}(\tilde{y}+\tilde{w})-K \tilde{y})+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) \tilde{v} .
\end{aligned}
$$

It can similary be shown that

$$
\tilde{y}=C^{K} \tilde{x}+D^{K}(\tilde{f}(\tilde{y}+\tilde{w})-K \tilde{y})+(I-D K)^{-1} D_{\mathrm{e}} \tilde{v}
$$

and so another application of Lemma 2.1.18 implies that $(\tilde{v}, \tilde{w}, \tilde{x}, \tilde{y}) \in \mathcal{B}_{\tilde{f}}$. Therefore, in order to show that $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an ISOS equilibrium quadruple of the Lur'e system (2.17), it suffices to prove that $(0,0,0,0)$ is an ISOS equilibrium quadruple of the system given by (2.17) but with nonlinearity $\tilde{f}$. To this end, note that, from (2.64) and an application of statement (i) of Lemma 2.3.9,

$$
r\|\xi\|-\|\tilde{f}(\xi)-K \xi\| \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty
$$

By combining this with (2.66), it follows from statement (ii) of Lemma 2.3.9, that there exists $\alpha \in \mathcal{K}_{\infty}$ such that

$$
\|\tilde{f}(\xi)-K \xi\| \leq r\|\xi\|-\alpha(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p}
$$

Whence, by Corollary $2.3 .3,(0,0,0,0)$ is an ISOS equilibrium quadruple of the system given by (2.17) but with nonlinearity $\tilde{f}$, which implies that $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an ISOS equilibrium quadruple of (2.17). Therefore, there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
\left\|\binom{x(t)-x^{\infty}}{y(t)-y^{\infty}}\right\| \leq \psi\left(\left\|x(0)-x^{\infty}\right\|, t\right)+\phi\left(\max _{s \in \underline{t}}\left\|\binom{v(s)-v^{\infty}}{w(s)-w^{\infty}}\right\|\right) \tag{2.67}
\end{equation*}
$$

A combination of Lemma 2.1.33 alongside the identity $\lceil t / 2\rceil+\lfloor t / 2\rfloor=t$ for all $t \in \mathbb{Z}_{+}$, thus yields, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\left\|\binom{x(t)-x^{\infty}}{y(t)-y^{\infty}}\right\| & =\left\|\binom{\left(\Lambda_{\lfloor t / 2\rfloor} x\right)(\lceil t / 2\rceil)-x^{\infty}}{\left(\Lambda_{\lfloor t / 2\rfloor} y\right)(\lceil t / 2\rceil)-y^{\infty}}\right\| \\
& \leq \psi\left(\left\|x(\lfloor t / 2\rfloor)-x^{\infty}\right\|,\lceil t / 2\rceil\right)+\phi\left(\max _{s \in \underline{\lceil t / 2\rceil}}\left\|\binom{\left(\Lambda_{\lfloor t / 2\rfloor} v\right)(s)-v^{\infty}}{\left(\Lambda_{\lfloor t / 2\rfloor} w\right)(s)-w^{\infty}}\right\|\right) .
\end{aligned}
$$

Applying another ISOS estimate to the term $\left\|x(\lfloor t / 2\rfloor)-x^{\infty}\right\|$ in the above inequality then obtains, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\left\|\binom{x(t)-x^{\infty}}{y(t)-y^{\infty}}\right\| \leq & \psi\left(\psi\left(\left\|x(0)-x^{\infty}\right\|,\lfloor t / 2\rfloor\right)+\phi\left(\max _{s \in \underline{\lfloor t / 2\rfloor}}\left\|\binom{v(s)-v^{\infty}}{w(s)-w^{\infty}}\right\|\right),\lceil t / 2\rceil\right) \\
& +\phi\left(\max _{s \in \underline{\lceil t / 2\rceil}}\left\|\binom{\left(\Lambda_{\lfloor t / 2\rfloor} v\right)(s)-v^{\infty}}{\left(\Lambda_{\lfloor t / 2\rfloor} w\right)(s)-w^{\infty}}\right\|\right)
\end{aligned}
$$

Finally, we set $\psi_{1}(s, t):=\psi(2 \psi(s,\lfloor t / 2\rfloor),\lceil t / 2\rceil)$ and $\psi_{2}(s, t):=\psi(2 \phi(s),\lceil t / 2\rceil)$ for all $s \in \mathbb{R}_{+}$and $t \in \mathbb{Z}_{+}$, to yield that (2.65) holds, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$. For all $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$, it is clear that the right hand side of the previous inequality tends to zero as $t \rightarrow \infty$, thus yielding that $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$ and $\lim _{t \rightarrow \infty} y(t)=y^{\infty}$ and completing the proof.

The following result was mentioned in Remark 2.3.17, and shows that $x^{\infty}$ and $y^{\infty}$, given by $(2.56)$ and $(2.57)$, do not depend on the choice of $K$.
Lemma 2.3.19. Let $\Sigma \in \mathbb{L}$ be stabilisable and detectable, $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}, K_{1}, K_{2} \in$ $\mathbb{R}^{m \times p}, r_{1}, r_{2}>0, W \subseteq \mathbb{R}^{p}$ be a non-empty subset, $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in W$. Assume that, for each $i=1,2, \mathbb{B}_{\mathbb{C}}\left(K_{i}, r_{i}\right) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$ and that $f$ satisfies

$$
\begin{equation*}
\left\|f(\xi+\zeta)-f(\zeta)-K_{i} \xi\right\|<r_{i}\|\xi\| \quad \forall \zeta \in Y_{i}, \forall \xi \in \mathbb{R}^{p} \backslash\{0\} \tag{2.68}
\end{equation*}
$$

where $Y_{i} \subseteq \operatorname{im}\left(C^{K_{i}}\right)+\operatorname{im}\left(D^{K_{i}}\right)+\operatorname{im}\left(\left(I-D K_{i}\right)^{-1} D_{\mathrm{e}}\right)+W$ is a non-empty subset such that $\mathcal{T}_{K_{i}} \cap Y_{i} \neq \emptyset$. Then $x_{1}^{\infty}=x_{2}^{\infty}$ and $y_{1}^{\infty}=y_{2}^{\infty}$, where $y_{i}^{\infty}+w^{\infty} \in \mathcal{T}_{K_{i}}$ and

$$
x_{i}^{\infty}:=\left(I-A^{K_{i}}\right)^{-1}\left(B^{K_{i}}\left(f\left(y_{i}^{\infty}+w^{\infty}\right)-K_{i}\left(y^{\infty}\right)\right)+\left(B_{\mathrm{e}}+B^{K_{i}} K_{i} D_{\mathrm{e}}\right) v^{\infty}\right)
$$

for each $i=1,2$.
Proof. An application of statement (i) of Proposition 2.3 .8 gives that $\# \mathcal{T}_{K_{i}}=1$ for each $i=1,2$, and, from Proposition 2.3.6, we obtain that $\left(v^{\infty}, w^{\infty}, x_{i}^{\infty}, y_{i}^{\infty}\right)$ is an equilibrium quadruple for each $i=1,2$. Therefore, by setting $\tilde{x}:=x_{1}^{\infty}-x_{2}^{\infty}$ and $\tilde{y}:=y_{1}^{\infty}-y_{2}^{\infty}$, we see that

$$
\begin{aligned}
& \tilde{x}=A \tilde{x}+B\left(f\left(\tilde{y}+y_{2}^{\infty}+w^{\infty}\right)-f\left(y_{2}^{\infty}+w^{\infty}\right)\right) \\
& \tilde{y}=C \tilde{x}+D\left(f\left(\tilde{y}+y_{2}^{\infty}+w^{\infty}\right)-f\left(y_{2}^{\infty}+w^{\infty}\right)\right)
\end{aligned}
$$

From this, Lemma 2.1.18 implies that

$$
\left.\begin{array}{l}
\tilde{x}=A^{K_{2}} \tilde{x}+B^{K_{2}}\left(f\left(\tilde{y}+y_{2}^{\infty}+w^{\infty}\right)-f\left(y_{2}^{\infty}+w^{\infty}\right)-K_{2} \tilde{y}\right)  \tag{2.69}\\
\tilde{y}=C^{K_{2}} \tilde{x}+D^{K_{2}}\left(f\left(\tilde{y}+y_{2}^{\infty}+w^{\infty}\right)-f\left(y_{2}^{\infty}+w^{\infty}\right)-K_{2} \tilde{y}\right)
\end{array}\right\}
$$

Consequently,

$$
\begin{aligned}
\tilde{y} & =\left(C^{K_{2}}\left(I-A^{K_{2}}\right)^{-1} B^{K_{2}}+D^{K_{2}}\right)\left(f\left(\tilde{y}+y_{2}^{\infty}+w^{\infty}\right)-f\left(y_{2}^{\infty}+w^{\infty}\right)-K_{2} \tilde{y}\right) \\
& =\mathbf{G}^{K_{2}}(1)\left(f\left(\tilde{y}+y_{2}^{\infty}+w^{\infty}\right)-f\left(y_{2}^{\infty}+w^{\infty}\right)-K_{2} \tilde{y}\right)
\end{aligned}
$$

Since $\left\|\mathbf{G}^{K_{2}}(1)\right\| \leq 1 / r$ by Lemma 2.1.24 and since (2.68) holds and $y_{2}^{\infty}+w^{\infty} \in Y_{2}$, we yield that $\tilde{y}=0$, that is, $y_{1}^{\infty}=y_{2}^{\infty}$. Finally, by combining this with (2.69), we obtain that $\tilde{x}=A^{K_{2}} \tilde{x}$. Since $I-A^{K_{2}}$ is invertible, this implies that $\tilde{x}=0$, or that $x_{1}^{\infty}=x_{2}^{\infty}$, completing the proof.

In the situation where the signal $w$ in (2.17) is considered to be an output disturbance, obtained say from sampling or actuation errors for example, then it is quite possible that $w$ is not convergent. This idea motivates the following corollary.

Corollary 2.3.20. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}, K \in \mathbb{R}^{m \times p}$ and $r>0$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$, (A) holds and that $f$ satisfies (2.63) with $Y=\mathbb{R}^{p}$ and is such that there exists $\eta \in \mathbb{R}^{p}$ such that (2.64) holds. Then for each $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{p}$, there exists $x^{\infty} \in \mathbb{R}^{n}, y^{\infty} \in \mathbb{R}^{p}$ and $\phi \in \mathcal{K}$ such that, for all $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $w$ bounded,

$$
\begin{equation*}
\underset{t \rightarrow \infty}{\limsup }\left\|\binom{x(t)-x^{\infty}}{y(t)-y^{\infty}}\right\| \leq \phi\left(\limsup _{t \rightarrow \infty}\left\|w(t)-w^{\infty}\right\|\right) . \tag{2.70}
\end{equation*}
$$

Proof. Let $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{p}$. Since (2.63) holds with $Y=\mathbb{R}^{p}$, Proposition 2.3.8 implies that $F_{K}$ is bijective. Therefore, the hypotheses of Statement (ii) of Theorem 2.3.16 are satisfied with $W=\mathbb{R}^{p}$. We thus immediately obtain the existence of $x^{\infty} \in$ $\mathbb{R}^{n}, y^{\infty} \in \mathbb{R}^{p}, \psi_{1}, \psi_{2} \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (2.65) holds for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$. From this, it is then straightforward to see that (2.70) holds for all $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$.

We now give two examples of systems which satisfy the assumptions of Corollary 2.3.18, and hence exhibit the CICSO property.

Example 2.3.21. Consider (2.17) in the case given in Example 2.2.12, that is, let $n=2, m=p=1$,

$$
A=\left(\begin{array}{cc}
\frac{1}{2} & 1 \\
0 & \frac{1}{2}
\end{array}\right), \quad B=\binom{1}{0}, \quad C=\left(\begin{array}{ll}
1 & 0
\end{array}\right), \quad D=1,
$$

$f: \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
f(\xi)=\frac{2}{3} \operatorname{sign}(\xi)(\sqrt{|\xi|+1}-1) \quad \forall \xi \in \mathbb{R}
$$

and let $q, B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ be arbitrary. It was shown in Example 2.2.12 that $\|\mathbf{G}\|_{H^{\infty}}=3$ and that (A) holds if we take $K=0$ and $r=1 / 3$. Furthermore, since $f^{\prime}(\xi) \in(0,1 / 3)$ for all $\xi \in \mathbb{R} \backslash\{0\}$, an application of [15, Lemma 4.9] implies that (2.63) holds with $Y=\mathbb{R}^{p}$. Combining this with the fact that $f$ is continuous and that

$$
\frac{1}{3}|\xi|-|f(\xi)| \rightarrow \infty \text { as }|\xi| \rightarrow \infty
$$

we see that the hypotheses of Corollary 2.3 .18 are satisfied with $W=\mathbb{R}^{p}$. Therefore, (2.17) has the CICSO property, in this case.

Example 2.3.22. Consider (2.17) where $n=3, m=p=q=1$,

$$
A=\left(\begin{array}{ccc}
\frac{1}{3} & 0 & 1 \\
0 & \frac{1}{2} & 2 \\
0 & 0 & \frac{1}{9}
\end{array}\right), \quad B=\left(\begin{array}{c}
\frac{1}{3} \\
0 \\
0
\end{array}\right), \quad C=\left(\begin{array}{lll}
1 & 0 & 0
\end{array}\right), \quad D=\frac{1}{2},
$$

$f: \mathbb{R} \rightarrow \mathbb{R}$ is defined by

$$
f(\xi)=\operatorname{sign}(\xi) \ln (|\xi|+1) \quad \forall \xi \in \mathbb{R},
$$

and $q, B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ are arbitrary. Now, straight forward calculations lead to the finding that

$$
\mathbf{G}(1)=1 \quad \text { and } \quad|\mathbf{G}(z)| \leq 1 \quad \forall z \in \mathbb{C},|z| \geq 1 .
$$

We hence obtain that $\|\mathbf{G}\|_{H^{\infty}}=1$. Moreover, it is also easy to see that (A) holds with $K=0$ and $r=1$. Furthermore, the nonlinearity $f$ is the same as the nonlinearity given in [15, Example 4.12]. There, it is shown that $f$ satisfies (2.63) with $Y=\mathbb{R}^{p}$, and that

$$
|\xi|-|f(\xi)| \rightarrow \infty \text { as }|\xi| \rightarrow \infty
$$

By combining all of this together, we see that the assumptions of Corollary 2.3 .18 hold with $W=\mathbb{R}^{p}$. This in turn whence gives that, in this case, (2.17) has the CICSO property. We highlight that, since $f^{\prime}(0)=1$, there does not exist $\delta>0$ such that

$$
|f(\xi+\zeta)-f(\zeta)| \leq(1-\delta)|\xi| \quad \forall \xi, \zeta \in \mathbb{R}
$$

The final corollary of Theorem 2.3.16 that we shall present here is a result that guarantees that (2.17) has the CICSO property, but with assumptions that are reminiscent of the circle criterion (see, for example, [66]). Before giving this, we first require the following definition.
Definition 2.3.23. We say a rational $\mathbb{C}^{m \times m}$-valued function $\mathbf{H}$ is positive real if $\mathbf{H}(z)+\mathbf{H}(z)^{*}$ is positive semi-definite for every $z \in \mathbb{E}$ which is not a pole of $\mathbf{H}$.

We now give the aforementioned corollary of Theorem 2.3.16, which can be interpreted as a discrete-time generalisation of [15, Corollary 4.15].
Corollary 2.3.24. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ and $K_{1}, K_{2} \in \mathbb{R}^{m \times p}$ with $K_{1} \in \mathbb{A}_{\mathbb{R}}(D)$. Assume that $\mathbf{H}:=\left(I-K_{2} \mathbf{G}\right)\left(I-K_{1} \mathbf{G}\right)^{-1}$ is positive real and that $\Sigma$ is either (i) controllable and observable or, (ii) stabilisable and detectable and there exists $z \in \mathbb{C}$ such that $|z|=1$ and $\mathbf{H}(z)+\mathbf{H}(z)^{*}$ is positive definite. If, additionally,

$$
\begin{equation*}
\left\langle f(\xi+\zeta)-f(\zeta)-K_{1} \xi, f(\xi+\zeta)-f(\zeta)-K_{2} \xi\right\rangle<0 \quad \forall \xi, \zeta \in \mathbb{R}^{p}, \xi \neq 0 \tag{2.71}
\end{equation*}
$$

and there exists $\eta \in \mathbb{R}^{p}$ and $\alpha \in \mathcal{K}_{\infty}$ such that

$$
\left\langle f(\xi+\eta)-f(\eta)-K_{1} \xi, f(\xi+\eta)-f(\eta)-K_{2} \xi\right\rangle \leq-\alpha(\|\xi\|)\|\xi\| \quad \forall \xi \in \mathbb{R}^{p}
$$

then (2.17) has the CICSO property.
Proof. We proceed in an analogous manner to that seen in the proof of [15, Corollary 4.15]. To begin with, we define

$$
L:=\left(K_{1}-K_{2}\right) / 2, \quad M:=\left(K_{1}+K_{2}\right) / 2 .
$$

We then see that, for all $\xi, \zeta \in \mathbb{R}^{p}$,

$$
\begin{aligned}
\langle f(\xi+\zeta) & \left.-f(\zeta)-K_{1} \xi, f(\xi+\zeta)-f(\zeta)-K_{2} \xi\right\rangle \\
& =\langle f(\xi+\zeta)-f(\zeta)-(M+L) \xi, f(\xi+\zeta)-f(\zeta)-(M-L) \xi\rangle \\
& =\|f(\xi+\zeta)-f(\zeta)-M \xi\|^{2}-\|L \xi\|^{2} .
\end{aligned}
$$

By combining this with (2.71), it is easily deduced that $\operatorname{ker} L=0$, and hence, that $L^{T} L$ is invertible. By setting $\tilde{L}=\left(L^{T} L\right)^{-1} L^{T}$, we see that $\tilde{L}$ is a left inverse of $L$. With
this and Lemma 2.1.18 in mind, we note that $(v, w, x, y) \in \mathcal{B}$ if, and only if, $(v, w, x, y)$ satisfies

$$
\begin{aligned}
x^{+} & =A^{K_{1}} x+B^{K_{1}} g(L(y+w))+B^{K_{1}} K_{1} w+\left(B_{\mathrm{e}}+B^{K_{1}} K_{1} D_{\mathrm{e}}\right) v \\
y & =C^{K_{1}} x+D^{K_{1}} g(L(y+w))+D^{K_{1}} K_{1} w+\left(I-D K_{1}\right)^{-1} D_{\mathrm{e}} v
\end{aligned}
$$

where $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ is defined by $g(\xi):=f(\tilde{L} \xi)-K_{1} \tilde{L} \xi$ for all $\xi \in \mathbb{R}^{m}$. Moreover, by the left-invertibility of $L$, this implies that $(v, w, x, y) \in \mathcal{B}$ if, and only if, $(v, w, x, y)$ satisfies

$$
\left.\begin{array}{l}
x^{+}=A^{K_{1}} x+B^{K_{1}} g(L(y+w))+B^{K_{1}} K_{1} w+\left(B_{\mathrm{e}}+B^{K_{1}} K_{1} D_{\mathrm{e}}\right) v  \tag{2.72}\\
L y=L C^{K_{1}} x+L D^{K_{1}} g(L(y+w))+L D^{K_{1}} K_{1} w+L\left(I-D K_{1}\right)^{-1} D_{\mathrm{e}} v
\end{array}\right\}
$$

Therefore, to complete the proof, it is sufficient to show that (2.72) exhibits the CICSO property. Indeed, we shall do this by showing that the relevant assumptions of Corollary 2.3.18 are satisfied. To this end, we define $K:=-L \tilde{L}$ and denote by $\mathbf{F}$ the transfer function of (2.72), that is,

$$
\mathbf{F}(z):=L C^{K_{1}}\left(z I-A^{K_{1}}\right)^{-1} B^{K_{1}}+L D^{K_{1}}=L \mathbf{G}^{K_{1}}(z)
$$

By utilising the methods outlined in the proof of [108, Corollary 11], we may obtain that $\mathbb{B}_{\mathbb{C}}(K, 1) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{F})$, and that the analogous assumption of $(\mathrm{A})$ (with $r=1$ ) holds for the system (2.72). In addition to this, by again following similar arguments to that presented in the proofs of [108, Corollary 11 and Corollary 16], it is easy to deduce the existence of $\beta \in \mathcal{K}_{\infty}$ such that

$$
\|g(\xi+L \eta)-g(L \eta)-K \xi\| \leq\|\xi\|-\beta(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{m}
$$

and that

$$
\|g(\xi+\zeta)-g(\zeta)-K \xi\|<\|\xi\| \quad \forall \xi, \zeta \in \mathbb{R}^{m}, \xi \neq 0
$$

We may now invoke Corollary 2.3.18 (with $r=1$ and $W=\mathbb{R}^{p}$ ) to deduce that (2.72), and hence (2.17), exhibits the CICSO property.

### 2.3.3 The steady-state gain maps

We shall now concern ourselves with explicitly writing formulae for so-called steadystate gain maps. For motivation of this, let us consider (2.17) in the situation that $A$ is Schur, $f=0, B_{\mathrm{e}}=B$ and $D_{\mathrm{e}}=D$. It is easy to see that if $v \in\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$converges asymptotically to $v^{\infty} \in \mathbb{R}^{m}$, then for every initial condition $x^{0} \in \mathbb{R}^{n}$, the solution of the corresponding IVP $(2.18),(x, y)$, is such that $x$ converges to $(I-A)^{-1} B v^{\infty}$ and $y$ to $\mathbf{G}(1) v^{\infty}$. We hence obtain linear maps $v^{\infty} \mapsto(I-A)^{-1} B v^{\infty}$ and $v^{\infty} \mapsto \mathbf{G}(1) v^{\infty}$. It is our intention here to generalise these maps for the Lur'e system (2.17). To this end, we make the following definition.

Definition 2.3.25. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$. If (2.17) has the CICSO property, then the maps

$$
\Gamma_{\text {is }}: \mathbb{R}^{q} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{n}, \quad\left(v^{\infty}, w^{\infty}\right) \mapsto x^{\infty}
$$

and

$$
\Gamma_{\text {io }}: \mathbb{R}^{q} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{p}, \quad\left(v^{\infty}, w^{\infty}\right) \mapsto y^{\infty}
$$

are well-defined. We say that $\Gamma_{\text {is }}$ is the input-to-state steady-state (ISSS) gain and $\Gamma_{\mathrm{i}}$ is the input-to-output steady-state (IOSS) gain.

Before presenting a result that gives explicit formulae for the ISSS and IOSS gain maps, we first recall that when under the assumptions of Corollary 2.3 .18 with $W=\mathbb{R}^{p}$, Proposition 2.3 .8 gives that $F_{K}$ is bijective. With this in mind, under the assumptions of Corollary 2.3 .18 with $W=\mathbb{R}^{p}$, we define $G_{K}: \mathbb{R}^{q} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{p}$ by

$$
\left.\begin{array}{c}
G_{K}\left(\xi_{1}, \xi_{2}\right):=F_{K}^{-1}\left(\begin{array}{c}
C^{K}\left(I-A^{K}\right)^{-1}\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) \xi_{1} \\
\\
+(I-D K)^{-1} D_{\mathrm{e}} \xi_{1}+\left(I+\mathbf{G}^{K}(1) K\right) \xi_{2}
\end{array}\right)  \tag{2.73}\\
\forall\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{q} \times \mathbb{R}^{p} .
\end{array}\right\}
$$

The next proposition gives explicit formulae for the ISSS and IOSS gain maps.
Proposition 2.3.26. Under the assumptions Corollary 2.3.18 with $W=\mathbb{R}^{p}$, for all $\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{q} \times \mathbb{R}^{p}$,

$$
\begin{align*}
\Gamma_{\mathrm{is}}\left(\xi_{1}, \xi_{2}\right)= & \left(I-A^{K}\right)^{-1}\left(B^{K}(f-K) G_{K}\left(\xi_{1}, \xi_{2}\right)+B^{K} K \xi_{2}\right. \\
& \left.+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) \xi_{1}\right), \tag{2.74}
\end{align*}
$$

and

$$
\begin{equation*}
\Gamma_{\mathrm{io}}\left(\xi_{1}, \xi_{2}\right)=G_{K}\left(\xi_{1}, \xi_{2}\right)-\xi_{2}, \tag{2.75}
\end{equation*}
$$

where $G_{K}$ is given by (2.73).
We shall not provide a proof of Proposition 2.3.26, since the result can be obtained from a combination of Proposition 2.3.6, Proposition 2.3.8 and Corollary 2.3.18.

Remark 2.3.27. In the simple case wherein $D=0=D_{\mathrm{e}}$ and $B_{\mathrm{e}}=I$, then Proposition 2.3.26 tells us that, under the assumptions and notation of Corollary 2.3 .18 with $W=$ $\mathbb{R}^{p}$, for all $\xi \in \mathbb{R}^{q}$,

$$
\Gamma_{\mathrm{is}}(\xi, 0)=\left(I-A^{K}\right)^{-1}\left(B(f-K)\left(F_{K}^{-1}\left(C\left(I-A^{K}\right)^{-1} \xi\right)\right)+\xi\right),
$$

and

$$
\Gamma_{\mathrm{io}}(\xi, 0)=F_{K}^{-1}\left(C\left(I-A^{K}\right)^{-1} \xi\right),
$$

which forms the discrete-time analogue of [15, Equations (4.30) and (4.31)]. If, in addition, $A$ is Schur, $f=0$ and $K=0$, then (2.17) simply becomes

$$
x^{+}=A x+v, \quad y=C x,
$$

which has transfer function given by $z \mapsto C(z I-A)^{-1}$. In this case, $F_{K}$ becomes the identity map and $\Gamma_{\mathrm{io}}(\xi, 0)=\mathbf{G}(1) \xi$ for all $\xi \in \mathbb{R}^{q}$, as expected.

We conclude this section with the following proposition, which is a generalisation of [15, Proposition 4.14] to the discrete-time setting. The result gives sufficient conditions for when the ISSS and IOSS gains are continuous and globally Lipschitz.

Proposition 2.3.28. Under the assumptions Corollary 2.3.18 with $W=\mathbb{R}^{p}$, the following statements hold.
(i) $\Gamma_{\text {is }}$ and $\Gamma_{\text {io }}$ are continuous.
(ii) If $\left\|\mathbf{G}^{K}\right\|_{H^{\infty}}=0$, then $\Gamma_{\text {is }}$ and $\Gamma_{\text {io }}$ are globally Lipschitz.
(iii) If $\left\|\mathbf{G}^{K}\right\|_{H^{\infty}}>0$ and $f-K$ is globally Lipschitz with Lipschitz constant $\lambda<$ $1 /\left\|\mathbf{G}^{K}\right\|_{H^{\infty}}$, then $\Gamma_{\text {is }}$ and $\Gamma_{\text {io }}$ are globally Lipschitz.
Proof. In view of Proposition 2.3.26, in order to prove each statement, it is sufficient to show that $F_{K}^{-1}$ is continuous or globally Lipschitz, respectively. Since, mutatis mutandis, this is what is shown in the proof of [15, Proposition 4.14], for brevity we leave the proof to the reader.

### 2.4 Application to the four-block problem

In this section, we consider so-called 'four-block' forced discrete-time Lur'e systems which are informally described by Figure 2.2. In Figure 2.2, $\Sigma=\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right) \in$ $\mathbb{L}$ and the signal $y$ is given by

$$
y=\binom{y_{1}}{y_{2}} .
$$

The motivation for studying such systems is that there may be outputs that are of interest but that are not utilised for feedback purposes (i.e. $y_{1}$ in Figure 2.2). In the literature, the four-block arrangement has been considered in the infinite-dimensional continuous-time setting in [47] and in the infinite-dimensional discrete-time setting in [40] (see also Chapter 5).


Figure 2.2: Block diagram of a four-block forced Lur'e system.
In this section, we shall give analogous results to those seen in the earlier sections, but applicable to four-block forced discrete-time Lur'e systems. We shall do this by rewriting the four-block system in the form of (2.17) and then invoking the previous results. First, however, we need to precisely give the four-block Lur'e system that we will be considering and present some preliminary results.

### 2.4.1 Preliminaries

Throughout this section, we let $p_{1}, p_{2} \in \mathbb{Z}_{+}$be such that

$$
p_{1}+p_{2}=p
$$

and will repeatedly consider the matrices defined in the following definition.
Definition 2.4.1. For $i=1,2$, we define $P_{i} \in \mathbb{R}^{p_{i} \times p}$ by

$$
P_{1}:=\left(I_{p_{1}}, 0_{p_{1} \times p_{2}}\right) \quad \text { and } \quad P_{2}:=\left(0_{p_{2} \times p_{1}}, I_{p_{2}}\right) \text {, }
$$

where, for $r, s \in \mathbb{Z}_{+}$, $I_{r}$ denotes the identity matrix in $\mathbb{R}^{r \times r}$ and $0_{r \times s} \in \mathbb{R}^{r \times s}$ is the matrix with all entries zero.

Remark 2.4.2. We note that, for $w_{i} \in \mathbb{R}^{p_{i}}$ where $i=1,2$,

$$
P_{i}\binom{w_{1}}{w_{2}}=w_{i} .
$$

Thus, the action of $P_{i}$ may be thought of as "projecting" $\mathbb{R}^{p}$ to the subspace $\mathbb{R}^{p_{i}}$. $\diamond$
The next lemma shows that the previously defined matrices have norm of magnitude 1.
Lemma 2.4.3. For each $i=1,2$, we have that $\left\|P_{i}\right\|=1$.
Proof. Fix $i \in\{1,2\}$ and note that

$$
\left\|P_{i}\right\|=\sup _{\|x\|=1}\left\|P_{i} x\right\| \leq \sup _{\|x\|=1}\|x\|=1
$$

To obtain equality, let $e_{i} \in \mathbb{R}^{p}$ be the vector with all zeros except for 1 in either: (i) the first entry if $i=1$; or, (ii) the last entry if $i=2$. Then, $\left\|e_{i}\right\|=1$ and

$$
\left\|P_{i}\right\| \geq\left\|P_{i} e_{i}\right\|=1,
$$

completing the proof.
We are now ready to precisely give the so-called four-block discrete-time Lur'e system described informally by Figure 2.2. Indeed, we shall consider

$$
\left.\begin{array}{rl}
x^{+} & =A x+B u+B_{\mathrm{e}} v  \tag{2.76}\\
y & =C x+D u+D_{\mathrm{e}} v \\
u & =f\left(P_{i} y+w\right)
\end{array}\right\}
$$

where $\Sigma \in \mathbb{L}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}, w \in\left(\mathbb{R}^{p_{i}}\right)^{\mathbb{Z}_{+}}, f: \mathbb{R}^{p_{i}} \rightarrow \mathbb{R}^{m}$ and $i=1,2$. For the rest of this section, we consider $i \in\{1,2\}$ to be a fixed quantity.

For ease of notation in the sequel, we make the following definitions.
Definition 2.4.4. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p_{i}} \rightarrow \mathbb{R}^{m}$.
(i) We label the relevant components of the subsystem of (2.76) generated by applying $P_{i}$ to the output equation, by $\Sigma_{i}$, that is,

$$
\Sigma_{i}:=\left(A, B, B_{\mathrm{e}}, P_{i} C, P_{i} D, P_{i} D_{\mathrm{e}}\right)
$$

(ii) We define the behaviour of (2.76) by

$$
\begin{aligned}
\mathcal{B}_{f}^{i}(\Sigma):=\{ & (v, w, x, y) \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p_{i}}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}: \\
& (v, w, x, y) \text { satisfies }(2.76)\} .
\end{aligned}
$$

For ease of notation, we shall write $\mathcal{B}^{i}:=\mathcal{B}_{f}^{i}(\Sigma)$ when no ambiguity shall arise.

Remark 2.4.5. We note that (2.76) can be rewritten in terms of a Lur'e system of the form (2.17). Indeed, by applying $P_{i}$ to the output equation, (2.76) becomes

$$
\begin{aligned}
x^{+} & =A x+B f\left(P_{i} y+w\right)+B_{\mathrm{e}} v \\
P_{i} y & =P_{i} C x+P_{i} D f\left(P_{i} y+w\right)+P_{i} D_{\mathrm{e}} v
\end{aligned}
$$

We recognise this to be a system of the form of (2.17) with linear component given by $\Sigma_{i}$. As mentioned in the preamble of this section, the previous rewritten form of (2.76) will be the key to obtaining analogous results to those seen in the earlier sections.

For given $\Sigma \in \mathbb{L}, K_{i} \in \mathbb{R}^{m \times p_{i}}$ and $r>0$ such that $\mathbb{B}_{\mathbb{C}}\left(K_{i}, r\right) \subseteq \mathbb{S}_{\mathbb{C}}\left(P_{i} \mathbf{G}\right)$, we shall repeatedly make use of the following assumption:

$$
\left.\begin{array}{l}
\Sigma_{i} \text { is (i) controllable and observable, or (ii) stabilisable and detectable and } \\
r \min _{|z|=1}\left\|\left(P_{i} \mathbf{G}\right)^{K_{i}}(z)\right\|<1 . \tag{i}
\end{array}\right\}
$$

Assumption $\left(\mathrm{A}_{i}\right)$ is simply assumption (A) but in the context of the subsystem generated by $\Sigma_{i}$. The following two propositions help to relate (A) with $\left(\mathrm{A}_{i}\right)$.

Proposition 2.4.6. Let $\Sigma \in \mathbb{L}, K_{i} \in \mathbb{C}^{m \times p_{i}}$ and set $K:=K_{i} P_{i}$. Then $K_{i} \in \mathbb{A}_{\mathbb{C}}\left(P_{i} D\right)$ if, and only if, $K \in \mathbb{A}_{\mathbb{C}}(D)$, and in which case

$$
\begin{aligned}
\Sigma_{i}^{K_{i}} & =\left(A^{K_{i}}, B^{K_{i}}, B_{\mathrm{e}}+B^{K_{i}} K_{i} P_{i} D_{\mathrm{e}},\left(P_{i} C\right)^{K_{i}},\left(P_{i} D\right)^{K_{i}},\left(I-P_{i} D K_{i}\right)^{-1} P_{i} D_{\mathrm{e}}\right) \\
& =\left(A^{K}, B^{K}, B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}, P_{i} C^{K}, P_{i} D^{K}, P_{i}(I-D K)^{-1} D_{\mathrm{e}}\right)
\end{aligned}
$$

and

$$
\left(P_{i} \mathbf{G}\right)^{K_{i}}=P_{i} \mathbf{G}^{K}
$$

Proof. An application of Lemma 2.1.15 immediately gives that $I-P_{i} D K_{i}$ is invertible if, and only if, $I-D K_{i} P_{i}=I-D K$ is invertible, that is, $K_{i} \in \mathbb{A}_{\mathbb{C}}\left(P_{i} D\right)$ if, and only if, $K \in \mathbb{A}_{\mathbb{C}}(D)$. Under the assumption that $K_{i} \in \mathbb{A}_{\mathbb{C}}\left(P_{i} D\right)$, another application of Lemma 2.1.15 yields that

$$
\left(P_{i} D\right)^{K_{i}}=\left(I-P_{i} D K_{i}\right)^{-1} P_{i} D=P_{i}\left(I-D K_{i} P_{i}\right)^{-1} D=P_{i} D^{K}
$$

The rest of the claimed identities can be proven in a similar manner, and thus are left to the reader to verify.

Proposition 2.4.7. Let $\Sigma \in \mathbb{L}$, $K_{i} \in \mathbb{C}^{m \times p_{i}}$ and set $K:=K_{i} P_{i}$. The following statements hold.
(i) $\Sigma$ is stabilisable/detectable if $\Sigma_{i}$ is stabilisable/detectable.
(ii) $\Sigma$ is controllable/observable if $\Sigma_{i}$ is controllable/observable.
(iii) If $\Sigma_{i}$ is stabilisable and detectable, then $K_{i} \in \mathbb{S}_{\mathbb{C}}\left(P_{i} \mathbf{G}\right)$ if, and only if, $K \in \mathbb{S}_{\mathbb{C}}(\mathbf{G})$.

Proof. The first two statements hold trivially, and so we shall only prove statement (iii). To this end, assume that $\Sigma_{i}$ is stabilisable and detectable and note that, from
statement (i), we have that $\Sigma$ is stabilisable and detectable. Hence, a combination of [72, Theorem 2], Lemma 2.1.22 and Proposition 2.4.6 yields

$$
\begin{aligned}
K_{i} \in \mathbb{S}_{\mathbb{C}}\left(P_{i} \mathbf{G}\right) & \Longleftrightarrow\left(P_{i} \mathbf{G}\right)^{K_{i}} \in H_{p_{i} \times m}^{\infty} \\
& \Longleftrightarrow A^{K_{i}} \text { is Schur } \\
& \Longleftrightarrow A^{K} \text { is Schur } \\
& \Longleftrightarrow \mathbf{G}^{K} \in H_{p \times m}^{\infty} \\
& \Longleftrightarrow K \in \mathbb{S}_{\mathbb{C}}(\mathbf{G})
\end{aligned}
$$

which completes the proof.
Associated with (2.76) is the following initial-value-problem (IVP), which will be our focus for the rest of this subsection.
Definition 2.4.8. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p_{i}} \rightarrow \mathbb{R}^{m}$. For given $x^{0} \in \mathbb{R}^{n}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$and $w \in\left(\mathbb{R}^{p_{i}}\right)^{\mathbb{Z}_{+}}$, we consider the IVP:

$$
\left.\begin{array}{rl}
x^{+} & =A x+B u+B_{\mathrm{e}} v, \quad x(0)=x^{0}  \tag{2.77}\\
y & =C x+D u+D_{\mathrm{e}} v, \\
u & =f\left(P_{i} y+w\right)
\end{array}\right\}
$$

For given $x^{0} \in \mathbb{R}^{n}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$and $w \in\left(\mathbb{R}^{p_{i}}\right)^{\mathbb{Z}_{+}}$, we say that $(x, y) \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$ is a solution to $(2.77)$ if $(v, w, x, y) \in \mathcal{B}^{i}$ and $x(0)=x^{0}$.

We wish to present a result that guarantees the existence and uniqueness of solutions of (2.77). With Proposition 2.1.36 in mind, we give the following result.

Proposition 2.4.9. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p_{i}} \rightarrow \mathbb{R}^{m}$. The following statements hold.
(i) $P_{i}\left(I-D f P_{i}\right)=\left(I-P_{i} D f\right) P_{i}$.
(ii) $I-D f P_{i}$ is injective if, and only if, $I-P_{i} D f$ is injective.
(iii) $I-D f P_{i}$ is surjective if, and only if, $I-P_{i} D f$ is surjective.

Proof. Statement (i) is trivial and so we shall only prove statements (ii) and (iii). For ease of notation in the sequel, we define $g:=I-D f P_{i}$ and $g_{i}:=I-P_{i} D f$. Without loss of generality, we assume that $i=1$. To prove statement (ii), we assume that $g$ is injective and that $g_{1}\left(\xi_{1}\right)=g_{1}\left(\zeta_{1}\right)$, where $\xi_{1}, \zeta_{1} \in \mathbb{R}^{p_{1}}$. By setting $\xi_{2}:=P_{2} D f\left(\xi_{1}\right) \in \mathbb{R}^{p_{2}}$, we see that

$$
g\binom{\xi_{1}}{\xi_{2}}=\binom{\xi_{1}}{\xi_{2}}-D f\left(\xi_{1}\right)=\binom{\xi_{1}}{\xi_{2}}-\binom{P_{1} D f\left(\xi_{1}\right)}{P_{2} D f\left(\xi_{1}\right)}=\binom{g_{1}\left(\xi_{1}\right)}{0}
$$

Proceeding similarly, it can be checked that

$$
g\binom{\zeta_{1}}{\zeta_{2}}=\binom{g_{1}\left(\zeta_{1}\right)}{0}
$$

where $\zeta_{2}:=P_{2} D f\left(\zeta_{1}\right) \in \mathbb{R}^{p_{2}}$. The injectivity of $g$ then yields that $\xi_{1}=\zeta_{1}$ and, hence, that $g_{1}$ is injective. For the converse implication, assume that $g_{1}$ is injective and that

$$
g\binom{\xi_{1}}{\xi_{2}}=g\binom{\zeta_{1}}{\zeta_{2}}
$$

where $\xi_{1}, \zeta_{1} \in \mathbb{R}^{p_{1}}$ and $\xi_{2}, \zeta_{2} \in \mathbb{R}^{p_{2}}$. From this, we deduce that $g_{1}\left(\xi_{1}\right)=g_{1}\left(\zeta_{1}\right)$, which subequently gives that $\xi_{1}=\zeta_{1}$. Additionally, we also obtain that $\xi_{2}-P_{2} D f\left(\xi_{1}\right)=$ $\zeta_{2}-P_{2} D f\left(\zeta_{1}\right)=\zeta_{2}-P_{2} D f\left(\xi_{1}\right)$, which implies that $\xi_{2}=\zeta_{2}$, whence obtaining injectivity of $g$ and proving statement (ii). Turning our attention now to statement (iii), assume that $g_{1}$ is surjective and let $\xi_{1} \in \mathbb{R}^{p_{1}}$ and $\xi_{2} \in \mathbb{R}^{p_{2}}$. By the surjectivity of $g_{1}$, there exists $\zeta_{1} \in \mathbb{R}^{p_{1}}$ such that $g_{1}\left(\zeta_{1}\right)=\xi_{1}$. Subsequently defining $\zeta_{2}:=\xi_{2}+P_{2} D f\left(\zeta_{1}\right) \in \mathbb{R}^{p_{2}}$, leads to the conclusion that

$$
g\binom{\zeta_{1}}{\zeta_{2}}=\binom{\xi_{1}}{\xi_{2}}
$$

and that $g$ is surjective. The converse statement is trivially true, and hence we omit the proof.

The following is immediately obtained from a combination of Proposition 2.1 .36 with Remark 2.4.5 and Proposition 2.4.9.

Corollary 2.4.10. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p_{i}} \rightarrow \mathbb{R}^{m}, x^{0} \in \mathbb{R}^{n}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$and $w \in\left(\mathbb{R}^{p_{i}}\right)^{\mathbb{Z}_{+}}$. The following statements hold.
(i) If the map $I-D f P_{i}$ is surjective, then there exists a solution to the IVP (2.77).
(ii) If the map $I-D f P_{i}$ is injective, then there is at most one solution to the IVP (2.77).

### 2.4.2 Stability and convergence properties

We now present a number of corollaries of the previous sections, but for (2.76). Before doing so however, we make some natural analogous definitions of those seen earlier, applied to (2.76).

Definition 2.4.11. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p_{i}} \rightarrow \mathbb{R}^{m}$.
(i) We say that (2.76) is globally asymptotically stable in the large (GAS), if there exists $c>0$ such that

$$
\|x(t)\|+\|y(t)\| \leq c\|x(0)\| \quad \forall t \in \mathbb{Z}_{+}, \forall(0,0, x, y) \in \mathcal{B}^{i}
$$

and

$$
\lim _{t \rightarrow \infty} x(t)=0 \text { and } \lim _{t \rightarrow \infty} y(t)=0 \quad \forall(0,0, x, y) \in \mathcal{B}^{i}
$$

(ii) We say that (2.76) is input-to-state/output stable (ISOS), if there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that

$$
\begin{equation*}
\|x(t)\| \leq \psi(\|x(0)\|, t)+\phi\left(\max _{s \in \underline{-1}}\left\|\binom{v(s)}{w(s)}\right\|\right) \quad \forall t \in \mathbb{N}, \forall(v, w, x, y) \in \mathcal{B}^{i} . \tag{2.78}
\end{equation*}
$$

and

$$
\begin{equation*}
\|y(t)\| \leq \psi(\|x(0)\|, t)+\phi\left(\max _{s \in \underline{\underline{t}}}\left\|\binom{v(s)}{w(s)}\right\|\right) \quad \forall t \in \mathbb{Z}_{+}, \forall(v, w, x, y) \in \mathcal{B}^{i} \tag{2.79}
\end{equation*}
$$

(iii) We say that (2.76) has the converging-input converging-state/output (CICSO) property if for every $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{p_{i}}$, there exists $x^{\infty} \in \mathbb{R}^{n}$ and $y^{\infty} \in \mathbb{R}^{p}$ such that $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$ and $\lim _{t \rightarrow \infty} y(t)=y^{\infty}$ for every $(v, w, x, y) \in \mathcal{B}^{i}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$.

The first corollary that we shall give highlights sufficient conditions for when (2.76) is GAS.

Corollary 2.4.12. Let $\Sigma \in \mathbb{L}, K_{i} \in \mathbb{R}^{m \times p_{i}}, r>0$ and $f: \mathbb{R}^{p_{i}} \rightarrow \mathbb{R}^{m}$. Assume that $\mathbb{B}_{\mathbb{C}}\left(K_{i}, r\right) \subseteq \mathbb{S}_{\mathbb{C}}\left(P_{i} \mathbf{G}\right),\left\|\left(P_{i} D\right)^{K_{i}}\right\|<1 / r$ and that $\left(\mathrm{A}_{i}\right)$ holds. If $f$ is continuous and

$$
\left\|f(\xi)-K_{i} \xi\right\|<r\|\xi\| \quad \forall \xi \in \mathbb{R}^{p_{i}} \backslash\{0\}
$$

then (2.76) is GAS.
Proof. We begin by applying $P_{i}$ to the output equation in (2.76) to obtain that

$$
\begin{aligned}
x^{+} & =A x+B f\left(P_{i} y+w\right)+B_{\mathrm{e}} v \\
P_{i} y & =P_{i} C x+P_{i} D f\left(P_{i} y+w\right)+P_{i} D_{\mathrm{e}} v
\end{aligned}
$$

The assumptions of Theorem 2.2.3 hold in the context of this system, and so we obtain the existence of $c>0$ such that, for all $(0,0, x, y) \in \mathcal{B}_{f}\left(\Sigma_{i}\right)$,

$$
\|x(t)\|+\|y(t)\| \leq c\|x(0)\| \quad \forall t \in \mathbb{Z}_{+}
$$

and $\lim _{t \rightarrow \infty} x(t)=0=\lim _{t \rightarrow \infty} y(t)$. Since $(0,0, x, y) \in \mathcal{B}^{i}$ implies that $\left(0,0, x, P_{i} y\right) \in$ $\mathcal{B}_{f}\left(\Sigma_{i}\right)$, this gives that, for all $(0,0, x, y) \in \mathcal{B}^{i}$,

$$
\begin{equation*}
\|x(t)\|+\left\|P_{i} y(t)\right\| \leq c\|x(0)\| \quad \forall t \in \mathbb{Z}_{+} \tag{2.80}
\end{equation*}
$$

and $\lim _{t \rightarrow \infty} x(t)=0=\lim _{t \rightarrow \infty} P_{i} y(t)$. To complete the proof, it is sufficient to show that there exists a constant $b>0$ such that, for all $(0,0, x, y) \in \mathcal{B}^{i}$,

$$
\begin{equation*}
\|y(t)\| \leq b\|x(0)\| \quad \forall t \in \mathbb{Z}_{+}, \quad \text { and } \quad \lim _{t \rightarrow \infty} y(t)=0 \tag{2.81}
\end{equation*}
$$

To show this, let $(0,0, x, y) \in \mathcal{B}^{i}$. Now, by Proposition 2.4.6, $K:=K_{i} P_{i} \in \mathbb{A}_{\mathbb{C}}(D)$, and hence, by Lemma 2.1.18,

$$
y=C^{K} x+D^{K}\left(f\left(P_{i} y\right)-K_{i} P_{i} y\right)
$$

We then have

$$
\|y(t)\| \leq\left\|C^{K}\right\|\|x(t)\|+r\left\|D^{K}\right\|\left\|P_{i} y(t)\right\| \quad \forall t \in \mathbb{Z}_{+}
$$

which, along with (2.80), implies the existence of $b>0$ such that (2.81) holds, and completes the proof.

The next two results present hypotheses that guarantee that (2.76) is ISOS and exhibits the CICSO property, respectively. We shall not provide a proof of these two results, since the method to do so follows in a similar manner to the previous proof. Indeed, in order to prove the subsequent corollaries, one should rewrite (2.76) in terms of a system of the form (2.17) (see Remark 2.4.5), invoke the relevant result from the previous sections (either Theorem 2.2 .10 or Corollary 2.3 .18 ), and then verify that the result holds for the 'entire' output $y$ (i.e. not just for $P_{i} y$ ).

Corollary 2.4.13. Let $\Sigma \in \mathbb{L}, K_{i} \in \mathbb{R}^{m \times p_{i}}, r>0$ and $\alpha \in \mathcal{K}_{\infty}$. Assume that $\mathbb{B}_{\mathbb{C}}\left(K_{i}, r\right) \subseteq \mathbb{S}_{\mathbb{C}}\left(P_{i} \mathbf{G}\right)$ and $\left(\mathrm{A}_{i}\right)$ holds. Then there exists $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that, for all $f: \mathbb{R}^{p_{i}} \rightarrow \mathbb{R}^{m}$ satisfying

$$
\left\|f(\xi)-K_{i} \xi\right\| \leq r\|\xi\|-\alpha(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p_{i}}
$$

(2.78) and (2.79) hold. In particular, the Lur'e system (2.76) is ISOS.

Corollary 2.4.14. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p_{i}} \rightarrow \mathbb{R}^{m}, K_{i} \in \mathbb{R}^{m \times p_{i}}, r>0$ and $W \subseteq \mathbb{R}^{p_{i}}$ be a nonempty subset. Assume that $\mathbb{B}_{\mathbb{C}}\left(K_{i}, r\right) \subseteq \mathbb{S}_{\mathbb{C}}\left(P_{i} \mathbf{G}\right)$, $\left(\mathrm{A}_{i}\right)$ holds and that $f$ is continuous, satisfies

$$
\left\|f(\xi+\zeta)-f(\zeta)-K_{i} \xi\right\|<r\|\xi\| \quad \forall \zeta \in Y, \xi \in \mathbb{R}^{p_{i}} \backslash\{0\}
$$

with $Y=\operatorname{im}\left(\left(P_{i} C\right)^{K_{i}}\right)+\operatorname{im}\left(\left(P_{i} D\right)^{K_{i}}\right)+\operatorname{im}\left(\left(I-P_{i} D K_{i}\right)^{-1} P_{i} D_{\mathrm{e}}\right)+W$, and there exists $\eta \in \mathbb{R}^{p_{i}}$ such that

$$
r\|\xi\|-\left\|f(\xi+\zeta)-f(\zeta)-K_{i} \xi\right\| \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty
$$

Then for each $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in W$, there exists $x^{\infty} \in \mathbb{R}^{n}$ and $y^{\infty} \in \mathbb{R}^{p}$ such that $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$ and $\lim _{t \rightarrow \infty} y(t)=y^{\infty}$ for all $(v, w, x, y) \in \mathcal{B}^{i}$ where $\lim _{t \rightarrow \infty} v(t)=$ $v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$. In particular, if $W=\mathbb{R}^{p_{i}}$, then the Lur'e system (2.76) has the CICSO property.

Remark 2.4.15. We comment that every other result of the previous sections can also be generalised to the four-block setting. So as to avoid repetition, we omit these results and leave them to the reader to formulate.

### 2.5 Notes and references

As we have already discussed, the contents of this chapter can be split into two main parts: the first comprising generalisations of the main results of [108] that are extended to include output stability and to systems of the form (2.17); and the second being a discrete-time analogue of [15], but again which also extends the results to systems of the form (2.17) and which also considers output convergence. We note that these generalisations can additionally be completed in the continuous-time setting. Explicitly, one could, via analogous methods to those conducted in the previous sections, generalise the main results of [107] and [15] to continuous-time versions of (2.17). The rationale for considering the discrete-time setting in this chapter is to further differentiate it from the known works.

We now discuss the following relevant references. To begin with, as already mentioned, [106, Theorem 5.3.1] and [108, Theorem 13] utilise the same assumptions as Theorem 2.2.10 to deduce ISS estimates for discrete-time Lur'e systems which are far more restrictive than (2.17). Moreover, the issue of ISOS is not considered in either [106] or [108]. We again comment that the generalisation we have provided is nontrivial, which we evidenced with several examples given throughout the chapter.
Continuing with the theme of ISOS, a relevant paper from the literature is [115] which concerns input to output stability of continuous-time control systems. The authors provide relationships between various output stability notions. Further to this, in [67],
it is shown that an exponential ISS property holds for discrete-time Lur'e systems in the context of observer-based output feedback. Neither paper directly overlaps with the current work. ISOS of forced infinite-dimensional discrete- and continuous-time Lur'e systems is also considered in the papers [40] (see also Chapter 5) and [47], respectively. These papers use stronger assumptions than those seen in the main results of this chapter to deduce stronger stability notions, particular cases of which yield ISOS and CICS. In [40] and Chapter 5, exponential weighting and small-gain arguments are used, whereas Lyapunov arguments were used in the current chapter. It would be interesting to see if infinite-dimensional versions of the results of this chapter hold.

We also mention the paper [7] since, in the continuous-time setting, ISS for forced Lur'e systems (without feedthrough and without external and output disturbances) is investigated. This work differs from ours since the assumptions utilised to deduce ISS concern positive real conditions on the linear system and unboundedness properties on the nonlinearity.
Regarding the results of Section 2.3 which concern the CICS and CICSO properties, there is little else apart from (of course) [15] that is relevant to the current work. The references [5, 100, 112] deal with CICS-like properties of general nonlinear systems, with a discrete-time analogue to [112] being used in the proof of Theorem 2.3.16. We also refer the reader to $[20,104]$. The closest of these to the curent setting is [104, Statement 1) of Theorem], which concerns the steady state error of Lur'e systems in the single-input single-output setting, when under the conditions of the circle criterion.

## Chapter 3

## Semi-global incremental stability properties and convergence under almost periodic forcing of Lur'e systems


#### Abstract

In this chapter, we define a semi-global notion of incremental ISS for discrete-time forced Lur'e systems of the form (2.17), and provide sufficient conditions for when these systems exhibit this property. We also investigate convergence properties of (2.17), accumulating in a result that guarantees that asymptotically almost periodic inputs generate asymptotically almost periodic state and output trajectories. In the interest of not repeating ourselves, we refer the reader to the introduction for background reading and brief descriptions of incremental ISS and almost periodicity. Moreover, a thorough presentation of almost periodicity is provided in Appendix C. Of key relevance to the present chapter, however, is that there are many generalisations of the original Bohr definition of almost periodicity (see, for example, [14]). One such is the notion of Stepanov almost periodicity. In addition to the previously mentioned outcomes of this chapter, we shall also investigate the effect on state trajectories of continuoustime forced Lur'e systems that have Stepanov almost periodic inputs. We consider continuous-time systems for this, since Stepanov almost periodicity is only relevant in that setting.

This chapter is outlined as follows. We begin with Section 3.1, which is based upon the work achieved in [39]. We split the section in four, beginning with a discussion of some preliminary results. We then introduce semi-global incremental ISS, and move on to developing criteria that guarantees that Lur'e systems of the form (2.17) exhibit this property. The final two portions of the section comprise our investigation into convergence properties of trajectories of these systems when under almost periodic forcing, and an application of the previous results to the four-block setting, respectively. The results of Section 3.2 are based off those in [41]. We split the section into three main parts, with the first explicitly describing the continuous-time forced Lur'e systems of interest to us in the section, and providing preliminary results. We then move onto presenting conditions that are sufficient to conclude various incremental stability properties. Similar to the previous section, we then apply these results to obtain


convergence properties of state trajectories when inputs are Stepanov almost periodic.

### 3.1 Incremental and convergence properties of discretetime Lur'e systems

As previously mentioned, this section largely comprises the work of [39].

### 3.1.1 Preliminaries

Throughout this section, we shall concern ourselves with the system given by (2.17) situated in Chapter 2, that is, a discrete-time forced Lur'e system with potentially non-zero feedthrough and which allows for output disturbances. Explicitly, we recall the system to be

$$
\left.\begin{array}{rl}
x^{+} & =A x+B u+B_{\mathrm{e}} v  \tag{2.17}\\
y & =C x+D u+D_{\mathrm{e}} v \\
u & =f(y+w),
\end{array}\right\}
$$

where (see Definition 2.1.9)

$$
\Sigma:=\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right) \in \mathbb{L}:=\mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{n \times q} \times \mathbb{R}^{p \times n} \times \mathbb{R}^{p \times m} \times \mathbb{R}^{p \times q}
$$

$v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}, w \in\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ and $n, m, p, q \in \mathbb{N}$. We assume all notation associated with this system which was defined and discussed in Section 2.1. In particular, for (2.17), we denote the transfer function by $\mathbf{G}$, the behaviour by $\mathcal{B}$, and the set of stabilising feedback matrices over $\mathbb{C}$ and $\mathbb{R}$ by $\mathbb{S}_{\mathbb{C}}(\mathbf{G})$ and $\mathbb{S}_{\mathbb{R}}(\mathbf{G})$, respectively (see Definition 2.1.19). Finally, for $\Sigma \in \mathbb{L}, K \in \mathbb{R}^{m \times p}$ and $r>0$ such that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$, we recall assumption (A) which we will regularly make use of:
$\Sigma$ is (i) controllable and observable, or (ii) stabilisable and detectable and
$r \min _{|z|=1}\left\|\mathbf{G}^{K}(z)\right\|<1$.

Once again, we highlight that a thorough presentation of preliminary results concerning (2.17) was conducted in Section 2.1. This included the investigation of linear output feedback via 'loop-shifting', time-invariance principles and the associated initial-value problem. Moreover, the generality of (2.17), and in particular how it encompasses many other systems, was also highlighted. In the interest of brevity, we do not repeat ourselves, and instead refer the reader to Section 2.1 for more detail.

We shall now present two results that underpin the main results of this section. We begin with the following.

Lemma 3.1.1. Let $h: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ be continuous and $\Gamma \subseteq \mathbb{R}^{p}$ be compact. Then the function $\xi \mapsto \sup _{\zeta \in \Gamma}\|h(\xi+\zeta)-h(\zeta)\|$ is continuous.

An explicit reference of the above is difficult to locate in the literature, and hence we provide a proof here.
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Proof of Lemma 3.1.1. Let $\xi \in \mathbb{R}^{p}$ and let $\left(\xi_{k}\right)_{k \in \mathbb{N}} \subseteq \mathbb{R}^{p}$ be a sequence such that $\lim _{k \rightarrow \infty} \xi_{k}=\xi$. We begin with the observation that, for all $k \in \mathbb{N}$, there exists $\zeta_{k} \in \Gamma$ such that

$$
\begin{equation*}
\sup _{\zeta \in \Gamma}\left\|h\left(\xi_{k}+\zeta\right)-h(\zeta)\right\|=\left\|h\left(\xi_{k}+\zeta_{k}\right)-h\left(\zeta_{k}\right)\right\|, \tag{3.1}
\end{equation*}
$$

and there exists $\zeta_{\xi} \in \Gamma$ such that

$$
\begin{equation*}
\sup _{\zeta \in \Gamma}\|h(\xi+\zeta)-h(\zeta)\|=\left\|h\left(\xi+\zeta_{\xi}\right)-h\left(\zeta_{\xi}\right)\right\| \tag{3.2}
\end{equation*}
$$

Here, we have utilised the continuity of $h$ and the compactness of $\Gamma$. Again by using the compactness of $\Gamma$, we may assume, without loss of generality, that $\left(\zeta_{k}\right)_{k \in \mathbb{N}}$ converges to $\tilde{\zeta} \in \Gamma$. We now fix $\varepsilon>0$ and note that, as a consequence of $h$ being continuous, there exists $\delta_{1}>0$ such that, for all $\eta \in \mathbb{R}^{p}$,

$$
\begin{equation*}
\|\eta-\xi\|<\delta_{1} \Longrightarrow\left|\left\|h\left(\xi+\zeta_{\xi}\right)-h\left(\zeta_{\xi}\right)\right\|-\left\|h\left(\eta+\zeta_{\xi}\right)-h\left(\zeta_{\xi}\right)\right\|\right| \leq \varepsilon \tag{3.3}
\end{equation*}
$$

Furthermore, again since $h$ is continuous, there exists $\delta_{2}>0$ such that, for all $\eta_{1}, \eta_{2} \in$ $\mathbb{R}^{p}$,

$$
\begin{equation*}
\left\|\eta_{1}-\xi-\tilde{\zeta}\right\|,\left\|\eta_{2}-\tilde{\zeta}\right\|<\delta_{2} \Longrightarrow\left|\left\|h\left(\eta_{1}\right)-h\left(\eta_{2}\right)\right\|-\|h(\xi+\tilde{\zeta})-h(\tilde{\zeta})\|\right| \leq \varepsilon \tag{3.4}
\end{equation*}
$$

We subsequently set $\delta:=\min \left\{\delta_{1}, \delta_{2}\right\} / 2>0$ and consider $k$ large enough so that $\left\|\xi_{k}-\xi\right\|+\left\|\zeta_{k}-\tilde{\zeta}\right\|<\delta$. We then see that, from (3.2) and (3.3),

$$
\begin{align*}
\sup _{\zeta \in \Gamma}\|h(\xi+\zeta)-h(\zeta)\| & =\left\|h\left(\xi+\zeta_{\xi}\right)-h\left(\zeta_{\xi}\right)\right\| \\
& \leq\left\|h\left(\xi_{k}+\zeta_{\xi}\right)-h\left(\zeta_{\xi}\right)\right\|+\varepsilon \\
& \leq \sup _{\zeta \in \Gamma}\left\|h\left(\xi_{k}+\zeta\right)-h(\zeta)\right\|+\varepsilon \tag{3.5}
\end{align*}
$$

Similarly, we utilise (3.1) and (3.4) to obtain that

$$
\begin{align*}
\sup _{\zeta \in \Gamma}\left\|h\left(\xi_{k}+\zeta\right)-h(\zeta)\right\| & =\left\|h\left(\xi_{k}+\zeta_{k}\right)-h\left(\zeta_{k}\right)\right\| \\
& \leq\|h(\xi+\tilde{\zeta})-h(\tilde{\zeta})\|+\varepsilon \\
& \leq \sup _{\zeta \in \Gamma}\|h(\xi+\zeta)-h(\zeta)\|+\varepsilon \tag{3.6}
\end{align*}
$$

Therefore, a combination of (3.5) and (3.6) yields, for all $k$ sufficiently large enough,

$$
\left|\sup _{\zeta \in \Gamma}\|h(\xi+\zeta)-h(\zeta)\|-\sup _{\zeta \in \Gamma}\left\|h\left(\xi_{k}+\zeta\right)-h(\zeta)\right\|\right| \leq \varepsilon .
$$

Since $\varepsilon$ was arbitrary, this shows that $\xi \mapsto \sup _{\zeta \in \Gamma}\|h(\xi+\zeta)-h(\zeta)\|$ is continuous, and hence completes the proof.

The second preliminary result that we provide here is a version of Theorem 2.2.10 that holds for systems of the form (2.17) but which have a time-varying nonlinearity. That is, an input-to-state/output stability criterion for the system:

$$
\left.\begin{array}{rl}
x(t+1) & =A x(t)+B g(t, y(t)+w(t))+B_{\mathrm{e}} v(t)  \tag{3.7}\\
y(t) & =C x(t)+D g(t, y(t)+w(t))+D_{\mathrm{e}} v(t)
\end{array}\right\} \quad \forall t \in \mathbb{Z}_{+}
$$

where $\Sigma \in \mathbb{L}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}, w \in\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$and $g: \mathbb{Z}_{+} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$.

Corollary 3.1.2. Let $\Sigma \in \mathbb{L}, K \in \mathbb{R}^{m \times p}$, $r>0$ and $\alpha \in \mathcal{K}_{\infty}$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq$ $\mathbb{S}_{\mathbb{C}}(\mathbf{G})$ and (A) holds. Then there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that, for all $g$ : $\mathbb{Z}_{+} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ satisfying

$$
\begin{equation*}
\sup _{t \in \mathbb{Z}_{+}}\|g(t, \xi)-K \xi\| \leq r\|\xi\|-\alpha(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p} \tag{3.8}
\end{equation*}
$$

and for every $(v, w, x, y) \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$satisfying (3.7),

$$
\begin{equation*}
\|x(t)\| \leq \psi(\|x(0)\|, t)+\phi\left(\sup _{s \in \underline{t-1}}\left\|\binom{v(s)}{w(s)}\right\|\right) \quad \forall t \in \mathbb{N} \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\|y(t)\| \leq \psi(\|x(0)\|, t)+\phi\left(\sup _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right) \quad \forall t \in \mathbb{Z}_{+} \tag{3.10}
\end{equation*}
$$

We shall not provide a proof of Corollary 3.1.2, since the result can be proven identically, mutatis mutandis, to the proof of Theorem 2.2.10. To give some more detail here: since (3.8) holds uniformly in time, by following the steps laid out in the proof of Theorem 2.2.10, we may obtain the existence of an ISS-Lyapunov function (see Definition 2.2.8). Furthermore, by also inspecting the proof of Proposition 2.2.9, situated in Appendix A, we see that this ISS-Lyapunov function is sufficient for obtaining (3.9). As for (3.10), again by using the uniformity of (3.8) in time and following the final steps of the proof of Theorem 2.2.10, the claim is proven. Finally, the uniformity of $\phi$ and $\phi$ with respect to $g, v, w, x$ and $y$, follows from the fact that $\psi$ and $\phi$ depend only upon $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and $\alpha_{4}$ in (2.25) and (2.26), which in turn depend only upon $\Sigma, K, r$ and $\alpha$.

### 3.1.2 Incremental stability properties

Our attention now turns towards incremental stability properties of (2.17). As previously mentioned, here we shall develop a notion called semi-global incremental input-to-state stability and present a theorem that gives sufficient conditions for when (2.17) exhibits this type of stability. We also provide a corollary of this theorem which has assumptions reminiscent of the well-known circle criterion (see, for example, [66]). To this end, we begin with the following definition.

Definition 3.1.3. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$.
(i) We say that (2.17) is semi-globally incrementally input-to-state stable if for any $R>0$, there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that, for all $\left(v_{i}, w_{i}, x_{i}, y_{i}\right) \in \mathcal{B}$ with $\left\|x_{i}(0)\right\|+\left\|\left(v_{i} w_{i}\right)^{T}\right\|_{\ell^{\infty}} \leq R, i=1,2$,
$\left\|x_{1}(t)-x_{2}(t)\right\| \leq \psi\left(\left\|x_{1}(0)-x_{2}(0)\right\|, t\right)+\phi\left(\sup _{s \in \underline{t-1}}\left\|\binom{v_{1}(s)-v_{2}(s)}{w_{1}(s)-w_{2}(s)}\right\|\right) \quad \forall t \in \mathbb{N}$.
(ii) We say that (2.17) is semi-globally incrementally input-to-state/output stable if for any $R>0$, there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that, for all $\left(v_{i}, w_{i}, x_{i}, y_{i}\right) \in \mathcal{B}$ with $\left\|x_{i}(0)\right\|+\left\|\left(v_{i} w_{i}\right)^{T}\right\|_{\ell \infty} \leq R, i=1,2$, it follows that (3.11) holds and
$\left\|y_{1}(t)-y_{2}(t)\right\| \leq \psi\left(\left\|x_{1}(0)-x_{2}(0)\right\|, t\right)+\phi\left(\sup _{s \in \underline{t}}\left\|\binom{v_{1}(s)-v_{2}(s)}{w_{1}(s)-w_{2}(s)}\right\|\right) \quad \forall t \in \mathbb{Z}_{+}$.
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Remark 3.1.4. Although the previously defined stability notion is semi-global, it is suitable for almost all practical applications. This is because all relevant initial conditions and inputs are likely to have their norm bounded by some $R>0$. We refer the reader to papers such as $[5,40,47]$ and to Chapter 5 , for various notions of global incremental stability.

The next theorem is the main stability result of this section.
Theorem 3.1.5. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}, K \in \mathbb{R}^{m \times p}, r>0$ and $Z \subseteq \mathbb{R}^{p}$ be a nonempty and closed subset. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$, (A) holds, $f$ is continuous,

$$
\begin{equation*}
\|f(\xi+\zeta)-f(\zeta)-K \xi\|<r\|\xi\| \quad \forall \zeta \in Z, \forall \xi \in \mathbb{R}^{p} \backslash\{0\} \tag{3.13}
\end{equation*}
$$

and there exists $\eta \in \mathbb{R}^{p}$ such that

$$
\begin{equation*}
r\|\xi\|-\|f(\xi+\eta)-f(\eta)-K \xi\| \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty \tag{3.14}
\end{equation*}
$$

Then for any $R>0$, there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (3.11) and (3.12) both hold for all $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \mathcal{B}$ satisfying $\left\|x_{1}(0)\right\|+\left\|\left(v_{1} w_{1}\right)^{T}\right\|_{\ell_{\infty}} \leq R$ and $y_{1}(t)+w_{1}(t) \in Z$ for all $t \in \mathbb{Z}_{+}$, and all $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}$.
As a direct consequence of Theorem 3.1.5, we obtain the following.
Corollary 3.1.6. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}, K \in \mathbb{R}^{m \times p}$ and $r>0$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$, (A) holds, $f$ satisfies (3.13) with $Z=\mathbb{R}^{p}$, and there exists $\eta \in \mathbb{R}^{p}$ such that (3.14) holds. Then (2.17) is semi-globally incrementally ISOS.

Before proving Theorem 3.1.5, we first provide some commentary of its hypotheses.
Remark 3.1.7. (i) In the situation that $Z=\mathbb{R}^{p}$, if (3.13) holds, then $f$ is continuous, therefore making the assumption redundant.
(ii) Under the assumptions of Theorem 3.1 .5 with $Z=\mathbb{R}^{p}$, we obtain from Corollary 2.3.18 that (2.17) has the CICSO property. Moreover, in such a situation, it follows from Lemma 2.3.9, that for every $\zeta \in \mathbb{R}^{p}$, there exists $\alpha_{\zeta} \in \mathcal{K}_{\infty}$ such that

$$
\|f(\xi+\zeta)-f(\zeta)-K \xi\| \leq r\|\xi\|-\alpha_{\zeta}(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p}
$$

In particular, if $f(0)=0$, then

$$
\|f(\xi)-K \xi\| \leq r\|\xi\|-\alpha_{0}(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p}
$$

which we recognise as the main assumption imposed on the nonlinearity in Theorem 2.2.10 (see also [108, Theorem 13]). Hence, in this case, the assumptions of Theorem 3.1.5 guarantee ISOS of (2.17).
(iii) If the assumptions of Theorem 3.1.5 are strengthened so that there exists $\delta>0$ such that

$$
\begin{equation*}
\|f(\xi+\zeta)-f(\zeta)-K \xi\| \leq(r-\delta)\|\xi\| \quad \forall \xi, \zeta \in \mathbb{R}^{p} \tag{3.15}
\end{equation*}
$$

then [40, Theorem 3.2] (see also Theorem 5.2.5 situated later in Chapter 5) yields that (2.17) is exponentially incrementally input-to-state/output stable (see Definition 5.2.3). We highlight that there exist Lur'e systems that satisfy the assumptions of Theorem 3.1.5, but for which there does not exist $\delta>0$ such that (3.15) holds - see Examples 3.1.8 and 3.1.9 situated after the proof of Theorem 3.1.5. $\diamond$

Proof of Theorem 3.1.5. We seek to apply Corollary 3.1.2. To begin with, however, since $Z$ is assumed to be nonempty, we let $z^{*} \in Z$. By invoking (3.14) and statement (i) of Lemma 2.3.9, we obtain that

$$
r\|\xi\|-\|f(\xi+\zeta)-f(\zeta)-K \xi\| \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty, \quad \forall \zeta \in \mathbb{R}^{p}
$$

Consequently,

$$
\begin{equation*}
r\|\xi\|-\left\|f\left(\xi+z^{*}\right)-f\left(z^{*}\right)-K \xi\right\| \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty \tag{3.16}
\end{equation*}
$$

By setting $\tilde{f}(\xi):=f\left(\xi+z^{*}\right)-f\left(z^{*}\right)$ for all $\xi \in \mathbb{R}^{p}$, it is clear from the continuity of $f$, (3.13) and (3.16), that $\tilde{f}-K: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ is continuous, $\|\tilde{f}(\xi)-K \xi\|<r\|\xi\|$ for all $\xi \in \mathbb{R}^{p} \backslash\{0\}$, and $r\|\xi\|-\|\tilde{f}(\xi)-K \xi\| \rightarrow \infty$ as $\|\xi\| \rightarrow \infty$. Hence, $\tilde{f}-K$ satisfies the hypotheses of statement (ii) of Lemma 2.3.9 and so, there exists $\alpha_{*} \in \mathcal{K}_{\infty}$ such that

$$
\begin{equation*}
\left\|f\left(\xi+z^{*}\right)-f\left(z^{*}\right)-K \xi\right\|=\|\tilde{f}(\xi)-K \xi\| \leq r\|\xi\|-\alpha_{*}(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p} \tag{3.17}
\end{equation*}
$$

We shall use (3.17) to establish the existence of $\alpha_{1} \in \mathcal{K}_{\infty}$ and $s_{1}>0$ such that

$$
\begin{equation*}
\|f(\xi)-K \xi\| \leq r\|\xi\|-\alpha_{1}(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p} \text { s.t. }\|\xi\| \geq s_{1} . \tag{3.18}
\end{equation*}
$$

For which purpose, we note that, for all $\xi \in \mathbb{R}^{p}$,

$$
\begin{aligned}
\|f(\xi)-K \xi\| & \leq\left\|f\left(\xi-z^{*}+z^{*}\right)-f\left(z^{*}\right)-K\left(\xi-z^{*}\right)\right\|+\left\|f\left(z^{*}\right)-K z^{*}\right\| \\
& \leq r\left\|\xi-z^{*}\right\|-\alpha_{*}\left(\left\|\xi-z^{*}\right\|\right)+\left\|f\left(z^{*}\right)-K z^{*}\right\|,
\end{aligned}
$$

where we have used (3.17). Defining $\tilde{\alpha} \in \mathcal{K}_{\infty}$ by

$$
\tilde{\alpha}(s):= \begin{cases}\alpha_{*}\left(s-\left\|z^{*}\right\|\right), & \text { if } s \geq\left\|z^{*}\right\|+1, \\ \alpha_{*}(1) s /\left(\left\|z^{*}\right\|+1\right), & \text { if } 0 \leq s<\left\|z^{*}\right\|+1,\end{cases}
$$

we obtain that, for all $\xi \in \mathbb{R}^{p}$ such that $\|\xi\| \geq\left\|z^{*}\right\|+1$,

$$
\|f(\xi)-K \xi\| \leq r\|\xi\|-\tilde{\alpha}(\|\xi\|)+r\left\|z^{*}\right\|+\left\|f\left(z^{*}\right)-K z^{*}\right\| .
$$

Therefore, if we let $s_{1} \geq\left\|z^{*}\right\|+1$ be such that $\tilde{\alpha}(s)>r\left\|z^{*}\right\|+\left\|f\left(z^{*}\right)-K z^{*}\right\|$ for all $s \geq s_{1}$, and define $\alpha_{1} \in \mathcal{K}_{\infty}$ by

$$
\alpha_{1}(s):= \begin{cases}\tilde{\alpha}(s)-r\left\|z^{*}\right\|-\left\|f\left(z^{*}\right)-K z^{*}\right\|, & \text { if } s \geq s_{1}, \\ \left(\tilde{\alpha}\left(s_{1}\right)-r\left\|z^{*}\right\|-\left\|f\left(z^{*}\right)-K z^{*}\right\|\right) s / s_{1}, & \text { if } 0 \leq s<s_{1},\end{cases}
$$

we obtain that (3.18) holds.
Next, fix $R>0$ and combine (3.18) with Corollary 2.2 .14 to obtain the existence of $\tilde{\psi} \in \mathcal{K} \mathcal{L}, \tilde{\phi} \in \mathcal{K}$ and $\theta>0$ such that (2.46) and (2.47) hold (but with $\psi$ and $\phi$ replaced by $\tilde{\psi}$ and $\tilde{\phi}$, respectively). By setting $\rho:=\tilde{\psi}(R, 0)+\tilde{\phi}(\theta+R)+R>0$, we see, from (2.46) and (2.47), that, for all $(v, w, x, y) \in \mathcal{B}$ with $\|x(0)\|+\left\|(v w)^{T}\right\|_{\ell^{\infty}} \leq R$,

$$
\begin{equation*}
\|y(t)+w(t)\| \leq\|y(t)\|+R \leq \rho \quad \forall t \in \mathbb{Z}_{+} . \tag{3.19}
\end{equation*}
$$

Without loss of generality, we assume that $\rho \geq\left\|z^{*}\right\|$. Subsequently, the set

$$
W:=\left\{\xi \in \mathbb{R}^{p}:\|\xi\| \leq \rho\right\} \cap Z \subseteq \mathbb{R}^{p},
$$
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is nonempty since $z^{*} \in Z$. Moreover, $W$ is compact since $Z$ is closed. We claim that

$$
\begin{equation*}
r\|\xi\|-\sup _{\zeta \in W}\|f(\xi+\zeta)-f(\zeta)-K \xi\| \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty \tag{3.20}
\end{equation*}
$$

To avoid interruption of the argument, we relegate the validation of (3.20) to the end of the proof.
Continuing, by invoking (3.13), the continuity of $f$ and compactness of $W$, we conclude that

$$
\begin{equation*}
\sup _{\zeta \in W}\|f(\xi+\zeta)-f(\zeta)-K \xi\|<r\|\xi\| \quad \forall \xi \in \mathbb{R}^{p} \backslash\{0\} \tag{3.21}
\end{equation*}
$$

Moreover, by Lemma 3.1.1, the function $\xi \mapsto \sup _{\zeta \in W}\|f(\xi+\zeta)-f(\zeta)-K \xi\|$ is continuous which, in conjunction with (3.20) and (3.21) and an application of statement (ii) of Lemma 2.3.9, shows that there exists $\alpha \in \mathcal{K}_{\infty}$ such that

$$
\begin{equation*}
\sup _{\zeta \in W}\|f(\xi+\zeta)-f(\zeta)-K \xi\| \leq r\|\xi\|-\alpha(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p} \tag{3.22}
\end{equation*}
$$

Let $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \mathcal{B}$ be such that $\left\|x_{1}(0)\right\|+\left\|\left(v_{1} w_{1}\right)^{T}\right\|_{\ell_{\infty}} \leq R$ and $y_{1}(t)+w_{1}(t) \in Z$ for all $t \in \mathbb{Z}_{+}$. Define $g: \mathbb{Z}_{+} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ by

$$
g(t, \xi):=f\left(\xi+y_{1}(t)+w_{1}(t)\right)-f\left(y_{1}(t)+w_{1}(t)\right) \quad \forall(t, \xi) \in \mathbb{Z}_{+} \times \mathbb{R}^{p} .
$$

From (3.19) and (3.22),

$$
\sup _{t \in \mathbb{Z}_{+}}\|g(t, \xi)-K \xi\| \leq \sup _{\zeta \in W}\|f(\xi+\zeta)-f(\zeta)-K \xi\| \leq r\|\xi\|-\alpha(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p},
$$

that is, (3.8) holds. Moreover, for $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}$, if we define $v:=v_{2}-v_{1}$, $w:=w_{2}-w_{1}, x:=x_{2}-x_{1}$ and $y:=y_{2}-y_{1}$, it is easily checked that $(v, w, x, y)$ satisfies (3.7). An application of Corollary 3.1.2 then yields the existence of $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (3.11) and (3.12) both hold for all $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}$. Since $\psi$ and $\phi$ depend only on $\Sigma, K, r$ and $\alpha$ (and not on $\left(v_{1}, w_{1}, x_{1}, y_{1}\right)$ ), we see that in fact (3.11) and (3.12) both hold for all $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \mathcal{B}$ satisfying $\left\|x_{1}(0)\right\|+\left\|\left(v_{1} w_{1}\right)^{T}\right\|_{\ell \infty} \leq R$ and $y_{1}(t)+w_{1}(t) \in Z$ for all $t \in \mathbb{Z}_{+}$, and all $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}$.
All that is left to prove is (3.20). To that end, since $f$ is continuous, and $W$ is compact, it follows that for each $\xi \in \mathbb{R}^{p}$, there exists $\zeta_{\xi} \in W$ such that

$$
\begin{equation*}
\sup _{\zeta \in W}\|f(\xi+\zeta)-f(\zeta)-K \xi\|=\left\|f\left(\xi+\zeta_{\xi}\right)-f\left(\zeta_{\xi}\right)-K \xi\right\| \tag{3.23}
\end{equation*}
$$

If we write, for all $\xi \in \mathbb{R}^{p}$,

$$
\begin{aligned}
\left\|f\left(\xi+\zeta_{\xi}\right)-f\left(\zeta_{\xi}\right)-K \xi\right\| \leq & \left\|f\left(\xi+\zeta_{\xi}-z^{*}+z^{*}\right)-f\left(z^{*}\right)-K\left(\xi+\zeta_{\xi}-z^{*}\right)\right\| \\
& +\left\|f\left(z^{*}\right)\right\|+\left\|K \zeta_{\xi}\right\|+\left\|K z^{*}\right\|+\left\|f\left(\zeta_{\xi}\right)\right\|
\end{aligned}
$$

and use (3.17), we see that

$$
\begin{align*}
\left\|f\left(\xi+\zeta_{\xi}\right)-f\left(\zeta_{\xi}\right)-K \xi\right\| \leq & r\|\xi\|+r\left\|\zeta_{\xi}-z^{*}\right\|-\alpha_{*}\left(\left\|\xi+\zeta_{\xi}-z^{*}\right\|\right) \\
& +\left\|f\left(z^{*}\right)\right\|+\left\|K \zeta_{\xi}\right\|+\left\|K z^{*}\right\|+\left\|f\left(\zeta_{\xi}\right)\right\| . \tag{3.24}
\end{align*}
$$

Since $\alpha_{*} \in \mathcal{K}_{\infty}$, by the reverse triangle inequality we have that

$$
\begin{equation*}
\alpha_{*}\left(\left\|\xi+\zeta_{\xi}-z^{*}\right\|\right) \geq \alpha_{*}\left(\|\xi\|-\left\|\zeta_{\xi}-z^{*}\right\|\right) \quad \forall \xi \in \mathbb{R}^{p},\|\xi\| \geq\left\|\zeta_{\xi}-z^{*}\right\| . \tag{3.25}
\end{equation*}
$$

Hence, by recalling that $\left\|\zeta_{\xi}-z^{*}\right\| \leq \rho+\left\|z^{*}\right\|$ for all $\xi \in \mathbb{R}^{p}$ and by combining (3.23)(3.25), we obtain, for all $\xi \in \mathbb{R}^{p}$ with $\|\xi\| \geq \rho+\left\|z^{*}\right\|$,

$$
\begin{aligned}
r\|\xi\|-\sup _{\zeta \in W}\|f(\xi+\zeta)-f(\zeta)-K \xi\| & \geq-r \rho-r\left\|z^{*}\right\|+\alpha_{*}\left(\|\xi\|-\rho-\left\|z^{*}\right\|\right) \\
& -\left\|f\left(z^{*}\right)\right\|-\left\|K \zeta_{\xi}\right\|-\left\|K z^{*}\right\|-\left\|f\left(\zeta_{\xi}\right)\right\| .
\end{aligned}
$$

Since $\left\|\zeta_{\xi}\right\| \leq \rho$ for all $\xi \in \mathbb{R}^{p}$, and $f$ is continuous, it follows that $\left\|f\left(\zeta_{\xi}\right)\right\|$ is bounded and so the right-hand side of the above converges to $\infty$ as $\|\xi\| \rightarrow \infty$. This is precisely (3.20).

To illustrate Theorem 3.1.5, we present two examples. They each provide a system that satisfies the hypotheses of Theorem 3.1.5, but are such that there does not exist $\delta>0$ such that (3.15) holds.
Example 3.1.8. Consider the simple case of the Lur'e system (2.17) with

$$
A:=\frac{1}{2}\left(\begin{array}{ccc}
2 & 1 & 0 \\
-1 & 1 & 1 \\
1 & 0 & 0
\end{array}\right), \quad B:=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \quad C:=\left(\begin{array}{lll}
1 & 0 & 0
\end{array}\right), \quad D=0
$$

$B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ arbitrary, and $f: \mathbb{R} \rightarrow \mathbb{R}$ given by

$$
f(\xi):=\frac{1}{2} \operatorname{sign}(\xi) \ln (1+|\xi|) \quad \forall \xi \in \mathbb{R}
$$

It is easy to check that $A$ is Schur,

$$
\mathbf{G}(z)=\frac{1 / 4}{(z-1 / 2)^{3}},
$$

and

$$
|\mathbf{G}(z)| \leq 2=|\mathbf{G}(1)| \quad \forall z \in \operatorname{clos}(\mathbb{E})
$$

We hence deduce that

$$
\|\mathbf{G}\|_{H^{\infty}}=|\mathbf{G}(1)|=2 .
$$

Moreover, it can easily be verified that (A) holds with $r=1 / 2$ and $K=0$. Since $f^{\prime}(0)=1 / 2$, it can also be checked that there does not exist $\delta>0$ such that

$$
|f(\xi+\zeta)-f(\zeta)| \leq\left(\frac{1}{2}-\delta\right)|\xi| \quad \forall \xi, \zeta \in \mathbb{R},
$$

that is, $f$ does not satisfy the assumptions of [40, Theorem 3.2]. However, since $f$ is continuously differentiable with

$$
f^{\prime}(0)=\frac{1}{2} \quad \text { and } \quad f^{\prime}(\xi) \in\left(0, \frac{1}{2}\right) \quad \forall \xi \in \mathbb{R} \backslash\{0\},
$$

it follows from [15, Lemma 4.9] that (3.13) holds with $Z=\mathbb{R}^{p}, K=0$ and $r=1 / 2$. Finally,

$$
\frac{1}{2}|\xi|-|f(\xi)| \rightarrow \infty \text { as }|\xi| \rightarrow \infty
$$

and so (3.14) is satisfied with $K=0, r=1 / 2$ and $\eta=0$. Therefore, Theorem 3.1.5 gives that (2.17) is semi-globally incrementally input-to-state stable.
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We comment that the nonlinearity given in the previous example is a modification of that found in [15, Example 4.12].

Example 3.1.9. Consider again a simple version of (2.17). Here we take

$$
A:=\left(\begin{array}{cc}
1 / 10 & 1 \\
0 & 1 / 2
\end{array}\right), \quad B:=\binom{1}{1 / 2}, \quad C:=\left(\begin{array}{ll}
0 & 1
\end{array}\right), \quad D=0,
$$

$B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ arbitrary, and $f: \mathbb{R} \rightarrow \mathbb{R}$ as

$$
f(\xi):= \begin{cases}\xi /(e-1), & \text { if }|\xi| \leq e-1, \\ \operatorname{sign}(\xi)(|\xi|-e+3-\sqrt{|\xi|-e+2}), & \text { if }|\xi|>e-1 .\end{cases}
$$

Trivially, $A$ is Schur. Moreover,

$$
\mathbf{G}(z)=\frac{1 / 2}{z-1 / 2}
$$

and

$$
|\mathbf{G}(z)| \leq 1=|\mathbf{G}(1)| \quad \forall z \in \cos (\mathbb{E}) .
$$

Therefore,

$$
\|\mathbf{G}\|_{H^{\infty}}=|\mathbf{G}(1)|=1
$$

and (A) holds with $r=1$ and $K=0$. We note that since

$$
\frac{1}{|\xi|}|f(\xi)-f(0)| \rightarrow 1 \text { as }|\xi| \rightarrow \infty
$$

there does not exist $\delta>0$ such that

$$
|f(\xi+\zeta)-f(\zeta)| \leq(1-\delta)|\xi| \quad \forall \xi, \zeta \in \mathbb{R}
$$

Whence, $f$ does not satisfy the assumptions of [40, Theorem 3.2]. However, as in Example 3.1.8, since $f$ is continuously differentiable with

$$
f^{\prime}(\xi) \in(0,1) \quad \forall \xi \in \mathbb{R}
$$

it follows from [15, Lemma 4.9] that (3.13) holds with $Z=\mathbb{R}^{p}, K=0$ and $r=1$. Finally,

$$
|\xi|-|f(\xi)| \rightarrow \infty \text { as }|\xi| \rightarrow \infty
$$

and so (3.14) is satisfied with $K=0, r=1$ and $\eta=0$. We thus conclude that the hypotheses of Theorem 3.1.5 are satisfied (with $Z=\mathbb{R}^{p}, K=0$ and $r=1$ ) and so (2.17) is semi-globally incrementally input-to-state stable.

We conclude our discussion of incremental stability properties of (2.17) with a corollary of Theorem 3.1.5. This corollary presents sufficient conditions, reminiscent of the well-known circle-criterion (see, for example, [66]), for when (2.17) is semi-globally incrementally ISOS. Before giving this result, we recall from Definition 2.3.23 that a $\mathbb{C}^{m \times m}$-valued rational function $\mathbf{H}$ is positive real if $\mathbf{H}(z)+\mathbf{H}(z)^{*}$ is positive semi-definite for every $z \in \mathbb{E}$ which is not a pole of $\mathbf{H}$.

Corollary 3.1.10. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ and $K_{1}, K_{2} \in \mathbb{R}^{m \times p}$ with $K_{1} \in \mathbb{A}_{\mathbb{R}}(D)$. Assume that $\mathbf{H}:=\left(I-K_{2} \mathbf{G}\right)\left(I-K_{1} \mathbf{G}\right)^{-1}$ is positive real and that $\Sigma$ is either (i) controllable and observable or, (ii) stabilisable and detectable and there exists $z \in \mathbb{C}$ such that $|z|=1$ and $\mathbf{H}(z)+\mathbf{H}(z)^{*}$ is positive definite. If, additionally,

$$
\begin{equation*}
\left\langle f(\xi+\zeta)-f(\zeta)-K_{1} \xi, f(\xi+\zeta)-f(\zeta)-K_{2} \xi\right\rangle<0 \quad \forall \xi, \zeta \in \mathbb{R}^{p}, \xi \neq 0 \tag{3.26}
\end{equation*}
$$

and there exists $\eta \in \mathbb{R}^{p}$ and $\alpha \in \mathcal{K}_{\infty}$ such that

$$
\left\langle f(\xi+\eta)-f(\eta)-K_{1} \xi, f(\xi+\eta)-f(\eta)-K_{2} \xi\right\rangle \leq-\alpha(\|\xi\|)\|\xi\| \quad \forall \xi \in \mathbb{R}^{p}
$$

then (2.17) is semi-globally incrementally ISOS.
Remark 3.1.11. The assumptions of Corollary 3.1.10 are the same as those of Corollary 2.3.24, where it was deduced that (2.17) exhibits the CICSO property.

We shall not provide a proof of Corollary 3.1.10, since the result can be proven by using the proof of Corollary 2.3.24, but invoking Theorem 3.1.5 instead of Corollary 2.3.18.

### 3.1.3 Discrete-time Lur'e systems subject to almost periodic forcing

We now provide a corollary of Theorem 3.1.5 that asserts that the hypotheses of Theorem 3.1.5 are sufficient for obtaining that asymptotically almost periodic inputs generate asymptotically almost periodic state and output trajectories. A thorough presentation of almost periodic functions is given in Appendix C. Indeed, we define the notion of almost and asymptotically almost periodic functions over various time-domains, give relevant theory, and discuss relationships between almost periodicity and other notions. Therefore, in the interest of not repeating ourselves, we will not define almost and asymptotically almost periodic functions here, or give much relevant theory, and instead refer the reader to the appendix. For additional background reading, we also refer the reader to literature such as $[1,14,17,21,22,52]$.
However, for convenience, we recall: that $A P\left(Z, \mathbb{R}^{n}\right)$ denotes the space of almost periodic functions mapping $Z \rightarrow \mathbb{R}^{n}$, where $Z=\mathbb{Z}$ or $\mathbb{Z}_{+}$; for $\varepsilon>0$, the set of $\varepsilon$-periods of an almost periodic function $v^{\text {ap }}$ is denoted by $P\left(v^{\mathrm{ap}}, \varepsilon\right)$; the space of asymptotically almost periodic functions $\mathbb{Z}_{+} \rightarrow \mathbb{R}^{n}$ is denoted by $A A P\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right)$; and $c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right)$ denotes the space of all functions $\mathbb{Z}_{+} \rightarrow \mathbb{R}^{n}$ that converge to zero as their argument tends to infinity. In addition to this, we also recall that every $v^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right)$ has a unique extension $v_{\mathrm{e}}^{\mathrm{ap}} \in A P\left(\mathbb{Z}, \mathbb{R}^{n}\right)$ such that

$$
v_{\mathrm{e}}^{\mathrm{ap}}(t)=v^{\mathrm{ap}}(t) \quad \forall t \in \mathbb{Z}_{+} \quad \text { and } \quad \sup _{t \in \mathbb{Z}}\left\|v_{\mathrm{e}}^{\mathrm{ap}}(t)\right\|=\sup _{t \in \mathbb{Z}_{+}}\left\|v^{\mathrm{ap}}(t)\right\|
$$

Indeed, as discussed in Appendix C, if we follow an idea seen in [12, Remark on p.318] and define $v_{\mathrm{e}}^{\text {ap }}$ by

$$
\begin{equation*}
v_{\mathrm{e}}^{\mathrm{ap}}(t)=\lim _{k \rightarrow \infty} v^{\mathrm{ap}}\left(t+\tau_{k}\right) \quad \forall t \in \mathbb{Z} \tag{3.27}
\end{equation*}
$$

where, for each $k \in \mathbb{N}, \tau_{k} \in P\left(v^{\mathrm{ap}}, 1 / k\right)$ and $\tau_{k} \nearrow \infty$ as $k \rightarrow \infty$, then it can be shown (see Lemma C.1.6 and Corollary C.1.33) that this function is a well-defined almost periodic extension of $v^{\text {ap }}$ and satisfies $\sup _{t \in \mathbb{Z}}\left\|v_{\mathrm{e}}^{\mathrm{ap}}(t)\right\|=\sup _{t \in \mathbb{Z}_{+}}\left\|v^{\mathrm{ap}}(t)\right\|$. With this in mind, we obtain the following theorem, which is a finite-dimensional version of Theorem C.1.35 in Appendix C.
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Theorem 3.1.12. The map $A P\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right) \rightarrow A P\left(\mathbb{Z}, \mathbb{R}^{n}\right)$ which maps $v^{\text {ap }}$ to $v_{\mathrm{e}}^{\text {ap }}$, where $v_{\mathrm{e}}^{\mathrm{ap}}$ is given by (3.27), is an isometric isomorphism.

We are now ready to present the previously discussed corollary of Theorem 3.1.5, which concerns the convergence of trajectories with (asymptotically) almost periodic inputs.

Corollary 3.1.13. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}, K \in \mathbb{R}^{m \times p}, r>0, v^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{q}\right)$ and $w^{\mathrm{ap}} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$, (A) holds, there exists $(\tilde{x}, \tilde{y}) \in$ $\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$such that ( $\left.v^{\text {ap }}, w^{\text {ap }}, \tilde{x}, \tilde{y}\right) \in \mathcal{B}$, $f$ satisfies (3.13) with $Z=\mathbb{R}^{p}$, and there exists $\eta \in \mathbb{R}^{p}$ such that (3.14) holds. Then the following statements hold.
(i) There exists a unique pair $\left(x^{\text {ap }}, y^{\text {ap }}\right) \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right) \times A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$ such that $\left(v^{\mathrm{ap}}, w^{\mathrm{ap}}, x^{\mathrm{ap}}, y^{\mathrm{ap}}\right) \in \mathcal{B}$ and, for all $(v, w, x, y) \in \mathcal{B}$ such that $v-v^{\mathrm{ap}} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{q}\right)$ and $w-w^{\mathrm{ap}} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|x(t)-x^{\mathrm{ap}}(t)\right\|=0=\lim _{t \rightarrow \infty}\left\|y(t)-y^{\mathrm{ap}}(t)\right\| . \tag{3.28}
\end{equation*}
$$

Furthermore, for all $\varepsilon>0$, there exists $\delta>0$ such that $P\left(v^{\text {ap }}, \delta\right) \cap P\left(w^{\text {ap }}, \delta\right) \subseteq$ $P\left(x^{\mathrm{ap}}, \varepsilon\right) \cap P\left(y^{\mathrm{ap}}, \varepsilon\right)$. In particular, if $v^{\mathrm{ap}}$ and $w^{\mathrm{ap}}$ are $\tau$-periodic, then $x^{\mathrm{ap}}$ and $y^{\text {ap }}$ are $\tau$-periodic.
(ii) The pair of almost periodic extensions $\left(x_{\mathrm{e}}^{\mathrm{ap}}, y_{\mathrm{e}}^{\mathrm{ap}}\right)$ of $\left(x^{\mathrm{ap}}, y^{\mathrm{ap}}\right)$ to $\mathbb{Z}$, is the unique bounded pair of functions that satisfy

$$
\left.\begin{array}{rl}
z_{1}(t+1) & =A z_{1}(t)+B f\left(z_{2}(t)+w_{\mathrm{e}}^{\mathrm{ap}}(t)\right)+B_{\mathrm{e}} v_{\mathrm{e}}^{\mathrm{ap}}(t),  \tag{3.29}\\
z_{2}(t) & =C z_{1}(t)+D f\left(z_{2}(t)+w_{\mathrm{e}}^{\mathrm{ap}}(t)\right)+D_{\mathrm{e}} v_{\mathrm{e}}^{\mathrm{ap}}(t),
\end{array}\right\} \quad \forall t \in \mathbb{Z} .
$$

Remark 3.1.14. (i) Under the assumptions of Corollary 3.1.13, asymptotically almost periodic inputs generate asymptotically almost periodic state and output trajectories.
(ii) Under the assumptions of Corollary 3.1.13, if, additionally, $\left\|D^{K}\right\|<1 / r$, then Proposition 2.3.10 gives that $I-D^{K}(f-K)$ is bijective. By combining this with Proposition 2.1.37, we see that, for every $x^{0} \in \mathbb{R}^{n}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}, w \in\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$, there is a unique solution to the IVP given by (2.18). Hence, in this case, the assumption in Corollary 3.1.13 asserting the existence of $(\tilde{x}, \tilde{y}) \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$ such that $\left(v^{\text {ap }}, w^{\text {ap }}, \tilde{x}, \tilde{y}\right) \in \mathcal{B}$, is redundant. We further note that, trivially, $\left\|D^{K}\right\|<1 / r$ if $D=0$.
(iii) Instead of imposing in Corollary 3.1.13 the assumptions of Theorem 3.1.5, we could impose the hypotheses of Corollary 3.1.10, and statements (i) and (ii) remain valid.

Proof of Corollary 3.1.13. We begin by proving statement (i). To this end, we use Propositions 2.3.6 and 2.3 .8 to yield that, for every $v^{*} \in \mathbb{R}^{q}$ and $w^{*} \in \mathbb{R}^{p}$, there exist $x^{*} \in \mathbb{R}^{n}$ and $y^{*} \in \mathbb{R}^{p}$ such that ( $v^{*}, w^{*}, x^{*}, y^{*}$ ) is an equilibrium quadruple (see Definition 2.3.1). We now fix such a quadruple $\left(v^{*}, w^{*}, x^{*}, y^{*}\right)$. Let ( $\left.v^{\text {ap }}, w^{\text {ap }}, \tilde{x}, \tilde{y}\right) \in \mathcal{B}$ and note that, since $v^{\text {ap }}$ and $w^{\text {ap }}$ are almost periodic, $v^{\text {ap }}$ and $w^{\text {ap }}$ are bounded (see Lemma C.1.31). Let $R_{1}>0$ be such that

$$
\begin{equation*}
\|\tilde{x}(0)\|+\left\|\binom{v^{\mathrm{ap}}}{w^{\mathrm{ap}}}\right\|_{\ell \infty},\left\|x^{*}\right\|+\left\|\binom{v^{*}}{w^{*}}\right\| \leq R_{1} . \tag{3.30}
\end{equation*}
$$

Hence, by setting $Z:=\mathbb{R}^{p}$, Theorem 3.1.5 yields the existence of $\psi_{1} \in \mathcal{K} \mathcal{L}$ and $\phi_{1} \in \mathcal{K}$ (dependent on $R_{1}$ ) such that

$$
\left\|\binom{\tilde{x}(t)-x^{*}}{\tilde{y}(t)-y^{*}}\right\| \leq \psi_{1}\left(\left\|\tilde{x}(0)-x^{*}\right\|, t\right)+\phi_{1}\left(\max _{s \in \underline{t}}\left\|\binom{v^{\mathrm{ap}}(s)-v^{*}}{w^{\mathrm{ap}}(s)-w^{*}}\right\|\right) \quad \forall t \in \mathbb{Z}_{+}
$$

Combining this with (3.30), we see that

$$
\left\|\binom{\tilde{x}(t)-x^{*}}{\tilde{y}(t)-y^{*}}\right\| \leq \psi_{1}\left(2 R_{1}, 0\right)+\phi_{1}\left(2 R_{1}\right) \quad \forall t \in \mathbb{Z}_{+},
$$

whence $\tilde{x}$ and $\tilde{y}$ are bounded. Thus, as a consequence, there exists $R>0$ such that

$$
\begin{equation*}
\|\tilde{x}\|_{\ell \infty}+\left\|\binom{v^{\mathrm{ap}}}{w^{\mathrm{ap}}}\right\|_{\ell \infty} \leq R \tag{3.31}
\end{equation*}
$$

Since $v^{\text {ap }}$ and $w^{\text {ap }}$ are almost periodic, by Lemma C.1.37, we may obtain a sequence $\left(\tau_{k}\right)_{k \in \mathbb{N}} \subseteq \mathbb{Z}_{+}$such that

$$
\begin{equation*}
\tau_{k} \in P\left(v^{\text {ap }}, \frac{1}{2 k}\right) \cap P\left(w^{\text {ap }}, \frac{1}{2 k}\right) \quad \forall k \in \mathbb{N} \quad \text { and } \quad \tau_{k} \rightarrow \infty \text { as } k \rightarrow \infty \tag{3.32}
\end{equation*}
$$

Inspired by an argument from the proof of [5, Proposition 4.4], we claim that $\left(\Lambda_{\tau_{k}} \tilde{x}\right)_{k \in \mathbb{N}}$ and $\left(\Lambda_{\tau_{k}} \tilde{y}\right)_{k \in \mathbb{N}}$ are Cauchy sequences in $\ell^{\infty}\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right)$ and $\ell^{\infty}\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$, respectively. To show this, we first invoke Theorem 3.1.5 to obtain $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ (dependent on $R)$ such that, for all $\left(v_{i}, w_{i}, x_{i}, y_{i}\right) \in \mathcal{B}$ with $\left\|x_{i}(0)\right\|+\left\|\left(v_{i} w_{i}\right)^{T}\right\|_{\ell \infty} \leq R, i=1,2$,

$$
\begin{equation*}
\left\|\binom{x_{1}(t)-x_{2}(t)}{y_{1}(t)-y_{2}(t)}\right\| \leq \psi\left(\left\|x_{1}(0)-x_{2}(0)\right\|, t\right)+\phi\left(\sup _{s \in \underline{t}}\left\|\binom{v_{1}(s)-v_{2}(s)}{w_{1}(s)-w_{2}(s)}\right\|\right) \quad \forall t \in \mathbb{Z}_{+} \tag{3.33}
\end{equation*}
$$

Subsequently, we let $\varepsilon>0$ and $k, l \in \mathbb{N}$ be sufficiently large so that

$$
\psi\left(2 R, \tau_{k}\right), \psi\left(2 R, \tau_{l}\right) \leq \frac{\varepsilon}{2} \quad \text { and } \quad \phi\left(\frac{1}{k}+\frac{1}{l}\right) \leq \frac{\varepsilon}{2}
$$

and, without loss of generality, assume that $\tau_{l} \geq \tau_{k}$. Then, for all $t \in \mathbb{Z}_{+}$,

$$
\left.\begin{array}{rl}
\sup _{s \in \underline{\tau_{k}}} \|\left(\begin{array}{c}
v^{\mathrm{ap}}(s+t)-v^{\mathrm{ap}}(s+ \\
w^{\mathrm{ap}}(s+t)-w^{\mathrm{ap}}(s+
\end{array}+\right. & \left.t+\tau_{l}-\tau_{l}\right) \\
\left.-\tau_{k}\right)
\end{array}\right)\|.\|\binom{v^{\mathrm{ap}}(s+t)-v^{\mathrm{ap}}\left(s+t+\tau_{l}\right)}{w^{\mathrm{ap}}(s+t)-w^{\mathrm{ap}}\left(s+t+\tau_{l}\right)} \| .
$$

Hence, for all $t \in \mathbb{Z}_{+}$,

$$
\phi\left(\sup _{s \in \underline{\tau_{k}}}\left\|\binom{v^{\mathrm{ap}}(s+t)-v^{\mathrm{ap}}\left(s+t+\tau_{l}-\tau_{k}\right)}{w^{\mathrm{ap}}(s+t)-w^{\mathrm{ap}}\left(s+t+\tau_{l}-\tau_{k}\right)}\right\|\right) \leq \frac{\varepsilon}{2},
$$
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which, when combined with Lemma 2.1.33, (3.31) and (3.33), implies, for all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\left\|\binom{\left(\Lambda_{\tau_{k}} \tilde{x}\right)(t)-\left(\Lambda_{\tau_{l}} \tilde{x}\right)(t)}{\left(\Lambda_{\tau_{k}} \tilde{y}\right)(t)-(t)-\left(\Lambda_{\tau} \tilde{y}\right)(t)}\right\| & =\left\|\binom{\left(\Lambda_{t} \tilde{x}\right)\left(\tau_{k}\right)-\left(\Lambda_{t+\tau_{l}-\tau_{k}} \tilde{x}\right)\left(\tau_{k}\right)}{\left(\Lambda_{t} \tilde{y}\right)\left(\tau_{k}\right)-\left(\Lambda_{t+\tau_{l}-\tau_{k}} \tilde{y}\right)\left(\tau_{k}\right)}\right\| \\
& \leq \psi\left(\left\|\tilde{x}(t)-\tilde{x}\left(t+\tau_{l}-\tau_{k}\right)\right\|, \tau_{k}\right)+\frac{\varepsilon}{2} \\
& \leq \psi\left(2 R, \tau_{k}\right)+\frac{\varepsilon}{2} \\
& \leq \varepsilon .
\end{aligned}
$$

Whence, we have shown that $\left(\Lambda_{\tau_{k}} \tilde{x}\right)_{k \in \mathbb{N}}$ and $\left(\Lambda_{\tau_{k}} \tilde{y}\right)_{k \in \mathbb{N}}$ are Cauchy sequences in $\ell^{\infty}\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right)$ and $\ell^{\infty}\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$, respectively. They therefore converge to functions $x^{\text {ap }} \in$ $\ell^{\infty}\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right)$ and $y^{\text {ap }} \in \ell^{\infty}\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$, respectively. To show that $\left(v^{\text {ap }}, w^{\text {ap }}, x^{\text {ap }}, y^{\text {ap }}\right) \in \mathcal{B}$, we note that, for all $k \in \mathbb{Z}_{+}$and $t \in \mathbb{Z}_{+}$, by Lemma 2.1.33,

$$
\begin{aligned}
\left(\Lambda_{\tau_{k}} \tilde{x}\right)(t+1) & =A\left(\Lambda_{\tau_{k}} \tilde{x}\right)(t)+B f\left(\left(\Lambda_{\tau_{k}} \tilde{y}\right)(t)+\left(\Lambda_{\tau_{k}} w^{\mathrm{ap}}\right)(t)\right)+B_{\mathrm{e}}\left(\Lambda_{\tau_{k}} v^{\mathrm{ap}}\right)(t), \\
\left(\Lambda_{\tau_{k}} \tilde{y}\right)(t) & =C\left(\Lambda_{\tau_{k}} \tilde{x}\right)(t)+D f\left(\left(\Lambda_{\tau_{k}} \tilde{y}\right)(t)+\left(\Lambda_{\tau_{k}} w^{\mathrm{ap}}\right)(t)\right)+D_{\mathrm{e}}\left(\Lambda_{\tau_{k}} v^{\mathrm{ap}}\right)(t) .
\end{aligned}
$$

Since $f$ is continuous, if we use (3.32) and take the limit as $k \rightarrow \infty$, we see that $\left(v^{\mathrm{ap}}, w^{\mathrm{ap}}, x^{\mathrm{ap}}, y^{\mathrm{ap}}\right) \in \mathcal{B}$.
To show that $x^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right)$ and $y^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$, we fix $\varepsilon>0$ and note that, since $\phi(0)=0$ and $\phi$ is continuous, there exists $\delta_{1}>0$ such that

$$
\begin{equation*}
\phi(s) \leq \varepsilon \quad \forall s \in\left[0, \delta_{1}\right] . \tag{3.34}
\end{equation*}
$$

Let $\delta:=\delta_{1} / 2$ and let $\tau \in P\left(v^{\text {ap }}, \delta\right) \cap P\left(w^{\text {ap }}, \delta\right)$, which exists by Lemma C.1.37. Then, by combining Lemma 2.1.33 with (3.31), (3.33) and (3.34), we see that, for all $t \in \mathbb{Z}_{+}$ and all $k \in \mathbb{N}$,

$$
\begin{align*}
\left\|\binom{\left(\Lambda_{\tau_{k}} \tilde{x}\right)(t)-\left(\Lambda_{\tau_{k}} \tilde{x}\right)(t+\tau)}{\left(\Lambda_{\tau_{k}} \tilde{y}\right)(t)-\left(\Lambda_{\tau_{k}} \tilde{y}\right)(t+\tau)}\right\| & =\left\|\binom{\left(\Lambda_{t} \tilde{x}\right)\left(\tau_{k}\right)-\left(\Lambda_{t+\tau} \tilde{x}\right)\left(\tau_{k}\right)}{\left(\Lambda_{t} \tilde{y}\right)\left(\tau_{k}\right)-\left(\Lambda_{t+\tau} \tilde{y}\right)\left(\tau_{k}\right)}\right\| \\
& \leq \psi\left(\|\tilde{x}(t)-\tilde{x}(t+\tau)\|, \tau_{k}\right)+\varepsilon \tag{3.35}
\end{align*}
$$

Since $\left(\tau_{k}\right)_{k \in \mathbb{N}}$ converges to $\infty$ as $k \rightarrow \infty$ and $\tilde{x}$ is bounded, (3.35) hence yields, for all $t \in \mathbb{Z}_{+}$,

$$
\left\|\binom{x^{\mathrm{ap}}(t)-x^{\mathrm{ap}}(t+\tau)}{y^{\mathrm{ap}}(t)-y^{\mathrm{ap}}(t+\tau)}\right\| \leq \varepsilon,
$$

showing that $\tau \in P\left(x^{\text {ap }}, \varepsilon\right) \cap P\left(y^{\text {ap }}, \varepsilon\right)$. It follows that $P\left(v^{\text {ap }}, \delta\right) \cap P\left(w^{\text {ap }}, \delta\right) \subseteq P\left(x^{\text {ap }}, \varepsilon\right) \cap$ $P\left(y^{\text {ap }}, \varepsilon\right)$. Since $P\left(v^{\text {ap }}, \delta\right) \cap P\left(w^{\text {ap }}, \delta\right)$ is relatively dense in $\mathbb{Z}_{+}$(see Defintion C.1.29 and Lemma C.1.37), we see that $P\left(x^{\text {ap }}, \varepsilon\right) \cap P\left(y^{\text {ap }}, \varepsilon\right)$ is relatively dense in $\mathbb{Z}_{+}$, showing that $x^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right)$ and $y^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$.
In order to establish (3.28), let $(v, w, x, y) \in \mathcal{B}$ be such that $v-v^{\text {ap }} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{q}\right)$ and $w-$ $w^{\text {ap }} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$. Obviously, $v$ and $w$ are bounded, and so, as in the beginning of this proof, an application of Theorem 3.1.5 yields that $x$ and $y$ are bounded. Subsequently, let $\tilde{R}>0$ be such that

$$
\|x\|_{\ell^{\infty}}+\left\|\binom{v}{w}\right\|_{\ell \infty},\left\|x^{\mathrm{ap}}\right\|_{\ell^{\infty}}+\left\|\binom{v^{\mathrm{ap}}}{w^{\mathrm{ap}}}\right\|_{\ell \infty} \leq \tilde{R}
$$

Another application of Theorem 3.1.5 guarantees the existence of $\tilde{\psi} \in \mathcal{K} \mathcal{L}$ and $\tilde{\phi} \in \mathcal{K}$ (dependent upon $\tilde{R})$ such that (3.33) holds for all $\left(v_{i}, w_{i}, x_{i}, y_{i}\right) \in \mathcal{B}$ with $\left\|x_{i}(0)\right\|+$ $\left\|\left(v_{i} w_{i}\right)^{T}\right\|_{\ell \infty} \leq \tilde{R}, i=1,2$, but with $\psi$ and $\phi$ replaced by $\tilde{\psi}$ and $\tilde{\phi}$, respectively. In particular, by setting $\tilde{v}:=v-v^{\text {ap }}$ and $\tilde{w}:=w-w^{\text {ap }}$ and using Lemma 2.1.33, we see that, for all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
& \left\|\binom{x(t)-x^{\mathrm{ap}}(t)}{y(t)-y^{\mathrm{ap}}(t)}\right\|=\left\|\binom{\left(\Lambda_{\lfloor t / 2\rfloor} x\right)(\lceil t / 2\rceil)-\left(\Lambda_{\lfloor t / 2\rfloor} x^{\mathrm{ap}}\right)(\lceil t / 2\rceil)}{\left(\Lambda_{\lfloor t / 2\rfloor} y\right)(\lceil t / 2\rceil)-\left(\Lambda_{\lfloor t / 2\rfloor} y^{\mathrm{ap}}\right)(\lceil t / 2\rceil)}\right\| \\
& \leq \tilde{\psi}\left(\left\|x(\lfloor t / 2\rfloor)-x^{\mathrm{ap}}(\lfloor t / 2\rfloor)\right\|,\lceil t / 2\rceil\right)+\tilde{\phi}\left(\sup _{s \in[t / 2\rceil}\left\|\binom{\left(\Lambda_{\lfloor t / 22} \tilde{\sim}\right)(s)}{\left(\Lambda_{\lfloor t / 2\rfloor} \tilde{w}\right)(s)}\right\|\right) .
\end{aligned}
$$

By applying (3.33) (again with $\psi$ and $\phi$ replaced by $\tilde{\psi}$ and $\tilde{\phi}$, respectively) to the term $\left\|x(\lfloor t / 2\rfloor)-x^{\text {ap }}(\lfloor t / 2\rfloor)\right\|$ in the above inequality, we deduce that, for all $t \in \mathbb{N}$,

$$
\begin{aligned}
\left\|\binom{x(t)-x^{\text {ap }}(t)}{y(t)-y^{\mathrm{ap}}(t)}\right\| & \leq \tilde{\psi}\left(\tilde{\psi}\left(\left\|x(0)-x^{\text {ap }}(0)\right\|,\lfloor t / 2\rfloor\right)+\tilde{\phi}\left(\sup _{s \in \underline{\lfloor t / 2\rfloor}}\left\|\binom{\tilde{v}(s)}{\tilde{w}(s)}\right\|\right),\lceil t / 2\rceil\right) \\
& +\tilde{\phi}\left(\sup _{s \in \underline{[t / 2\rceil}}\left\|\binom{\left(\Lambda_{\lfloor t / 2} \tilde{\jmath}\right)(s)}{\left(\Lambda_{\lfloor t / 2\rfloor} \tilde{w}\right)(s)}\right\|\right) .
\end{aligned}
$$

Finally, the right hand side of the above inequality converges to 0 as $t \rightarrow \infty$, showing that (3.28) holds. It is easily seen, by a combination of (3.28) with Lemma C.1.39, that $\left(x^{\text {ap }}, y^{\text {ap }}\right)$ is the unique almost periodic pair such that $\left(v^{\text {ap }}, w^{\text {ap }}, x^{\text {ap }}, y^{\text {ap }}\right) \in \mathcal{B}$, completing the proof of statement (i).
We proceed to prove statement (ii). To this end, first note that the almost periodic extensions $x_{\mathrm{e}}^{\mathrm{ap}}$ and $y_{\mathrm{e}}^{\mathrm{ap}}$ of $x^{\text {ap }}$ and $y^{\text {ap }}$ to $\mathbb{Z}$, respectively, are bounded. We shall now show that $\left(x_{\mathrm{e}}^{\mathrm{ap}}, y_{\mathrm{e}}^{\mathrm{ap}}\right)$ satisfies (3.29). To this end, note that since $\Lambda_{1} x_{\mathrm{e}}^{\mathrm{ap}}$ is the almost periodic extension of $\Lambda_{1} x^{\text {ap }}$, we hence see that $\Lambda_{1} x_{\mathrm{e}}^{\text {ap }}$ is also the almost periodic extension of $A x^{\text {ap }}+B f\left(y^{\text {ap }}+w^{\text {ap }}\right)+B_{\mathrm{e}} v^{\text {ap }}$. Moreover, since $y_{\mathrm{e}}^{\mathrm{ap}}+w_{\mathrm{e}}^{\text {ap }}$ is almost periodic (see Corollary C.1.34) and (3.13) holds with $Z=\mathbb{R}^{p}$, it follows that $f\left(y_{\mathrm{e}}^{\mathrm{ap}}+w_{\mathrm{e}}^{\mathrm{ap}}\right)$ is almost periodic. Consequently, $A x_{\mathrm{e}}^{\mathrm{ap}}+B f\left(y_{\mathrm{e}}^{\mathrm{ap}}+w_{\mathrm{e}}^{\mathrm{ap}}\right)+B_{\mathrm{e}} v_{\mathrm{e}}^{\mathrm{ap}}$ is also an almost periodic extension of $A x^{\mathrm{ap}}+B f\left(y^{\mathrm{ap}}+w^{\mathrm{ap}}\right)+B_{\mathrm{e}} v^{\mathrm{ap}}$. Hence, by the uniqueness of almost periodic extensions (see Theorem 3.1.12),

$$
\Lambda_{1} x_{\mathrm{e}}^{\mathrm{ap}}=A x_{\mathrm{e}}^{\mathrm{ap}}+B f\left(y_{\mathrm{e}}^{\mathrm{ap}}+w_{\mathrm{e}}^{\mathrm{ap}}\right)+B_{\mathrm{e}} v_{\mathrm{e}}^{\mathrm{ap}} .
$$

In a similar manner, one can easily show that

$$
y_{\mathrm{e}}^{\mathrm{ap}}=C x_{\mathrm{e}}^{\mathrm{ap}}+D f\left(y_{\mathrm{e}}^{\mathrm{ap}}+w_{\mathrm{e}}^{\mathrm{ap}}\right)+D_{\mathrm{e}} v_{\mathrm{e}}^{\mathrm{ap}} .
$$

Therefore, $\left(x_{\mathrm{e}}^{\mathrm{ap}}, y_{\mathrm{e}}^{\mathrm{ap}}\right)$ satisfies (3.29).
To show that $\left(x_{\mathrm{e}}^{\mathrm{ap}}, y_{\mathrm{e}}^{\mathrm{ap}}\right)$ is the unique bounded pair that satisfies (3.29) on $\mathbb{Z}$, let $(\hat{x}, \hat{y}) \in$ $\left(\mathbb{R}^{n}\right)^{\mathbb{Z}} \times\left(\mathbb{R}^{p}\right)^{\mathbb{Z}}$ be another bounded pair satisfying (3.29). Let $\hat{R}>0$ be such that

$$
\left\|x_{\mathrm{e}}^{\mathrm{ap}}\right\|_{\ell_{\infty}}+\|\hat{x}\|_{\ell^{\infty}}+\left\|\binom{v_{\mathrm{e}}^{\mathrm{ap}}}{w_{\mathrm{e}}^{\mathrm{ap}}}\right\|_{\ell \infty} \leq \hat{R},
$$

and apply Theorem 3.1.5 to obtain the existence of $\psi_{\mathrm{e}} \in \mathcal{K} \mathcal{L}$ and $\phi_{\mathrm{e}} \in \mathcal{K}$ (dependent upon $\hat{R}$ ) such that (3.33) holds for all $\left(v_{i}, w_{i}, x_{i}, y_{i}\right) \in \mathcal{B}$ with $\left\|x_{i}(0)\right\|+\left\|\left(v_{i} w_{i}\right)^{T}\right\|_{\ell \infty} \leq \hat{R}$,
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$i=1,2$, but with $\psi$ and $\phi$ replaced by $\psi_{\mathrm{e}}$ and $\phi_{\mathrm{e}}$, respectively. Let $\varepsilon>0$ and $t \in \mathbb{Z}$ and choose $\tau \in \mathbb{Z}$ such that $\tau \leq t$ and

$$
\psi_{\mathrm{e}}(2 \hat{R}, t-\tau) \leq \varepsilon .
$$

Since the restrictions of $\left(\Lambda_{\tau} v_{\mathrm{e}}^{\mathrm{ap}}, \Lambda_{\tau} w_{\mathrm{e}}^{\mathrm{ap}}, \Lambda_{\tau} x_{\mathrm{e}}^{\mathrm{ap}}, \Lambda_{\tau} y_{\mathrm{e}}^{\mathrm{ap}}\right)$ and $\left(\Lambda_{\tau} v_{\mathrm{e}}^{\mathrm{ap}}, \Lambda_{\tau} w_{\mathrm{e}}^{\mathrm{ap}}, \Lambda_{\tau} \hat{x}, \Lambda_{\tau} \hat{y}\right)$ to $\mathbb{Z}_{+}$are in $\mathcal{B}$ and satisfy $\left\|\left(\Lambda_{\tau} x_{\mathrm{e}}^{\mathrm{ap}}\right)(0)\right\|+\left\|\left(\Lambda_{\tau} \hat{x}\right)(0)\right\|+\left\|\left(\Lambda_{\tau} v_{\mathrm{e}}^{\mathrm{ap}} \Lambda_{\tau} w_{\mathrm{e}}^{\mathrm{ap}}\right)^{T}\right\|_{\ell \infty} \leq \hat{R}$, it follows from (3.33) (with $\psi$ and $\phi$ replaced by $\psi_{\mathrm{e}}$ and $\phi_{\mathrm{e}}$, respectively) that

$$
\left.\begin{array}{rl}
\|\binom{ x_{\mathrm{e}}^{\mathrm{ap}}(t)-\hat{x}(t)}{y_{\mathrm{e}}^{\mathrm{ap}}(t)-\hat{y}(t)} & =\|\binom{\left(\Lambda_{\tau} \mathrm{x}_{\mathrm{e}}^{\mathrm{ap}}\right)(t-\tau)+\left(\Lambda_{\tau} \hat{x}\right)(t-\tau)}{\left(\Lambda_{\tau} \mathrm{a}_{\mathrm{e}}\right.}(t-\tau)+\left(\Lambda_{\tau} \hat{y}\right)(t-\tau)
\end{array}\right) \| .
$$

Since $\varepsilon$ was arbitrary, we see that $x_{\mathrm{e}}^{\mathrm{ap}}(t)=\hat{x}(t)$ and $y_{\mathrm{e}}^{\mathrm{ap}}(t)=\hat{y}(t)$ and, since $t$ was also arbitrary, it follows that $x_{\mathrm{e}}^{\mathrm{ap}}=\hat{x}$ and $y_{\mathrm{e}}^{\mathrm{ap}}=\hat{y}$, completing the proof.

Remark 3.1.15. Assume the hypotheses of Theorem 3.1 .5 hold with $Z=\mathbb{R}^{p}$ and, for simplicity, that $D=0$. Consider the (non-autonomous) system

$$
\begin{equation*}
z(t+1)=g(t, z(t)) \tag{3.36}
\end{equation*}
$$

where

$$
g(t, \xi):=A \xi+B f\left(C \xi+D_{\mathrm{e}} v^{\mathrm{ap}}(t)+w^{\mathrm{ap}}(t)\right)+B_{\mathrm{e}} v^{\mathrm{ap}}(t) \quad \forall(t, \xi) \in \mathbb{Z} \times \mathbb{R}^{n}
$$

$v^{\text {ap }} \in A P\left(\mathbb{Z}, \mathbb{R}^{q}\right)$ and $w^{\text {ap }} \in A P\left(\mathbb{Z}, \mathbb{R}^{p}\right)$. For $\left(t_{0}, x^{0}\right) \in \mathbb{Z} \times \mathbb{R}^{n}$, we denote the solution to (3.36) with initial state $x^{0}$ at time $t_{0}$ by $x\left(\cdot ; t_{0}, x^{0}\right)$, which is defined on $\overline{t_{0}}$. Corollary 3.1.13 yields the existence of a unique bounded solution $x_{\mathrm{b}} \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}}$ of (3.36). If we now apply Theorem 3.1.5 and use methods similar to those employed in the proof of statement (ii) of Corollary 3.1.13, we obtain that for all $R>0$, there exists $\psi \in \mathcal{K} \mathcal{L}$ such that, for all $\left(t_{0}, x^{0}\right) \in \mathbb{Z} \times \mathbb{R}^{n}$ with $\left\|x^{0}\right\| \leq R$,

$$
\left\|x\left(t ; t_{0}, x^{0}\right)-x_{\mathrm{b}}(t)\right\| \leq \psi\left(\left\|x^{0}-x_{\mathrm{b}}\left(t_{0}\right)\right\|, t-t_{0}\right) \quad \forall t \in \mathbb{Z}, t \geq t_{0}
$$

This shows that (3.36) satisfies a semi-global version of the definition of a uniformly convergent system given in [99].

Example 3.1.16. The systems given in Example 3.1.8 and Example 3.1.9 were both shown to satisfy the assumptions of Theorem 3.1.5. Therefore, Corollary 3.1.13 yields that asymptotically almost periodic inputs generate asymptotically almost periodic state trajectories, in both systems.

We conclude this section with the following two corollaries. Before doing so, we recall from Lemma C.1.39 that every $v \in A A P\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right)$ has a unique decomposition $v=$ $v^{\text {ap }}+v^{0}$, where $v^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right)$ and $v^{0} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right)$. In the sequel, we shall call $v^{\text {ap }}$ the "almost periodic part of $v$ ".

Corollary 3.1.17. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}, K \in \mathbb{R}^{m \times p}$ and $r>0$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$, (A) holds, $\left\|D^{K}\right\|<1 / r, f$ satisfies (3.13) with $Z=\mathbb{R}^{p}$, and there exists $\eta \in \mathbb{R}^{p}$ such that (3.14) holds. Then, for all $R>0$, there exists $\phi \in \mathcal{K}$ such that, for all $\left(v_{i}, w_{i}, x_{i}, y_{i}\right) \in \mathcal{B}$ with $v_{i} \in A A P\left(\mathbb{Z}_{+}, \mathbb{R}^{q}\right)$, $w_{i} \in A A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$ and $\left\|x_{i}(0)\right\|+\left\|\left(v_{i} w_{i}\right)^{T}\right\|_{\ell \infty} \leq R, i=1,2$

$$
\left\|\binom{x_{1}^{\mathrm{ap}}-x_{2}^{\mathrm{ap}}}{y_{1}^{\mathrm{ap}}-y_{2}^{\mathrm{ap}}}\right\|_{\ell \infty} \leq \phi\left(\left\|\binom{v_{1}^{\mathrm{ap}}-v_{2}^{\mathrm{ap}}}{w_{1}^{\mathrm{ap}}-w_{2}^{\mathrm{ap}}}\right\|_{\ell \infty}\right)
$$

where $v_{i}^{\mathrm{ap}}, w_{i}^{\mathrm{ap}}, x_{i}^{\mathrm{ap}}$ and $y_{i}^{\mathrm{ap}}$ are the almost periodic parts of $v_{i}, w_{i}, x_{i}$ and $y_{i}$, respectively, $i=1,2$.

Remark 3.1.18. The hypotheses of Corollary 3.1.17 imply that those of Corollary 3.1.13 hold, since, as mentioned in Remark 3.1.14, the assumption $\left\|D^{K}\right\|<1 / r$ along with the fact that (3.13) holds with $Z=\mathbb{R}^{p}$, guarantees that for every $x^{0} \in \mathbb{R}^{n}$, $v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}, w \in\left(\mathbb{R}^{p}\right)^{\mathbb{Z}_{+}}$, there is a unique solution to the IVP given by (2.18).

Proof of Corollary 3.1.17. Fix $R>0$ and let $v^{*} \in \mathbb{R}^{q}$ and $w^{*} \in \mathbb{R}^{p}$. Applications of Propositions 2.3 .6 and 2.3 .8 give the existence of $x^{*} \in \mathbb{R}^{n}$ and $y^{*} \in \mathbb{R}^{p}$ such that $\left(v^{*}, w^{*}, x^{*}, y^{*}\right)$ is an equilibrium quadruple. Let $R_{1}:=\max \left\{R,\left\|\left(x^{*} y^{*}\right)^{T}\right\|+\right.$ $\left.\left\|\left(v^{*} w^{*}\right)^{T}\right\|\right\}>0$. We now apply Theorem 3.1.5 to obtain the existence of $\psi_{1} \in \mathcal{K} \mathcal{L}$ and $\phi_{1} \in \mathcal{K}$ (dependent upon $R_{1}$ ) such that (3.33) holds for all $\left(v_{i}, w_{i}, x_{i}, y_{i}\right) \in \mathcal{B}$ with $\left\|x_{i}(0)\right\|+\left\|\left(v_{i} w_{i}\right)^{T}\right\|_{\ell \infty} \leq R_{1}, i=1,2$, with $\psi$ and $\phi$ replaced by $\psi_{1}$ and $\phi_{1}$, respectively. For $(v, w, x, y) \in \mathcal{B}$ with $\|x(0)\|+\left\|(v w)^{T}\right\|_{\ell \infty} \leq R$, if we use the above with $\left(v_{1}, w_{1}, x_{1}, y_{1}\right)=(v, w, x, y)$ and $\left(v_{2}, w_{2}, x_{2}, y_{2}\right)=\left(v^{*}, w^{*}, x^{*}, y^{*}\right)$, we then see that

$$
\left\|\binom{x(t)}{y(t)}\right\| \leq \psi_{1}\left(R+R_{1}, 0\right)+\phi_{1}\left(R+R_{1}\right)+R_{1}=: R_{2} \quad \forall t \in \mathbb{Z}_{+}
$$

Hence, by setting $R_{3}:=R_{2}+R>0$, we have that $\|x\|_{\ell \infty}+\left\|(v w)^{T}\right\|_{\ell_{\infty}} \leq R_{3}$ for all $(v, w, x, y) \in \mathcal{B}$ with $\|x(0)\|+\left\|(v w)^{T}\right\|_{\ell^{\infty}} \leq R$.
With this in mind, we once again apply Theorem 3.1.5 to obtain the existence of $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ (dependent on $R_{3}$ ) such that, for all $\left(v_{i}, w_{i}, x_{i}, y_{i}\right) \in \mathcal{B}$ with $\left\|x_{i}(0)\right\|+\left\|\left(v_{i} w_{i}\right)^{T}\right\|_{\ell \infty} \leq R_{3}, i=1,2$, it follows that (3.33) holds.
Let $\left(v_{i}, w_{i}, x_{i}, y_{i}\right) \in \mathcal{B}$ with $v_{i} \in A A P\left(\mathbb{Z}_{+}, \mathbb{R}^{q}\right), w_{i} \in A A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$ and $\left\|x_{i}(0)\right\|+$ $\left\|\left(v_{i} w_{i}\right)^{T}\right\|_{\ell^{\infty}} \leq R, i=1,2$. Let $v_{i}^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{q}\right), w_{i}^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right), \tilde{v}_{i} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{q}\right)$ and $\tilde{w}_{i} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$ be such that $v_{i}=v_{i}^{\mathrm{ap}}+\tilde{v}_{i}$ and $w_{i}=w_{i}^{\mathrm{ap}}+\tilde{w}_{i}, i=1,2$. From Corollary 3.1.13, we see that $x_{i}$ and $y_{i}$ are also asymptotically almost periodic for each $i=1,2$. We similarly let $x_{i}^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right), y_{i}^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right), \tilde{x}_{i} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right)$ and $\tilde{y}_{i} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$ be such that $x_{i}=x_{i}^{\text {ap }}+\tilde{x}_{i}$ and $y_{i}=y_{i}^{\text {ap }}+\tilde{y}_{i}, i=1,2$. Now, by noting that $\left\|x_{i}\right\|_{\ell \infty}+\left\|\left(v_{i} w_{i}\right)^{T}\right\| \leq R_{3}, i=1,2$, we obtain from (3.33) and Lemma 2.1.33 that, for all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\left\|\binom{x_{1}(t)-x_{2}(t)}{y_{1}(t)-y_{2}(t)}\right\|= & \left\|\binom{\left(\Lambda_{\lfloor t / 2\rfloor} x_{1}\right)(\lceil t / 2\rceil)-\left(\Lambda_{\lfloor t / 2\rfloor} x_{2}\right)(\lceil t / 2\rceil)}{\left(\Lambda_{\lfloor t / 2\rfloor} y_{1}\right)(\lceil t / 2\rceil)-\left(\Lambda_{\lfloor t / 2\rfloor} y_{2}\right)(\lceil t / 2\rceil)}\right\| \\
\leq & \psi\left(\left\|x_{1}(\lfloor t / 2\rfloor)-x_{2}(\lfloor t / 2\rfloor)\right\|,\lceil t / 2\rceil\right) \\
& +\phi\left(\sup _{s \in \underline{\lceil t / 2\rceil}}\left\|\binom{\left(\Lambda_{\lfloor t / 2\rfloor} v_{1}\right)(s)-\left(\Lambda_{\lfloor t / 2\rfloor} v_{2}\right)(s)}{\left(\Lambda_{\lfloor t / 2\rfloor} w_{1}\right)(s)-\left(\Lambda_{\lfloor t / 2\rfloor} w_{2}\right)(s)}\right\|\right) .
\end{aligned}
$$
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By recalling that $x_{1}$ and $x_{2}$ are bounded by $R_{3}$, this gives, for all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
& \left\|\binom{x_{1}(t)-x_{2}(t)}{y_{1}(t)-y_{2}(t)}\right\| \leq \psi\left(2 R_{3},\lceil t / 2\rceil\right)+\phi\left(2\left\|\binom{v_{1}^{\mathrm{ap}}-v_{2}^{\mathrm{ap}}}{w_{1}^{\mathrm{ap}}-w_{2}^{\mathrm{ap}}}\right\|_{\ell \infty}\right) \\
& +\phi\left(2 \sup _{s \in \underline{[t / 2]}}\left\|\binom{\left(\Lambda_{\lfloor t / 2]} \tilde{v}_{1}\right)(s)-\left(\Lambda_{\lfloor t / 2]} \tilde{v}_{2}\right)(s)}{\left(\Lambda_{\lfloor t / 2\rfloor} \tilde{w}_{1}\right)(s)-\left(\Lambda_{\lfloor t / 2\rfloor} \tilde{w}_{2}\right)(s)}\right\|\right), \tag{3.37}
\end{align*}
$$

where we have used Lemma 2.1.3. Fix $\varepsilon>0$ and let $T \in \mathbb{Z}_{+}$be such that, for all $t \in \bar{T}$,

$$
\begin{aligned}
\varepsilon \geq & \left\|\binom{\tilde{x}_{1}(t)-\tilde{x}_{2}(t)}{\tilde{y}_{1}(t)-\tilde{y}_{2}(t)}\right\|+\phi\left(\begin{array}{c}
2 \sup _{s \in[t / 2\rceil} \|
\end{array}\left\|\binom{\left(\Lambda_{\lfloor t / 2\rfloor} \tilde{v}_{1}\right)(s)-\left(\Lambda_{\lfloor t / 2]} \tilde{v}_{2}\right)(s)}{\left(\Lambda_{\lfloor t / 2]} \tilde{w}_{1}\right)(s)-\left(\Lambda_{\lfloor t / 2\rfloor} \tilde{w}_{2}\right)(s)}\right\|\right) \\
& +\psi\left(2 R_{3},\lceil t / 2\rceil\right) .
\end{aligned}
$$

Then, from (3.37), an application of Lemma C.1.32 gives

$$
\left\|\binom{x_{1}^{\mathrm{ap}}-x_{2}^{\mathrm{ap}}}{y_{1}^{\mathrm{ap}}-y_{2}^{\mathrm{ap}}}\right\|_{\ell \infty} \leq \varepsilon+\phi\left(2\left\|\binom{v_{1}^{\mathrm{ap}}-v_{2}^{\mathrm{ap}}}{w_{1}^{\mathrm{ap}}-w_{2}^{\mathrm{ap}}}\right\|_{\ell \infty}\right) .
$$

Since $\varepsilon$ was arbitrary, the proof is thus complete.
For the second, and final corollary, let us recall the CICSO property, which was given in Definition 2.3.13: for $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$, we say that (2.17) has the CICSO property if for every $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{p}$, there exists $x^{\infty} \in \mathbb{R}^{n}$ and $y^{\infty} \in \mathbb{R}^{p}$ such that $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$ and $\lim _{t \rightarrow \infty} y(t)=y^{\infty}$ for every $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$.

Corollary 3.1.19. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}, K \in \mathbb{R}^{m \times p}$ and $r>0$. Assume that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$, (A) holds, $f$ satisfies (3.13) with $Z=\mathbb{R}^{p}$, and there exists $\eta \in \mathbb{R}^{p}$ such that (3.14) holds. Then (2.17) exhibits the CICSO property.

Remark 3.1.20. We note that Corollary 3.1.19 is not novel, since it is a particular case of Corollary 2.3.18. However, we include a proof of the result below, since it is interesting to see the result proven via an application of Corollary 3.1.13. We have now seen the result proven in two different ways.

Proof of Corollary 3.1.19. Let $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{p}$. An application of Propositions 2.3.6 and 2.3.8 yields the existence of $x^{\infty} \in \mathbb{R}^{n}$ and $y^{\infty} \in \mathbb{R}^{p}$ such that $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an equilibrium quadruple (see Definition 2.3.1). We recall that here we are abusing notation and interpreting vectors as constant functions. With this in mind, trivially, $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right) \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{q}\right) \times A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right) \times A P\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right) \times$ $A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$. Therefore, the hypotheses of Corollary 3.1.13 are satisfied (with $v^{\text {ap }}:=v^{\infty}$ and $\left.w^{\text {ap }}:=w^{\infty}\right)$, and so we obtain that $\left(x^{\infty}, y^{\infty}\right)$ is the unique almost periodic pair such that $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right) \in \mathcal{B}$ and, for all $(v, w, x, y) \in \mathcal{B}$ such that $v-v^{\infty} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{q}\right)$ and $w-w^{\infty} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$,

$$
\lim _{t \rightarrow \infty}\left\|x^{\infty}-x^{\infty}(t)\right\|=0=\lim _{t \rightarrow \infty}\left\|y^{\infty}-y^{\infty}(t)\right\| .
$$

Since $v^{\infty}$ and $w^{\infty}$ were arbitrary, the proof is complete.

### 3.1.4 Application to the four-block problem

Here, we present analgous results of the previous sections, related to four-block forced discrete-time Lur'e systems, which are described informally by Figure 2.2. Since the four-block system is defined in Section 2.4 and a great deal of attention is attributed to its basic properties, we shall only briefly recall this system here and, if the reader seeks more information, refer them to Section 2.4. To that end, in this subsection, we let $p_{1}, p_{2} \in \mathbb{Z}_{+}$be such that

$$
p_{1}+p_{2}=p
$$

and, for $i=1,2$, define $P_{i} \in \mathbb{R}^{p_{i} \times p}$ by

$$
P_{1}:=\left(I_{p_{1}}, 0_{p_{1} \times p_{2}}\right) \quad \text { and } \quad P_{2}:=\left(0_{p_{2} \times p_{1}}, I_{p_{2}}\right),
$$

where, for $r, s \in \mathbb{Z}_{+}, I_{r}$ denotes the identity matrix in $\mathbb{R}^{r \times r}$ and $0_{r \times s} \in \mathbb{R}^{r \times s}$ is the matrix with all entries zero. In the sequel, we consider $i \in\{1,2\}$ to be a fixed quantity and shall consider (2.76), which is explicitly given by

$$
\left.\begin{array}{rl}
x^{+} & =A x+B u+B_{\mathrm{e}} v,  \tag{2.76}\\
y & =C x+D u+D_{\mathrm{e}} v, \\
u & =f\left(P_{i} y+w\right),
\end{array}\right\}
$$

where $\Sigma \in \mathbb{L}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}, w \in\left(\mathbb{R}^{p_{i}}\right)^{\mathbb{Z}_{+}}$and $f: \mathbb{R}^{p_{i}} \rightarrow \mathbb{R}^{m}$. As in Definition 2.4.4, we set $\Sigma_{i}:=\left(A, B, B_{\mathrm{e}}, P_{i} C, P_{i} D, P_{i} D_{\mathrm{e}}\right)$ and denote the behaviour of (2.76) by $\mathcal{B}_{f}^{i}(\Sigma)$, which we will reduce to $\mathcal{B}^{i}$ when the context is clear.

As discussed in Remark 2.4.5, the key to obtaining the following results is that (2.76) can be rewritten in the form of (2.17). To see this, we simply apply $P_{i}$ to the output equation, so that (2.76) becomes

$$
\left.\begin{array}{rl}
x^{+} & =A x+B f\left(P_{i} y+w\right)+B_{\mathrm{e}} v  \tag{3.38}\\
P_{i} y & =P_{i} C x+P_{i} D f\left(P_{i} y+w\right)+P_{i} D_{\mathrm{e}} v .
\end{array}\right\}
$$

For given $\Sigma \in \mathbb{L}, K_{i} \in \mathbb{R}^{m \times p_{i}}$ and $r>0$ such that $\mathbb{B}_{\mathbb{C}}\left(K_{i}, r\right) \subseteq \mathbb{S}_{\mathbb{C}}\left(P_{i} \mathbf{G}\right)$, let us recall assumption ( $\mathrm{A}_{i}$ ) (which is simply the assumption (A), but in the context of the subsystem generated by $\Sigma_{i}$ ):

$$
\left.\begin{array}{l}
\Sigma_{i} \text { is (i) controllable and observable, or (ii) stabilisable and detectable and } \\
r \min _{|z|=1}\left\|\left(P_{i} \mathbf{G}\right)^{K_{i}}(z)\right\|<1 \text {. } \tag{i}
\end{array}\right\}
$$

We now define semi-global incremental ISS and ISOS of (2.76).
Definition 3.1.21. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p_{i}} \rightarrow \mathbb{R}^{m}$.
(i) We say that (2.76) is semi-globally incrementally input-to-state stable if for any $R>0$, there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (3.11) holds for all $\left(v_{j}, w_{j}, x_{j}, y_{j}\right) \in \mathcal{B}^{i}$ with $\left\|x_{j}(0)\right\|+\left\|\left(v_{j} w_{j}\right)^{T}\right\|_{\ell \infty} \leq R, j=1,2$.
(ii) We say that (2.76) is semi-globally incrementally input-to-state/output stable if for any $R>0$, there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (3.11) and (3.12) hold for all $\left(v_{j}, w_{j}, x_{j}, y_{j}\right) \in \mathcal{B}^{i}$ with $\left\|x_{j}(0)\right\|+\left\|\left(v_{j} w_{j}\right)^{T}\right\|_{\ell \infty} \leq R, j=1,2$.
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The following theorem is an analogue of Theorem 3.1.5.
Theorem 3.1.22. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p_{i}} \rightarrow \mathbb{R}^{m}, K_{i} \in \mathbb{R}^{m \times p_{i}}, r>0$ and $Z \subseteq \mathbb{R}^{p_{i}}$ be $a$ nonempty and closed subset. Assume that $\mathbb{B}_{\mathbb{C}}\left(K_{i}, r\right) \subseteq \mathbb{S}_{\mathbb{C}}\left(P_{i} \mathbf{G}\right),\left(\mathrm{A}_{i}\right)$ holds, $f$ is continuous,

$$
\begin{equation*}
\left\|f(\xi+\zeta)-f(\zeta)-K_{i} \xi\right\|<r\|\xi\| \quad \forall \zeta \in Z, \forall \xi \in \mathbb{R}^{p_{i}} \backslash\{0\}, \tag{3.39}
\end{equation*}
$$

and there exists $\eta \in \mathbb{R}^{p_{i}}$ such that

$$
\begin{equation*}
r\|\xi\|-\left\|f(\xi+\eta)-f(\eta)-K_{i} \xi\right\| \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty \tag{3.40}
\end{equation*}
$$

Then for any $R>0$, there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (3.11) and (3.12) both hold for all $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \mathcal{B}^{i}$ satisfying $\left\|x_{1}(0)\right\|+\left\|\left(v_{1} w_{1}\right)^{T}\right\|_{\ell \infty} \leq R$ and $y_{1}(t)+w_{1}(t) \in Z$ for all $t \in \mathbb{Z}_{+}$, and all $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}^{i}$.

Proof. Let $R>0$. As previously mentioned, we apply $P_{i}$ to the output equation of (2.76) so that it becomes (3.38). We now recognise this to be of the form (2.17) with linear component $\Sigma_{i}$. We also note that the corresponding assumptions of Theorem 3.1.5 are satisfied with respect to this system. Hence, as a consequence, there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (3.11) and (3.12) both hold for all $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \mathcal{B}_{f}\left(\Sigma_{i}\right)$ satisfying $\left\|x_{1}(0)\right\|+\left\|\left(v_{1} w_{1}\right)^{T}\right\|_{\ell_{\infty}} \leq R$ and $y_{1}(t)+w_{1}(t) \in Z$ for all $t \in \mathbb{Z}_{+}$, and all $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}_{f}\left(\Sigma_{i}\right)$. Since $(v, w, x, y) \in \mathcal{B}^{i}$ implies that $\left(v, w, x, P_{i} y\right) \in \mathcal{B}_{f}\left(\Sigma_{i}\right)$, then for all $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \mathcal{B}^{i}$ satisfying $\left\|x_{1}(0)\right\|+\left\|\left(v_{1} w_{1}\right)^{T}\right\|_{\ell_{\infty}} \leq R$ and $y_{1}(t)+$ $w_{1}(t) \in Z$ for all $t \in \mathbb{Z}_{+}$, and all $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}^{i}$, it follows that (3.11) holds and

$$
\begin{equation*}
\left\|P_{i} y_{1}(t)-P_{i} y_{2}(t)\right\| \leq \psi\left(\left\|x_{1}(0)-x_{2}(0)\right\|, t\right)+\phi\left(\sup _{s \in \underline{t}}\left\|\binom{v_{1}(s)-v_{2}(s)}{w_{1}(s)-w_{2}(s)}\right\|\right) \forall t \in \mathbb{Z}_{+} . \tag{3.41}
\end{equation*}
$$

Fix $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \mathcal{B}^{i}$ satisfying $\left\|x_{1}(0)\right\|+\left\|\left(v_{1} w_{1}\right)^{T}\right\|_{\ell^{\infty}} \leq R$ and $y_{1}(t)+w_{1}(t) \in Z$ for all $t \in \mathbb{Z}_{+}$, and fix $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}^{i}$. To complete the proof, it suffices to shows that (3.12) holds. To that end, we note that, by Proposition 2.4.6, $K:=K_{i} P_{i} \in \mathbb{A}_{\mathbb{R}}(D)$, and hence, by Lemma 2.1.18,

$$
\begin{aligned}
y_{1}-y_{2}= & C^{K}\left(x_{1}-x_{2}\right)+D^{K}\left(f\left(P_{i} y_{1}+w_{1}\right)-f\left(P_{i} y_{2}+w_{2}\right)-K\left(y_{1}-y_{2}\right)\right) \\
& +(I-D K)^{-1} D_{\mathrm{e}}\left(v_{1}-v_{2}\right) .
\end{aligned}
$$

An application of (3.39) then yields that, for all $t \in \mathbb{Z}_{+}$,
$\left\|y_{1}(t)-y_{2}(t)\right\| \leq\left\|C^{K}\right\|\left\|x_{1}(t)-x_{2}(t)\right\|+r\left\|D^{K}\right\|\left\|P_{i} y_{1}(t)-P_{i} y_{2}(t)\right\|+c\left\|\binom{v_{1}(t)-v_{2}(t)}{w_{1}(t)-w_{2}(t)}\right\|$,
for some $c>0$. By combining this with (3.11) and (3.41), and by relabelling $\psi$ and $\phi$, the proof is complete.

The next result is an analogue of Corollary 3.1.13.
Corollary 3.1.23. Let $\Sigma \in \mathbb{L}, f: \mathbb{R}^{p_{i}} \rightarrow \mathbb{R}^{m}, K_{i} \in \mathbb{R}^{m \times p_{i}}, r>0, v^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{q}\right)$ and $w^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p_{i}}\right)$. Assume that $\mathbb{B}_{\mathbb{C}}\left(K_{i}, r\right) \subseteq \mathbb{S}_{\mathbb{C}}\left(P_{i} \mathbf{G}\right)$, $\left(\mathrm{A}_{i}\right)$ holds, there exists $(\tilde{x}, \tilde{y}) \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{p_{i}}\right)^{\mathbb{Z}_{+}}$such that (v $\left.v^{\text {ap }}, w^{\text {ap }}, \tilde{x}, \tilde{y}\right) \in \mathcal{B}^{i}$, $f$ satisfies (3.39) with $Z=\mathbb{R}^{p_{i}}$, and there exists $\eta \in \mathbb{R}^{p_{i}}$ such that (3.40) holds. Then the following statements hold.
(i) There exists a unique pair $\left(x^{\mathrm{ap}}, y^{\mathrm{ap}}\right) \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right) \times A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$ such that $\left(v^{\mathrm{ap}}, w^{\mathrm{ap}}, x^{\mathrm{ap}}, y^{\mathrm{ap}}\right) \in \mathcal{B}^{i}$ and, for all $(v, w, x, y) \in \mathcal{B}^{i}$ such that $v-v^{\mathrm{ap}} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{q}\right)$ and $w-w^{\mathrm{ap}} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{p_{i}}\right)$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|x(t)-x^{\mathrm{ap}}(t)\right\|=0=\lim _{t \rightarrow \infty}\left\|y(t)-y^{\mathrm{ap}}(t)\right\| \tag{3.42}
\end{equation*}
$$

Furthermore, for all $\varepsilon>0$, there exists $\delta>0$ such that $P\left(v^{\text {ap }}, \delta\right) \cap P\left(w^{\text {ap }}, \delta\right) \subseteq$ $P\left(x^{\mathrm{ap}}, \varepsilon\right) \cap P\left(y^{\mathrm{ap}}, \varepsilon\right)$. In particular, if $v^{\text {ap }}$ and $w^{\text {ap }}$ are $\tau$-periodic, then $x^{\text {ap }}$ and $y^{\text {ap }}$ are $\tau$-periodic.
(ii) The pair of almost periodic extensions $\left(x_{\mathrm{e}}^{\mathrm{ap}}, y_{\mathrm{e}}^{\mathrm{ap}}\right)$ of $\left(x^{\mathrm{ap}}, y^{\mathrm{ap}}\right)$ to $\mathbb{Z}$, is the unique bounded pair of functions that satisfy

$$
\left.\begin{array}{rl}
z_{1}(t+1) & =A z_{1}(t)+B f\left(P_{i} z_{2}(t)+w_{\mathrm{e}}^{\mathrm{ap}}(t)\right)+B_{\mathrm{e}} v_{\mathrm{e}}^{\mathrm{ap}}(t)  \tag{3.43}\\
z_{2}(t) & =C z_{1}(t)+D f\left(P_{i} z_{2}(t)+w_{\mathrm{e}}^{\mathrm{ap}}(t)\right)+D_{\mathrm{e}} v_{\mathrm{e}}^{\mathrm{ap}}(t),
\end{array}\right\} \quad \forall t \in \mathbb{Z}
$$

Proof. We begin with statement (i) and act in a similar manner as that done in the proof of Theorem 3.1.22. Indeed, we note that the assumptions of Corollary 3.1.13 hold in the context of the system given by (3.38). Therefore, there exists a unique pair $\left(x^{\text {ap }}, \tilde{y}^{\text {ap }}\right) \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{n}\right) \times A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p_{i}}\right)$ such that $\left(v^{\text {ap }}, w^{\text {ap }}, x^{\text {ap }}, \tilde{y}^{\text {ap }}\right) \in \mathcal{B}_{f}\left(\Sigma_{i}\right)$ and, for all $(v, w, x, y) \in \mathcal{B}_{f}\left(\Sigma_{i}\right)$ such that $v-v^{\text {ap }} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{q}\right)$ and $w-w^{\text {ap }} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{p_{i}}\right)$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|x(t)-x^{\mathrm{ap}}(t)\right\|=0=\lim _{t \rightarrow \infty}\left\|y(t)-\tilde{y}^{\mathrm{ap}}(t)\right\| \tag{3.44}
\end{equation*}
$$

Furthermore, for all $\varepsilon>0$, there exists $\delta>0$ such that $P\left(v^{\text {ap }}, \delta\right) \cap P\left(w^{\text {ap }}, \delta\right) \subseteq$ $P\left(x^{\text {ap }}, \varepsilon\right) \cap P\left(\tilde{y}^{\text {ap }}, \varepsilon\right)$. In particular, if $v^{\text {ap }}$ and $w^{\text {ap }}$ are $\tau$-periodic, then $x^{\text {ap }}$ and $\tilde{y}^{\text {ap }}$ are $\tau$-periodic.
We define $y^{\mathrm{ap}} \in\left(\mathbb{R}^{p}\right)^{\mathbb{Z}}$ by

$$
y^{\mathrm{ap}}:=C x^{\mathrm{ap}}+D f\left(\tilde{y}^{\mathrm{ap}}+w^{\mathrm{ap}}\right)+D_{\mathrm{e}} v^{\mathrm{ap}}
$$

and note that, as a consequence, $P_{i} y^{\text {ap }}=\tilde{y}^{\text {ap }}$ and so $\left(v^{\text {ap }}, w^{\text {ap }}, x^{\text {ap }}, y^{\text {ap }}\right) \in \mathcal{B}^{i}$. Moreover, again from the definition of $y^{\text {ap }}$, since $x^{\text {ap }}, \tilde{y}^{\text {ap }}, v^{\text {ap }}$ and $w^{\text {ap }}$ are almost periodic and $f$ satisfies (3.39) with $Z=\mathbb{R}^{p_{i}}$, it is easy to deduce that $y^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, \mathbb{R}^{p}\right)$. Let $(v, w, x, y) \in \mathcal{B}^{i}$ be such that $v-v^{\mathrm{ap}} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{q}\right)$ and $w-w^{\text {ap }} \in c_{0}\left(\mathbb{Z}_{+}, \mathbb{R}^{p_{i}}\right)$. Since $\left(v, w, x, P_{i} y\right) \in \mathcal{B}_{f}\left(\Sigma_{i}\right),(3.44)$ gives that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|x(t)-x^{\mathrm{ap}}(t)\right\|=0=\lim _{t \rightarrow \infty}\left\|P_{i} y(t)-\tilde{y}^{\mathrm{ap}}(t)\right\| \tag{3.45}
\end{equation*}
$$

In order to show that (3.42) holds, it is therefore sufficient to show that $\lim _{t \rightarrow \infty} \| y(t)-$ $y^{\mathrm{ap}}(t) \|=0$. To see this, note that

$$
y-y^{\mathrm{ap}}=C\left(x-x^{\mathrm{ap}}\right)+D\left(f\left(P_{i} y+w\right)-f\left(\tilde{y}^{\mathrm{ap}}+w^{\mathrm{ap}}\right)\right)+D_{\mathrm{e}}\left(v-v^{\mathrm{ap}}\right)
$$

and so, since $f$ satisfies (3.39) with $Z=\mathbb{R}^{p_{i}}$ and (3.45) holds, it is clear that $\lim _{t \rightarrow \infty} \| y(t)-$ $y^{\mathrm{ap}}(t) \|=0$. As for uniqueness of the pair $\left(x^{\mathrm{ap}}, y^{\mathrm{ap}}\right)$, this easily follows from a combination of (3.42) with Lemma C.1.39.
Finally, let $\varepsilon>0$ and set

$$
\tilde{\varepsilon}:=\frac{\varepsilon}{\|C\|+2(r+\|K\|)\|D\|+\left\|D_{\mathrm{e}}\right\|+1} \in(0, \varepsilon)
$$
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Then, from Corollary 3.1.13, we obtain the existence of $\delta>0$ such that $P\left(v^{\text {ap }}, \delta\right) \cap$ $P\left(w^{\text {ap }}, \delta\right) \subseteq P\left(x^{\text {ap }}, \tilde{\varepsilon}\right) \cap P\left(\tilde{y}^{\text {ap }}, \tilde{\varepsilon}\right)$. Without loss of generality, we may assume that $\delta \leq \tilde{\varepsilon}$. Let $\tau \in P\left(v^{\text {ap }}, \delta\right) \cap P\left(w^{\text {ap }}, \delta\right)$ and note that

$$
\begin{aligned}
\left\|y^{\mathrm{ap}}(t+\tau)-y^{\mathrm{ap}}(t)\right\| \leq & \|C\|\left\|x^{\mathrm{ap}}(t+\tau)-x^{\mathrm{ap}}(t)\right\| \\
& +\|D\|\left\|f\left(\tilde{y}^{\mathrm{a}}(t+\tau)+w^{\mathrm{ap}}(t+\tau)\right)-f\left(\tilde{y}^{\mathrm{ap}}(t)+w^{\mathrm{ap}}(t)\right)\right\| \\
& +\left\|D_{\mathrm{e}}\right\|\left\|v^{\mathrm{ap}}(t+\tau)-v^{\mathrm{ap}}(t)\right\| .
\end{aligned}
$$

Since $f$ satisfies (3.39) with $Z=\mathbb{R}^{p_{i}}$, this implies that

$$
\begin{aligned}
\left\|y^{\text {ap }}(t+\tau)-y^{\text {ap }}(t)\right\| \leq & \|C\| \tilde{\varepsilon}+\left\|D_{\mathrm{e}}\right\| \delta \\
& +\left(r+\left\|K_{i}\right\|\right)\|D\|\left\|\tilde{y}^{\text {ap }}(t+\tau)-\tilde{y}^{\text {ap }}(t)+w^{\text {ap }}(t+\tau)-w^{\text {ap }}(t)\right\| \\
\leq & \|C\| \tilde{\varepsilon}+\left(r+\left\|K_{i}\right\|\right)\|D\|(\tilde{\varepsilon}+\delta)+\left\|D_{\mathrm{e}}\right\| \tilde{\varepsilon} \\
\leq & \varepsilon
\end{aligned}
$$

We have therefore shown that $\tau \in P\left(x^{\mathrm{ap}}, \tilde{\varepsilon}\right) \cap P\left(y^{\mathrm{ap}}, \varepsilon\right) \subseteq P\left(x^{\mathrm{ap}}, \varepsilon\right) \cap P\left(y^{\text {ap }}, \varepsilon\right)$, which completes the proof of statement (i).
Now that statement (i) is given to be true, statement (ii) can be proven in a similar manner to that shown in the proof of Corollary 3.1.13. We thus omit this, and leave it to the reader.

Remark 3.1.24. Analogous results of Corollaries 3.1.10 and 3.1.17 can also be obtained for the four-block system given by $(2.76)$. They can be proven via similar methods to those seen in the previous proofs, and so, in the interest of brevity, we do not explicitly give these, and will instead leave them to the reader to formulate and verify.

### 3.2 Convergence properties for continuous-time Lur'e systems with Stepanov almost periodic forcing

As briefly discussed at the start of this chapter, the focus of the current section is to present an analogous result to Corollary 3.1.13, but for Stepanov almost periodic functions (see, for example, [14] or Appendix C) instead of (Bohr) almost periodic functions. Since Stepanov almost periodicity is only relevant in the continuous-time setting, we consider continuous-time forced Lur'e systems here. We comment that this section is based off the work of [41].

### 3.2.1 Preliminaries

In this initial subsection, we introduce notation, explicitly give the Lur'e system of our current focus, and present relevant theory. We make note that since a lot of this notation and theory is a continuous-time version of a particular case of that introduced in Chapter 2, we will be very brief. Moreover, we further note that the following notation and setup is unique to this section, and should not be confused with that developed in the rest of this thesis.
We begin by denoting by $\mathcal{K} \mathcal{L}^{c}$ the set of functions $\psi: \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that: for each fixed $t \in \mathbb{R}_{+}$, the function $\psi(\cdot, t) \in \mathcal{K}$; and for each fixed $s \in \mathbb{R}_{+}$, the function
$\psi(s, \cdot)$ is non-increasing and $\lim _{t \rightarrow \infty} \psi(s, t)=0$. The superscript "c" illustrates that it is the "continuous-time version" of $\mathcal{K} \mathcal{L}$ (see Definition 2.1.1), since here the second element of each function takes values in $\mathbb{R}_{+}$instead of $\mathbb{Z}_{+}$. Continuing, we define $\mathbb{L}^{\mathrm{c}}:=\mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{p \times n}$ and consider the controlled and observed linear system

$$
\begin{equation*}
\dot{x}=A x+B u+v, \quad x(0)=x^{0} \in \mathbb{R}^{n}, \quad y=C x, \tag{3.46}
\end{equation*}
$$

where $(A, B, C) \in \mathbb{L}^{\mathrm{c}}, u \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{m}\right)$ and $v \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$. As in Definition 2.1.11, we denote the transfer function of $(A, B, C) \in \mathbb{L}^{\mathrm{c}}$ by $\mathbf{G}$, that is, $\mathbf{G}(s)=C(s I-A)^{-1} B$. Moreover, for $(A, B, C) \in \mathbb{L}^{\mathrm{c}}$ and $K \in \mathbb{C}^{m \times p}$, we denote by $\mathbf{G}^{K}$ the transfer function of the system given by $\left(A^{K}, B, C\right)$, as in Definition 2.1.19. We recall that, in this case, $A^{K}=A+B K C$ (see Definition 2.1.16). For $\mathbb{F}=\mathbb{C}$ or $\mathbb{R}$, we denote the (continuoustime) set of stabilising output feedback matrices (over $\mathbb{F})$ for $(A, B, C) \in \mathbb{L}^{\mathrm{c}}$ by $\mathbb{S}_{\mathbb{F}}^{c}(\mathbf{G})$, that is,

$$
\mathbb{S}_{\mathbb{F}}^{\mathbb{C}}(\mathbf{G}):=\left\{K \in \mathbb{F}^{m \times p}: \mathbf{G}^{K} \text { is holomorphic and bounded on } \mathbb{C}_{0}\right\} .
$$

Furthermore, for $K \in \mathbb{C}^{m \times p}$ and $r>0$, we obtain from [107, Lemma 2.1] that $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}^{\mathbb{C}}(\mathbf{G})$ if, and only if, $\sup _{s \in \mathbb{C}_{0}}\left\|\mathbf{G}^{K}(s)\right\| \leq 1 / r$.
Application of the feedback law $u=f(y)$ to the linear system (3.46), where $f: \mathbb{R}^{p} \rightarrow$ $\mathbb{R}^{m}$ is a locally Lipschitz nonlinearity, leads to the closed-loop system

$$
\begin{equation*}
\dot{x}=A x+B f(C x)+v . \tag{3.47}
\end{equation*}
$$

From sources such as $[19,33,114]$ and $\left[106\right.$, Appendix D], for every $x^{0} \in \mathbb{R}^{n}$ and $v \in$ $L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$, the local Lipschitz property of $f$ guarantees a unique maximal solution of (3.47) defined on a maximal interval of existence $[0, \omega) \subseteq[0, \infty)$. It is well-known (see, for example, [114, Proposition C.3.6, p.481]) that if $\omega<\infty$, then the solution $x$ satisfies

$$
\begin{equation*}
\lim _{t \rightarrow \omega}\|x(t)\|=\infty . \tag{3.48}
\end{equation*}
$$

In subsequent results, we shall impose assumptions on (3.47) that, as a consquence, will ensure that solutions are defined globally (see Remark 3.2.6). With this in mind, and for given $(A, B, C) \in \mathbb{L}^{\text {c }}$ and locally Lipschitz $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$, we define the behaviour of (3.47) by

$$
\begin{aligned}
& \mathcal{B}_{f}^{\mathrm{c}}(A, B, C):=\left\{(v, x) \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \times W_{\mathrm{loc}}^{1,1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right):\right. \\
&\left.(v, x) \text { satisfies }(3.47) \text { a.e. on } \mathbb{R}_{+}\right\},
\end{aligned}
$$

where, again, the superscript c indicates the continuous-time setting. When the context is clear, we shall supress $\mathcal{B}_{f}^{\mathrm{c}}(A, B, C)$ to simply $\mathcal{B}^{\mathrm{c}}$. We note that $\mathcal{B}^{\mathrm{c}}$ is left-shift invariant, that is,

$$
\begin{equation*}
(v, x) \in \mathcal{B}^{\mathrm{c}} \Longrightarrow\left(\Lambda_{\tau} v, \Lambda_{\tau} x\right) \in \mathcal{B}^{\mathrm{c}} \quad \forall \tau \in \mathbb{R}_{+} \tag{3.49}
\end{equation*}
$$

Finally, we also define the "bi-lateral" behaviour of the Lur'e system (3.47) by

$$
\begin{aligned}
& \tilde{\mathcal{B}}_{f}^{\mathrm{c}}(A, B, C):=\left\{(v, x) \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}, \mathbb{R}^{n}\right) \times W_{\mathrm{loc}}^{1,1}\left(\mathbb{R}, \mathbb{R}^{n}\right):\right. \\
&(v, x) \text { satisfies }(3.47) \text { a.e. on } \mathbb{R}\},
\end{aligned}
$$
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and again, when the context is clear, we shall supress this to $\tilde{\mathcal{B}}^{c}$. Similar to $\mathcal{B}^{c}$, it is true that $\tilde{\mathcal{B}}^{\mathrm{c}}$ is shift invariant, that is,

$$
\begin{equation*}
(v, x) \in \tilde{\mathcal{B}}^{c} \Longrightarrow\left(\Lambda_{\tau} v, \Lambda_{\tau} x\right) \in \tilde{\mathcal{B}}^{c} \quad \forall \tau \in \mathbb{R} \tag{3.50}
\end{equation*}
$$

For the rest of this subsection, we consider the following continuous-time Lur'e system with time-varying nonlinearity:

$$
\begin{equation*}
\dot{x}(t)=A x(t)+B g(t, C x(t))+v(t), \quad x(0)=x^{0} \in \mathbb{R}^{n}, \tag{3.51}
\end{equation*}
$$

where $(A, B, C) \in \mathbb{L}^{\mathrm{c}}, v \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$, and $g$ belongs to the space $\mathcal{C}$ comprising all functions $h: \mathbb{R}_{+} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ such that: (i) $h(\cdot, \xi)$ is measurable for every $\xi \in \mathbb{R}^{p}$; (ii) $h(t, \cdot)$ is continuous for almost every $t \in \mathbb{R}_{+}$; (iii) for every $\xi \in \mathbb{R}^{p}$ there exists a locally integrable function $\beta: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that

$$
\|h(t, \xi)\| \leq \beta(t) \quad \text { a.e. } t \in \mathbb{R}_{+} ;
$$

and (iv) for every $\eta \in \mathbb{R}^{p}$, there exists $\rho>0$ and a locally integrable function $\alpha: \mathbb{R}_{+} \rightarrow$ $\mathbb{R}_{+}$such that

$$
\|h(t, \xi)-h(t, \zeta)\| \leq \alpha(t)\|\xi-\zeta\| \quad \forall t \in \mathbb{R}_{+}, \forall \xi, \zeta \in \mathbb{R}^{p} \text { s.t. }\|\xi-\eta\|,\|\zeta-\eta\| \leq \rho
$$

We make this assumption on $g$ so that solutions of (3.51) are guaranteed to exist (and are unique) for every initial condition $x^{0}$ and input $v$ (see, for example, [33, 114]).

Lemma 3.2.1. Let $(A, B, C) \in \mathbb{L}^{c}, K \in \mathbb{R}^{m \times p}, r>0$ and $\alpha \in \mathcal{K}_{\infty}$. Assume that $(A, B, C)$ is stabilsable and detectable and $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}(\mathbf{G})$. Then there exist $\psi, \tilde{\psi} \in$ $\mathcal{K} \mathcal{L}^{\text {c }}$ and $\phi, \tilde{\phi} \in \mathcal{K}$ such that, for all functions $g \in \mathcal{C}$ satisfying

$$
\begin{equation*}
\underset{t \in \mathbb{R}_{+}}{\operatorname{esssup}}\|g(t, \xi)-K \xi\| \leq r\|\xi\|-\alpha(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p} \tag{3.52}
\end{equation*}
$$

and for every $(v, x) \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \times W_{\text {loc }}^{1,1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ satisfying (3.51) almost everywhere on $\mathbb{R}_{+}$, it follows that

$$
\begin{equation*}
\|x(t)\| \leq \tilde{\psi}(\|x(0)\|, t)+\tilde{\phi}\left(\operatorname{ess}_{0 \leq s \leq t}\|v(s)\|\right) \quad \forall t \in \mathbb{R}_{+}, \tag{3.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\|x(t)\| \leq \psi(\|x(0)\|, t)+\phi\left(\int_{0}^{t}\|v(s)\| d s\right) \quad \forall t \in \mathbb{R}_{+} \tag{3.54}
\end{equation*}
$$

Lemma 3.2.1 extends [107, Theorem 3.2] to the time-varying case.
Proof of Lemma 3.2.1. For ease of notation in the sequel, for given $g \in \mathcal{C}, t \geq 0$ and $\xi, \zeta \in \mathbb{R}^{n}$, we define

$$
F_{g}(t, \xi, \zeta):=A \xi+B g(t, C \xi)+\zeta
$$

By identically following the steps of the proof of [107, Theorem 3.2], and by using (3.52), we are able to obtain the existence of a continuously differentiable function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$and $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4} \in \mathcal{K}_{\infty}$ (which depend only upon $A, B, C, K, r$ and $\alpha$ ) such that

$$
\begin{equation*}
\alpha_{1}(\|\xi\|) \leq V(\xi) \leq \alpha_{2}(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{n}, \tag{3.55}
\end{equation*}
$$

and, for all $g \in \mathcal{C}$ satisfying (3.52), almost every $t \geq 0$ and all $\xi, \zeta \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\left\langle(\nabla V)(\xi), F_{g}(t, \xi, \zeta)\right\rangle \leq-\alpha_{3}(\|\xi\|)+\alpha_{4}(\|\zeta\|) . \tag{3.56}
\end{equation*}
$$

The existence of such functions guarantees the existence of functions $\tilde{\psi} \in \mathcal{K} \mathcal{L}^{c}$ and $\tilde{\phi} \in \mathcal{K}$ such that (3.53) holds for all $(v, x) \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \times W_{\text {loc }}^{1,1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ satisfying (3.51) almost everywhere on $\mathbb{R}_{+}$. Indeed, this can be shown by mirroring the proof of [77, Theorem 5.41]. Moreover, again from the proof of [77, Theorem 5.41], it is clear that $\tilde{\psi}$ and $\tilde{\phi}$ depend only upon $V, \alpha_{1}, \alpha_{2}, \alpha_{3}$ and $\alpha_{4}$, which in turn only depend upon $A, B, C, K, r$ and $\alpha$. We now proceed to show that (3.54) holds for all $g \in \mathcal{C}$ satisfying (3.52) and all $(v, x) \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \times W_{\text {loc }}^{1,1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ satisfying (3.51) almost everywhere on $\mathbb{R}_{+}$. To this end, we note that as a consequence of (3.56), we have that, for all $g \in \mathcal{C}$ satisfying (3.52), almost every $t \geq 0$ and all $\xi \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\left\langle(\nabla V)(\xi), F_{g}(t, \xi, 0)\right\rangle \leq-\alpha_{3}(\|\xi\|) . \tag{3.57}
\end{equation*}
$$

We now follow an argument given in the proof of [6, Lemma IV.10]. Thus, we obtain from (3.57) that, for all $g \in \mathcal{C}$ satisfying (3.52), almost every $t \geq 0$ and all $\xi, \zeta \in \mathbb{R}^{n}$,

$$
\begin{align*}
\left\langle(\nabla V)(\xi), F_{g}(t, \xi, \zeta)\right\rangle & =\left\langle(\nabla V)(\xi), F_{g}(t, \xi, 0)\right\rangle+\left\langle(\nabla V)(\xi), F_{g}(t, 0, \zeta)\right\rangle \\
& \leq-\alpha_{3}(\|\xi\|)+\|(\nabla V)(\xi)\|\|\zeta\| . \tag{3.58}
\end{align*}
$$

Since $\nabla V$ is continuous, we see that $\kappa \in \mathcal{K}$, where

$$
\kappa(s):=s+\max _{\|\xi\| \leq s}\|(\nabla V)(\xi)\| \quad \forall s \geq 0 .
$$

Therefore, (3.58) yields that, for all $g \in \mathcal{C}$ satisfying (3.52), almost every $t \geq 0$ and all $\xi, \zeta \in \mathbb{R}^{n}$,

$$
\left\langle(\nabla V)(\xi), F_{g}(t, \xi, \zeta)\right\rangle \leq-\alpha_{3}(\|\xi\|)+\kappa(\|\xi\|)\|\zeta\| .
$$

By acting identically to the proof of [6, Proposition II.5], we obtain a positive definite (not necessarily proper, i.e. not necessarily radially unbounded), continuously differentiable function $W: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$and a positive definite function $\rho: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$(both dependent only upon $A, B, C, K, r$ and $\alpha$ ) such that, for all $g \in \mathcal{C}$ satisfying (3.52), almost every $t \geq 0$ and all $\xi, \zeta \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\left\langle(\nabla W)(\xi), F_{g}(t, \xi, \zeta)\right\rangle \leq-\rho(\|\xi\|)+\|\zeta\| . \tag{3.59}
\end{equation*}
$$

We now claim the existence of a positive definite, proper function $U: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$and a positive constant $c$ such that, for all $g \in \mathcal{C}$ satisfying (3.52), almost every $t \geq 0$ and all $\xi, \zeta \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\left\langle(\nabla U)(\xi), F_{g}(t, \xi, \zeta)\right\rangle \leq c\|\zeta\| . \tag{3.60}
\end{equation*}
$$

However, we shall not explicitly provide a proof of this here, since identical methods (ensuring to use the assumption (3.52) that is uniform in time) to that shown in steps 1 and 2 of the proof of [45, Theorem 3.1] will lead to the desired outcome. Finally, by combining (3.59) and (3.60), we see that, for all $g \in \mathcal{C}$ satisfying (3.52), almost every $t \geq 0$ and all $\xi, \zeta \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\left\langle(\nabla(U+W))(\xi), F_{g}(t, \xi, \zeta)\right\rangle \leq-\rho(\|\xi\|)+(c+1)\|\zeta\| . \tag{3.61}
\end{equation*}
$$
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From [6, Proof of $2 \Longrightarrow 1$ in Theorem 1, p. 1088], we see that this is sufficient for the existence of $\psi \in \mathcal{K} \mathcal{L}^{\mathrm{c}}$ and $\phi \in \mathcal{K}$ such that (3.54) holds for all $(v, x) \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \times$ $W_{\text {loc }}^{1,1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ satisfying (3.51) almost everywhere on $\mathbb{R}_{+}$. We also note, by inspection of the previous cited proof, that the functions $\psi \in \mathcal{K} \mathcal{L}^{c}$ and $\phi \in \mathcal{K}$ only depend upon $U, W, \rho$ and $c$. Since $U, W, \rho$ and $c$ each only depend upon $A, B, C, K, r$ and $\alpha$, the proof is complete.

### 3.2.2 Incremental stability properties

In Section 3.1, we developed a semi-global incremental ISS result that allowed us to obtain convergence properties for forced discrete-time Lur'e systems with (Bohr) almost periodic inputs - see Theorem 3.1.5 and Corollary 3.1.13, respectively. As already mentioned, the focus of the present section is to provide an analogue of Corollary 3.1.13 but which concerns Stepanov almost periodic functions. To do so, we act similarly to the previous section and first develop a semi-global incremental stability result. To that end, we begin with the following definition.

Definition 3.2.2. Let $(A, B, C) \in \mathbb{L}^{c}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ be locally Lipschitz.
(i) We say that (3.47) is semi-globally incrementally integral input-to-state stable (iISS) (with linear iISS gain) if for any $R>0$, there exist $\psi \in \mathcal{K} \mathcal{L}^{\mathrm{c}}$ and $\phi \in \mathcal{K}$ such that, for all $\left(v_{i}, x_{i}\right) \in \mathcal{B}^{c}$ with $\left\|x_{i}(0)\right\|+\left\|v_{i}\right\|_{L^{\infty}} \leq R, i=1,2$,

$$
\left\|x_{1}(t)-x_{2}(t)\right\| \leq \psi\left(\left\|x_{1}(0)-x_{2}(0)\right\|, t\right)+\phi\left(\int_{0}^{t}\left\|v_{1}(s)-v_{2}(s)\right\| d s\right) \quad \forall t \geq 0
$$

(ii) We say that (3.47) is semi-globally incrementally input-to-state stable (ISS) if for any $R>0$, there exist $\psi \in \mathcal{K} \mathcal{L}^{\text {c }}$ and $\phi \in \mathcal{K}$ such that, for all $\left(v_{i}, x_{i}\right) \in \mathcal{B}^{\text {c }}$ with $\left\|x_{i}(0)\right\|+\left\|v_{i}\right\|_{L^{\infty}} \leq R, i=1,2$,

$$
\left\|x_{1}(t)-x_{2}(t)\right\| \leq \psi\left(\left\|x_{1}(0)-x_{2}(0)\right\|, t\right)+\phi\left(\underset{0 \leq s \leq t}{\operatorname{ess} \sup }\left\|v_{1}(s)-v_{2}(s)\right\| d s\right) \quad \forall t \geq 0
$$

Remark 3.2.3. Integral ISS was first introduced in [111], and is a weaker notion than ISS, with the latter implying the former. For more details we refer the reader to literature such as $[6,45,60,113]$.

The following is the aforementioned incremental stability result concerning (3.47).
Proposition 3.2.4. Let $(A, B, C) \in \mathbb{L}^{\mathrm{c}}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ be locally Lipschitz, $K \in \mathbb{R}^{m \times p}$ and $r>0$. Assume that $(A, B, C)$ is stabilisable and detectable, $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}^{c}(\mathbf{G})$, (3.13) holds with $Z=\operatorname{im} C$, and there exists $\eta_{\sim} \in \mathbb{R}^{p}$ such that (3.14) holds. Then, for every $R>0$, there exist $\psi, \tilde{\psi} \in \mathcal{K} \mathcal{L}^{c}$ and $\phi, \tilde{\phi} \in \mathcal{K}$ such that, for all $\left(v_{1}, x_{1}\right) \in \mathcal{B}^{\text {c }}$ satisfying $\left\|x_{1}(0)\right\|+\left\|v_{1}\right\|_{L^{\infty}} \leq R$, all $\left(v_{2}, x_{2}\right) \in \mathcal{B}^{c}$, and all $t \geq t_{0} \geq 0$,

$$
\begin{equation*}
\left\|x_{1}(t)-x_{2}(t)\right\| \leq \tilde{\psi}\left(\left\|x_{1}\left(t_{0}\right)-x_{2}\left(t_{0}\right)\right\|, t-t_{0}\right)+\tilde{\phi}\left(\underset{t_{0} \leq s \leq t}{\operatorname{ess} \sup }\left\|v_{1}(s)-v_{2}(s)\right\|\right) \tag{3.62}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|x_{1}(t)-x_{2}(t)\right\| \leq \psi\left(\left\|x_{1}\left(t_{0}\right)-x_{2}\left(t_{0}\right)\right\|, t-t_{0}\right)+\phi\left(\int_{t_{0}}^{t}\left\|v_{1}(s)-v_{2}(s)\right\| d s\right) \tag{3.63}
\end{equation*}
$$

Before proving Proposition 3.2.4, we first state the following immediate corollary.
Corollary 3.2.5. Let $(A, B, C) \in \mathbb{L}^{\mathrm{c}}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ be locally Lipschitz, $K \in \mathbb{R}^{m \times p}$ and $r>0$. Assume that $(A, B, C)$ is stabilisable and detectable, $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}^{\mathbb{C}}(\mathbf{G})$, (3.13) holds with $Z=\operatorname{im} C$ and that there exists $\eta \in \mathbb{R}^{p}$ such that (3.14) holds. Then (3.47) is semi-globally incrementally iISS and ISS.

Proof of Proposition 3.2.4. We begin by defining $\tilde{f}: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ by $\tilde{f}(\xi):=f(\xi)-f(0)$ for all $\xi \in \mathbb{R}^{p}$. In a similar fashion to that done in the proof of Theorem 3.1.5, one may see that, as a consquence of $(3.13)$ and (3.14), there exists $\alpha_{0} \in \mathcal{K}_{\infty}$ such that

$$
\begin{equation*}
\|\tilde{f}(\xi)-K \xi\| \leq r\|\xi\|-\alpha_{0}(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{p} \tag{3.64}
\end{equation*}
$$

Subsequently, [107, Theorem 3.2] guarantees that the Lur'e system with linear component $(A, B, C)$ and nonlinearity $\tilde{f}$ is ISS (in the continuous-time sense - see [107, Equation (3.2)]). Noting that if $(v, x) \in \mathcal{B}_{f}^{\mathrm{c}}$, then $(v+B f(0), x) \in \mathcal{B}_{\tilde{f}}^{\mathrm{c}}$, it follows that for given $R>0$, there exists $\rho>0$, such that $\|C x\|_{L^{\infty}} \leq \rho$ for all $(v, x) \in \mathcal{B}^{c}$ satisfying $\|v\|_{L^{\infty}}+\|x(0)\| \leq R$. We now fix $R>0$ and let $\rho$ be such a previously described positive constant. Define

$$
W:=\left\{\xi \in \mathbb{R}^{p}:\|\xi\| \leq \rho\right\} \cap \operatorname{im} C \subseteq \mathbb{R}^{p}
$$

Since $W$ is compact, we may deduce that (3.20) and (3.21) hold by proceeding identically to that done in the proof of Theorem 3.1.5 (with $z^{*}=0$ ). Moreover, by Lemma 3.1.1, the function $\xi \mapsto \sup _{\zeta \in W}\|f(\xi+\zeta)-f(\zeta)-K \xi\|$ is continuous which, in conjunction with (3.20) and (3.21) and an application of statement (ii) of Lemma 2.3.9, implies the existence of $\alpha \in \mathcal{K}_{\infty}$ such that (3.22) holds. Now, with this $\mathcal{K}_{\infty}$ function $\alpha$, we apply Lemma 3.2 .1 in order to deduce the existence of $\psi, \tilde{\psi} \in \mathcal{K} \mathcal{L}^{\mathrm{c}}$ and $\phi, \tilde{\phi} \in \mathcal{K}$ such that, for all functions $g \in \mathcal{C}$ satisfying (3.52) and for every $(v, x) \in$ $L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \times W_{\text {loc }}^{1,1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ satisfying (3.51) almost everywhere on $\mathbb{R}_{+}$, it follows that (3.53) and (3.54) both hold.

We now let $\left(v_{1}, x_{1}\right),\left(v_{2}, x_{2}\right) \in \mathcal{B}^{\text {c }}$ be such that $\left\|v_{1}\right\|_{L^{\infty}}+\left\|x_{1}(0)\right\| \leq R$, and let $t_{0} \geq 0$. Note that from the first part of this proof, $\left\|C x_{1}\right\|_{L^{\infty}} \leq \rho$. Define $g: \mathbb{R}_{+} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ by

$$
g(t, \xi):=f\left(\xi+C\left(\Lambda_{t_{0}} x_{1}\right)(t)\right)-f\left(C\left(\Lambda_{t_{0}} x_{1}\right)(t)\right) \quad \forall(t, \xi) \in \mathbb{R}_{+} \times \mathbb{R}^{p}
$$

By recalling (3.22) and the fact that $\left\|C\left(\Lambda_{t_{0}} x_{1}\right)\right\|_{L^{\infty}} \leq \rho$, we see that (3.52) holds. Furthermore, it is easy to check that $g \in \mathcal{C}$ and, by using (3.49), that $\left(\Lambda_{t_{0}} v_{2}-\Lambda_{t_{0}} v_{1}, \Lambda_{t_{0}} x_{2}-\right.$ $\Lambda_{t_{0}} x_{1}$ ) satisfies (3.51) almost everywhere on $\mathbb{R}_{+}$. Hence, from Lemma 3.2.1, we obtain that, for all $t \in \mathbb{R}_{+}$,

$$
\left\|x_{1}\left(t+t_{0}\right)-x_{2}\left(t+t_{0}\right)\right\| \leq \tilde{\psi}\left(\left\|x_{1}\left(t_{0}\right)-x_{2}\left(t_{0}\right)\right\|, t\right)+\tilde{\phi}\left(\operatorname{ess} \sup _{t_{0} \leq s \leq t+t_{0}}\left\|v_{1}(s)-v_{2}(s)\right\|\right)
$$

and

$$
\left\|x_{1}\left(t+t_{0}\right)-x_{2}\left(t+t_{0}\right)\right\| \leq \psi\left(\left\|x_{1}\left(t_{0}\right)-x_{2}\left(t_{0}\right)\right\|, t\right)+\phi\left(\int_{t_{0}}^{t+t_{0}}\left\|v_{1}(s)-v_{2}(s)\right\| d s\right)
$$

These two equations imply that (3.62) and (3.63) both hold for all $t \geq t_{0}$, thus completing the proof.
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Remark 3.2.6. We showed in the previous proof that, when under the assumptions of Proposition 3.2.4, for given $x^{0} \in \mathbb{R}^{n}$ and $v \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$, the unique solution of (3.47) is defined everywhere. Indeed, as a consquence of (3.64) we saw that the Lur'e system with linear component $(A, B, C)$ and nonlinearity $\tilde{f}$, where $\tilde{f}(\xi):=f(\xi)-f(0)$ for all $\xi \in \mathbb{R}^{p}$, is ISS, and so solutions to that system are defined globally. Hence, if $(v, x) \in \mathcal{B}_{f}^{\mathrm{c}}$, then $(v+B f(0), x) \in \mathcal{B}_{\tilde{f}}^{\mathrm{c}}$, and so $x$ is defined globally.

### 3.2.3 The response to Stepanov almost periodic inputs

Our attention now turns towards the main contribution of this section, namely an analogue of Corollary 3.1.13, but which concerns Stepanov almost periodic functions. As in the previous section, we shall be extremely brief in our setup, since a very thorough presentation of (Bohr) almost periodic and Stepanov almost periodic functions is given in Appendix C. However, for convenience to the reader, we recall the following for a Banach space $X$ and time domain $R=\mathbb{R}$ or $\mathbb{R}_{+}$. First, $A P(R, X)$ denotes the space of almost periodic functions mapping $R \rightarrow X$, where $R=\mathbb{R}$ or $\mathbb{R}_{+}$and, for $\varepsilon>0$, the set of $\varepsilon$-periods of an almost periodic function $v^{\text {ap }}$ is denoted by $P\left(v^{\text {ap }}, \varepsilon\right)$ (see Definition C.1.1). The set of almost periodic functions is a closed subspace of the space of bounded uniformly continuous functions endowed with the sup-norm. Moreover, the space of asymptotically almost periodic functions $\mathbb{R}_{+} \rightarrow X$ is denoted by $A A P\left(\mathbb{R}_{+}, X\right)$ and $C_{0}\left(\mathbb{R}_{+}, X\right)$ denotes the space of all continuous functions $\mathbb{R}_{+} \rightarrow X$ that converge to zero as their argument converges to infinity. As in the discrete-time setting, we also recall that every $v^{\text {ap }} \in A P\left(\mathbb{R}_{+}, X\right)$ has a unique extension $v_{\mathrm{e}}^{\text {ap }} \in A P(\mathbb{R}, X)$ such that

$$
v_{\mathrm{e}}^{\mathrm{ap}}(t)=v^{\mathrm{ap}}(t) \quad \forall t \in \mathbb{R}_{+} \quad \text { and } \quad \sup _{t \in \mathbb{R}}\left\|v_{\mathrm{e}}^{\mathrm{ap}}(t)\right\|_{X}=\sup _{t \in \mathbb{R}_{+}}\left\|v^{\mathrm{ap}}(t)\right\|_{X}
$$

For the details of this, we refer the reader to Appendix C, and in particular, Lemma C.1.6. Briefly, we mention that if we follow an idea seen in [12, Remark on p.318] and define $v_{\mathrm{e}}^{\text {ap }}$ by

$$
\begin{equation*}
v_{\mathrm{e}}^{\mathrm{ap}}(t)=\lim _{k \rightarrow \infty} v^{\mathrm{ap}}\left(t+\tau_{k}\right) \quad \forall t \in \mathbb{R} \tag{3.65}
\end{equation*}
$$

where, for each $k \in \mathbb{N}, \tau_{k} \in P\left(v^{\text {ap }}, 1 / k\right)$ and $\tau_{k} \nearrow \infty$ as $k \rightarrow \infty$, then it is not difficult to prove that this function is a well-defined almost periodic extension of $v^{\text {ap }}$ and satisfies $\sup _{t \in \mathbb{R}}\left\|v_{\mathrm{e}}^{\mathrm{ap}}(t)\right\|_{X}=\sup _{t \in \mathbb{R}_{+}}\left\|v^{\mathrm{ap}}(t)\right\|_{X}$. With this in mind, we obtain the following theorem, which is Theorem C.1.11 in Appendix C.

Theorem 3.2.7. The map $A P\left(\mathbb{R}_{+}, X\right) \rightarrow A P(\mathbb{R}, X)$ which maps $v^{\mathrm{ap}}$ to $v_{\mathrm{e}}^{\mathrm{ap}}$, where $v_{\mathrm{e}}^{\mathrm{ap}}$ is given by (3.65), is an isometric isomorphism.

We also mention here that for a function $v^{\text {ap }} \in A P(\mathbb{R}, X)$ and $\lambda \in \mathbb{R}$, it follows that

$$
\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} e^{-i \lambda t} v^{\mathrm{ap}}(t) d t
$$

exists (see Corollary C.1.23). Moreover, it is well-known that the set of $\lambda \in \mathbb{R}$ such that the above limit is nonzero, denoted by $\Lambda\left(v^{\text {ap }}\right)$, is countable (see for example, $[1$, III, p.22]). The elements of $\Lambda\left(v^{\text {ap }}\right)$ are called the characteristic exponents of $v^{\text {ap }}$ [1]. Furthermore, the module $\bmod \left(v^{\text {ap }}\right)$ is the smallest additive group of real numbers that contains $\Lambda\left(v^{\text {ap }}\right)$. That is, $\bmod \left(v^{\text {ap }}\right)$ is the set of all real numbers which are a finite
linear combination of the elements of $\Lambda\left(v^{\text {ap }}\right)$ with integer coefficients (see Definition C.1.26).

Let us also briefly recall notation and concepts concerning Stepanov almost periodicity. Let $v \in L_{\mathrm{loc}}^{1}\left(R, \mathbb{R}^{n}\right)$, where $R=\mathbb{R}$ or $\mathbb{R}_{+}$, and $\varepsilon>0$. As in Definition C.2.1, we say that $\tau \in R$ is an $\varepsilon$-period of $v$ (in the sense of Stepanov) if

$$
\sup _{a \in R} \int_{a}^{a+1}\|v(s+\tau)-v(s)\| d s \leq \varepsilon
$$

The set of $\varepsilon$-periods of $v$ (in the sense of Stepanov) is denoted by $P_{1}(v, \varepsilon)$. We say that $v$ is almost periodic in the sense of Stepanov if, for every $\varepsilon>0$, the set $P_{1}(v, \varepsilon)$ is relatively dense in $R$. The set of all functions in $L_{\text {loc }}^{1}\left(R, \mathbb{R}^{n}\right)$ that are almost periodic in the sense of Stepanov is denoted by $S^{1}\left(R, \mathbb{R}^{n}\right)$. We further recall from Lemma C.2.8, that $S^{1}\left(R, \mathbb{R}^{n}\right)$ is a closed subspace of the Banach space of uniformly locally integrable functions, which is defined by

$$
U L_{\mathrm{loc}}^{1}\left(R, \mathbb{R}^{n}\right):=\left\{v \in L_{\mathrm{loc}}^{1}\left(R, \mathbb{R}^{n}\right): \sup _{a \in R} \int_{a}^{a+1}\|v(s)\| d s<\infty\right\}
$$

and is endowed with the Stepanov norm

$$
\|v\|_{\mathrm{S}}:=\sup _{a \in R} \int_{a}^{a+1}\|v(s)\| d s
$$

For more details on $U L_{\mathrm{loc}}^{1}\left(R, \mathbb{R}^{n}\right)$ we refer the reader to Appendix C , and in particular to Remark C.2.2 and Lemma C.2.3. The final thing we shall mention here is that, for a function $v \in L_{\text {loc }}^{1}\left(R, \mathbb{R}^{n}\right)$ the Bochner transform of $v$ is denoted by $\tilde{v}: R \rightarrow$ $L^{1}\left([0,1], \mathbb{R}^{n}\right)$, that is

$$
(\tilde{v}(t))(s):=v(t+s) \quad \forall t \in R, \forall s \in[0,1] .
$$

We note that $\tilde{v}$ is continuous and, furthermore, $v \in S^{1}\left(R, \mathbb{R}^{n}\right)$ if, and only if, $\tilde{v} \in$ $A P\left(R, L^{1}\left([0,1], \mathbb{R}^{n}\right)\right)$ (see Definition C.2.1, Lemma C.2.5 and [1, pp.77-78]). As with (Bohr) almost periodic functions, we may obtain a relationship between $S^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ and $S^{1}\left(\mathbb{R}, \mathbb{R}^{n}\right)$. Indeed, one can, for each $v \in S^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$, construct an extension which is Stepanov almost periodic on $R$. We denote this extension by $v^{\mathrm{e}}$. Moreover, we obtain the following, which is a particular case of Theorem C.2.11,

Theorem 3.2.8. The map $S^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \rightarrow S^{1}\left(\mathbb{R}, \mathbb{R}^{n}\right)$ which maps $v$ to $v^{\mathrm{e}}$, is an isometric isomorphism.
For $v \in S^{1}\left(R, \mathbb{R}^{n}\right)$, one may also define $\Lambda(v)$ and $\bmod (v)$. For details of this, and for relevant results, we once again refer the reader to Appendix C (see Theorem C.2.16).
We are now in the position to state and prove the main result of this section: the aforementioned analogue of Corollary 3.1.13.

Theorem 3.2.9. Let $(A, B, C) \in \mathbb{L}^{c}, f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ be locally Lipschitz, $K \in \mathbb{R}^{m \times p}$, $r>0$ and $w \in S^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$. Assume that $(A, B, C)$ is stabilisable and detectable, $\mathbb{B}_{\mathbb{C}}(K, r) \subseteq \mathbb{S}_{\mathbb{C}}^{C}(\mathbf{G})$, (3.13) holds with $Z=\mathbb{R}^{p}$ and there exists $\eta \in \mathbb{R}^{p}$ such that (3.14) holds. Then the following statements hold.
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(i) There exists a unique $x^{\mathrm{ap}} \in A P\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ such that $\left(w, x^{\mathrm{ap}}\right) \in \mathcal{B}^{\text {c }}$ and, for all $(v, x) \in \mathcal{B}^{c}$ satisfying that either: (a) $v-w \in L^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$; or (b) $v \in L^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ and ess $\sup _{s \geq t}\|v(s)-w(s)\| \rightarrow 0$ as $t \rightarrow \infty$; we have that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|x(t)-x^{\mathrm{ap}}(t)\right\|=0 \tag{3.66}
\end{equation*}
$$

Furthermore, for all $\varepsilon>0$, there exists $\delta>0$ such that $P_{1}(w, \delta) \subset P\left(x^{\mathrm{ap}}, \varepsilon\right)$. In particular, if $w$ is periodic with period $\tau$, then $x^{\mathrm{ap}}$ is $\tau$-periodic.
(ii) The function $x_{\mathrm{e}}^{\mathrm{ap}}$ is the unique bounded function such that $\left(w^{\mathrm{e}}, x_{\mathrm{e}}^{\mathrm{ap}}\right) \in \tilde{\mathcal{B}}^{\mathrm{c}}$. Moreover, $\bmod \left(x_{\mathrm{e}}^{\mathrm{ap}}\right) \subset \bmod \left(w^{\mathrm{e}}\right)$.

Proof. We begin with applications of [15, Propositions 3.1 and 4.1] to yield that for every $v^{*} \in \mathbb{R}^{n}$, there exists $x^{*} \in \mathbb{R}^{n}$ such that $\left(v^{*}, x^{*}\right) \in \mathcal{B}^{c}$, where we abuse notation and consider a vector to be a constant function. We fix such a pair $\left(v^{*}, x^{*}\right)$. Let $(w, x) \in \mathcal{B}^{\text {c }}$ and set $R_{1}:=\|x(0)\|+\|w\|_{L^{\infty}}+\left\|x^{*}\right\|+\left\|v^{*}\right\|$. By applying Proposition 3.2.4 and noting that $t \mapsto x^{*}$ is a bounded function, we are able to deduce that $x$ is bounded. Let $R>0$ be such that $\|x\|_{L^{\infty}}+\|w\|_{L^{\infty}} \leq R$. We now apply Proposition 3.2.4 a further time to obtain the existence of $\psi, \tilde{\psi} \in \mathcal{K} \mathcal{L}^{\text {c }}$ and $\phi, \tilde{\phi} \in \mathcal{K}$ (dependent on $R$ ) such that (3.62) and (3.63) both hold for all $\left(v_{1}, x_{1}\right) \in \mathcal{B}^{\mathrm{c}}$ satisfying $\left\|x_{1}(0)\right\|+\left\|v_{1}\right\|_{L^{\infty}} \leq R$, all $\left(v_{2}, x_{2}\right) \in \mathcal{B}^{\mathrm{c}}$, and all $t \geq t_{0} \geq 0$.
Since the rest of the proof consists of many different parts, we label each step.
Step 1: Construction of $x^{\text {ap }}$. Since $w \in S^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$, we choose a non-decreasing sequence $\left(\tau_{k}\right)_{k \in \mathbb{N}} \subseteq \mathbb{R}_{+}$such that

$$
\tau_{k} \in P_{1}\left(w, 1 / k^{2}\right) \quad \text { and } \quad \tau_{k}>k \quad \forall k \in \mathbb{N}
$$

We are going to show that $\left(\Lambda_{\tau_{k}} x\right)_{k \in \mathbb{N}}$ is a Cauchy sequence in the Banach space of bounded continuous functions mapping $\mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$. To this end, we first note that

$$
\begin{align*}
\int_{a}^{a+k}\left\|w\left(t+\tau_{k}\right)-w(t)\right\| d t & =\sum_{j=1}^{k} \int_{a+j-1}^{a+j}\left\|w\left(t+\tau_{k}\right)-w(t)\right\| d t \\
& \leq \frac{1}{k} \quad \forall a \geq 0, \forall k \in \mathbb{N} \tag{3.67}
\end{align*}
$$

Moreover, since $\left(\Lambda_{\tau} w, \Lambda_{\tau} x\right) \in \mathcal{B}^{c}$ for all $\tau \geq 0$ by (3.49), and that $\left\|\Lambda_{\tau} x\right\|_{L^{\infty}}+$ $\left\|\Lambda_{\tau} w\right\|_{L^{\infty}} \leq R$ for every $\tau \geq 0$, it follows from (3.63) that

$$
\begin{align*}
\left\|\left(\Lambda_{\sigma} x\right)(s)-\left(\Lambda_{\sigma+\tau} x\right)(s)\right\| \leq & \psi\left(\left\|x\left(\sigma+s_{0}\right)-x\left(\sigma+\tau+s_{0}\right)\right\|, s-s_{0}\right) \\
& +\phi\left(\int_{s_{0}}^{s}\left\|\left(\Lambda_{\sigma} w\right)(\eta)-\left(\Lambda_{\sigma+\tau} w\right)(\eta)\right\| d \eta\right) \\
\forall & s \geq s_{0} \geq 0, \forall \sigma, \tau \geq 0 \tag{3.68}
\end{align*}
$$

Trivially, for $k, \ell \in \mathbb{N}$ with $k \geq \ell$,

$$
\left(\Lambda_{\tau_{\ell}} x\right)(t)-\left(\Lambda_{\tau_{k}} x\right)(t)=\left(\Lambda_{t} x\right)\left(\tau_{\ell}\right)-\left(\Lambda_{t+\tau_{k}-\tau_{\ell}} x\right)\left(\tau_{\ell}\right) \quad \forall t \geq 0
$$

and so, setting

$$
I(t ; k, \ell):=\int_{\tau_{\ell}-\ell}^{\tau_{\ell}}\left\|\left(\Lambda_{t} w\right)(\eta)-\left(\Lambda_{t+\tau_{k}-\tau_{\ell}} w\right)(\eta)\right\| d \eta \quad \forall t \geq 0
$$

and invoking (3.68) (with $s=\tau_{\ell}, s_{0}=\tau_{\ell}-\ell, \sigma=t$ and $\tau=\tau_{k}-\tau_{\ell}$ ), we arrive at

$$
\begin{gather*}
\left\|\left(\Lambda_{\tau_{\ell}} x\right)(t)-\left(\Lambda_{\tau_{k}} x\right)(t)\right\| \leq \psi\left(\left\|x\left(t+\tau_{\ell}-\ell\right)-x\left(t+\tau_{k}-\ell\right)\right\|, \ell\right)+\phi(I(t ; k, \ell)) \\
\forall t \geq 0, \forall k, \ell \in \mathbb{N} \text { s.t. } k \geq \ell . \tag{3.69}
\end{gather*}
$$

Now, for all $t \geq 0$ and all $k, \ell \in \mathbb{N}$ such that $k \geq \ell$,
$I(t ; k, \ell) \leq \int_{\tau_{\ell}-\ell}^{\tau_{\ell}}\left\|\left(\Lambda_{t} w\right)(\eta)-\left(\Lambda_{t+\tau_{k}} w\right)(\eta)\right\| d \eta+\int_{\tau_{\ell}-\ell}^{\tau_{\ell}}\left\|\left(\Lambda_{t+\tau_{k}} w\right)(\eta)-\left(\Lambda_{t+\tau_{k}-\tau_{\ell}} w\right)(\eta)\right\| d \eta$, which, after changing variables, implies that

$$
I(t ; k, \ell) \leq \int_{t+\tau_{\ell}-\ell}^{t+\tau_{\ell}-\ell+k} \|\left(w(\eta)-\left(\Lambda_{\tau_{k}} w\right)(\eta)\left\|d \eta+\int_{t+\tau_{k}-\ell}^{t+\tau_{k}}\right\|\left(\Lambda_{\tau_{\ell}} w\right)(\eta)-w(\eta) \| d \eta\right.
$$

Consequently, by (3.67),

$$
I(t ; k, \ell) \leq \frac{1}{k}+\frac{1}{\ell} \quad \forall t \geq 0, \quad \forall k, \ell \in \mathbb{N} \text { s.t. } k \geq \ell
$$

By combining this with (3.69), we see that

$$
\left\|\left(\Lambda_{\tau_{\ell}} x\right)(t)-\left(\Lambda_{\tau_{k}} x\right)(t)\right\| \leq \psi(2 R, \ell)+\phi\left(\frac{1}{k}+\frac{1}{\ell}\right) \quad \forall t \geq 0, \forall k, \ell \in \mathbb{N} \text { s.t. } k \geq \ell
$$

This shows that $\left(\Lambda_{\tau_{k}} x\right)_{k \in \mathbb{N}}$ is a Cauchy sequence in the space of bounded continuous functions mapping $\mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$, the limit of which we denote by $x^{\text {ap }}$. We note that $\left\|x^{\mathrm{ap}}\right\|_{L^{\infty}}+\|w\|_{L^{\infty}} \leq R$.
Step 2: Almost periodicity of $x^{\text {ap }}$. To show that $x^{\mathrm{ap}} \in A P\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$, let $\varepsilon>0$ and choose $T \in \mathbb{N}$ and $a>0$ such that

$$
\begin{equation*}
\psi(2 R, T) \leq \frac{\varepsilon}{2} \quad \text { and } \quad \phi(a) \leq \frac{\varepsilon}{2} \tag{3.70}
\end{equation*}
$$

Furthermore, let $\tau \in P_{1}(w, a / T)$ and note that

$$
\left(\Lambda_{\tau_{\ell}} x\right)(t+\tau)-\left(\Lambda_{\tau_{\ell}} x\right)(t)=\left(\Lambda_{t+\tau} x\right)\left(\tau_{\ell}\right)-\left(\Lambda_{t} x\right)\left(\tau_{\ell}\right) \quad \forall \ell \in \mathbb{N}, \quad \forall t \geq 0
$$

Thus, by invoking (3.68) (with $s=\tau_{\ell}, s_{0}=\tau_{\ell}-T$, and $\sigma=t$ ),

$$
\begin{aligned}
&\left\|\left(\Lambda_{\tau_{\ell}} x\right)(t+\tau)-\left(\Lambda_{\tau_{\ell}} x\right)(t)\right\| \leq \psi\left(\left\|x\left(t+\tau_{\ell}-T\right)-x\left(t+\tau+\tau_{\ell}-T\right)\right\|, T\right) \\
&+ \phi\left(\int_{\tau_{\ell}-T}^{\tau_{\ell}}\left\|\left(\Lambda_{t} w\right)(\eta)-\left(\Lambda_{t+\tau} w\right)(\eta)\right\| d \eta\right) \\
& \forall t \geq 0, \quad \forall \ell \in \mathbb{N} \text { s.t. } \tau_{\ell} \geq T
\end{aligned}
$$

Now,

$$
\begin{aligned}
\int_{\tau_{\ell}-T}^{\tau_{\ell}}\left\|\left(\Lambda_{t} w\right)(\eta)-\left(\Lambda_{t+\tau} w\right)(\eta)\right\| d \eta & =\int_{t+\tau_{\ell}-T}^{t+\tau_{\ell}}\left\|w(\eta)-\left(\Lambda_{\tau} w\right)(\eta)\right\| d \eta \\
& =\sum_{j=1}^{T} \int_{t+\tau_{\ell}-T+j-1}^{t+\tau_{\ell}-T+j}\|w(\eta)-w(\eta+\tau)\| d \eta \\
& \leq a \quad \forall t \geq 0, \quad \forall \ell \in \mathbb{N} \text { s.t. } \tau_{\ell} \geq T
\end{aligned}
$$
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where the last inequality follows from the choice of $\tau$. Therefore, by combining the previous two inequalities with (3.70), we see that

$$
\left\|\left(\Lambda_{\tau_{\ell}} x\right)(t+\tau)-\left(\Lambda_{\tau_{\ell}} x\right)(t)\right\| \leq \psi(2 R, T)+\phi(a) \leq \varepsilon \quad \forall t \geq 0, \quad \forall \ell \in \mathbb{N} \text { s.t. } \tau_{\ell} \geq T .
$$

By then letting $\ell \rightarrow \infty$, we see that

$$
\left\|x^{\mathrm{ap}}(t)-x^{\mathrm{ap}}(t+\tau)\right\| \leq \varepsilon \quad \forall t \geq 0,
$$

and so $\tau \in P\left(x^{\text {ap }}, \varepsilon\right)$. Since $\tau \in P_{1}(w, a / T)$ was arbitrary, we conclude that

$$
\begin{equation*}
P_{1}(w, a / T) \subset P\left(x^{\mathrm{ap}}, \varepsilon\right), \tag{3.71}
\end{equation*}
$$

showing that $P\left(x^{\text {ap }}, \varepsilon\right)$ is relatively dense in $\mathbb{R}_{+}$. Consequently, $x^{\text {ap }} \in A P\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$.
Step 3: Trajectory property of $\left(w, x^{\text {ap }}\right)$. To show that $\left(w, x^{\text {ap }}\right) \in \mathcal{B}^{c}$, let $T \in \mathbb{N}$ be arbitrary and note that

$$
\int_{0}^{T}\left\|\left(\Lambda_{\tau_{\ell}} w\right)(s)-w(s)\right\| d s \leq \frac{T}{\ell^{2}} \quad \forall \ell \in \mathbb{N} .
$$

Hence, $\Lambda_{\tau_{\ell}} w \rightarrow w$ in $L^{1}\left([0, T], \mathbb{R}^{n}\right)$ as $\ell \rightarrow \infty$. Furthermore, invoking (3.13) with $Z=\mathbb{R}^{p}$ and the fact that $\left(\Lambda_{\tau_{\ell}} x\right)_{\ell \in \mathbb{N}}$ converges uniformly to $x^{\text {ap }}$ on $\mathbb{R}_{+}$, we see that the sequence $\left(f\left(C \Lambda_{\tau_{\ell}} x\right)\right)_{\ell \in \mathbb{N}}$ converges uniformly to $f\left(C x^{\text {ap }}\right)$ on $\mathbb{R}_{+}$, and consequently, $f\left(C \Lambda_{\tau_{\ell}} x\right) \rightarrow f\left(C x^{\text {ap }}\right)$ in $L^{1}\left([0, T], \mathbb{R}^{n}\right)$ as $\ell \rightarrow \infty$. Therefore, since, for all $\ell \in \mathbb{N}$ and all $t \in[0, T]$,

$$
\left(\Lambda_{\tau_{\ell}} x\right)(t)=\left(\Lambda_{\tau_{\ell}} x\right)(0)+A \int_{0}^{t}\left(\Lambda_{\tau_{\ell}} x\right)(s) d s+B \int_{0}^{t} f\left(C\left(\Lambda_{\tau_{\ell}} x\right)(s)\right) d s+\int_{0}^{t}\left(\Lambda_{\tau_{\ell}} w\right)(s) d s
$$

it follows that in the limit, as $\ell \rightarrow \infty$,

$$
x^{\mathrm{ap}}(t)=x^{\mathrm{ap}}(0)+A \int_{0}^{t} x^{\mathrm{ap}}(s) d s+B \int_{0}^{t} f\left(C x^{\mathrm{ap}}(s)\right) d s+\int_{0}^{t} w(s) d s \quad \forall t \in[0, T] .
$$

As this holds for every $T \in \mathbb{N}$, we have that $x^{\text {ap }} \in W_{\text {loc }}^{1,1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ and

$$
\dot{x}^{\mathrm{ap}}(t)=A x^{\mathrm{ap}}(t)+B f\left(C x^{\mathrm{ap}}(t)\right)+w(t) \quad \text { for a.e. } t \geq 0,
$$

showing that $\left(w, x^{\text {ap }}\right) \in \mathcal{B}^{\text {c }}$.
Step 4: Uniqueness of $x^{\text {ap }}$ within $A P\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$. Assume that $\tilde{x} \in A P\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ is such that $(w, \tilde{x}) \in \mathcal{B}^{\text {c }}$. From an application of (3.63), we see that $\left\|\tilde{x}(t)-x^{\mathrm{ap}}(t)\right\| \rightarrow 0$ as $t \rightarrow \infty$. By combining this with Lemma C.1.15 and the fact that $\tilde{x}-x^{\text {ap }}$ is almost periodic (see Corollary C.1.10), we conclude that $\tilde{x}=x^{\text {ap }}$.
Step 5: Proof of (3.66). Let $(v, \tilde{x}) \in \mathcal{B}^{c}$ and initially let us assume that $v-w \in$ $L^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$. Let $\varepsilon>0$ and choose $t_{0}, t_{1} \geq 0$ such that

$$
\phi\left(\int_{t_{0}}^{\infty}\|w(s)-v(s)\| d s\right) \leq \frac{\varepsilon}{2} \quad \text { and } \quad \psi\left(\left\|x^{\mathrm{ap}}\left(t_{0}\right)-\tilde{x}\left(t_{0}\right)\right\|, t_{1}\right) \leq \frac{\varepsilon}{2} \text {, }
$$

where the existence of a suitable $t_{0}$ follows from the assumption that $v-w \in L^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$. Then, by combining this with (3.63) and the fact that $\left\|x^{\text {ap }}\right\|_{L^{\infty}}+\|w\|_{L^{\infty}} \leq R$, we see that $\left\|x^{\text {ap }}(t)-\tilde{x}(t)\right\| \leq \varepsilon$ for all $t \geq t_{0}+t_{1}$, showing that $\left\|x^{\text {ap }}(t)-\tilde{x}(t)\right\| \rightarrow 0$ as $t \rightarrow \infty$.

If we now instead assume that $v \in L^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ and $\operatorname{ess}_{\sup }^{s \geq t}$ $\|v(s)-w(s)\| \rightarrow 0$ as $t \rightarrow \infty$, then a similar argument, except by utilising (3.62) instead of (3.63), leads to the conclusion that $\left\|x^{\text {ap }}(t)-\tilde{x}(t)\right\| \rightarrow 0$ as $t \rightarrow \infty$.
Step 6: Proof of statement (ii). For convenience, we set

$$
g(\xi):=A \xi+B f(C \xi) \quad \forall \xi \in \mathbb{R}^{n}
$$

We know from Step 2 (see (3.71)) that, for each $k \in \mathbb{N}$, there exists $\delta_{k} \in(0,1 / k)$ such that

$$
\begin{equation*}
P_{1}\left(w, \delta_{k}\right) \subset P\left(x^{\mathrm{ap}}, 1 / k\right) \quad \forall k \in \mathbb{N} \tag{3.72}
\end{equation*}
$$

Moreover, it follows from the fact that (3.13) holds with $Z=\mathbb{R}^{p}$, that there exists $\kappa>0$ such that

$$
P\left(x^{\mathrm{ap}}, 1 / k\right) \subset P\left(g \circ x^{\mathrm{ap}}, \kappa / k\right) \quad \forall k \in \mathbb{N} .
$$

Hence, by combining this with (3.72),

$$
\begin{equation*}
P_{1}\left(w, \delta_{k}\right) \subset P\left(g \circ x^{\mathrm{ap}}, \kappa / k\right) \subset P_{1}\left(g \circ x^{\mathrm{ap}}, \kappa / k\right) \quad \forall k \in \mathbb{N} \tag{3.73}
\end{equation*}
$$

Let $a<0$ be fixed and let $\tau_{k} \in P_{1}\left(w, \delta_{k}\right) \cap[-a, \infty)$. We note that, for all $t \in[a, 0]$,

$$
x_{\mathrm{e}}^{\mathrm{ap}}\left(t+\tau_{k}\right)-x_{\mathrm{e}}^{\mathrm{ap}}\left(a+\tau_{k}\right)=x^{\mathrm{ap}}\left(t+\tau_{k}\right)-x^{\mathrm{ap}}\left(a+\tau_{k}\right)=\int_{a+\tau_{k}}^{t+\tau_{k}} g\left(x^{\mathrm{ap}}(s)\right)+w(s) d s
$$

From this, we deduce that

$$
\begin{align*}
x_{\mathrm{e}}^{\mathrm{ap}}\left(t+\tau_{k}\right)-x_{\mathrm{e}}^{\mathrm{ap}}\left(a+\tau_{k}\right) & =\int_{a}^{t}\left(g\left(x^{\mathrm{ap}}\left(s+\tau_{k}\right)\right)+w\left(s+\tau_{k}\right)\right) d s \\
& =\int_{a}^{t}\left(g\left(x_{\mathrm{e}}^{\mathrm{ap}}\left(s+\tau_{k}\right)\right)+w^{\mathrm{e}}\left(s+\tau_{k}\right)\right) d s \quad \forall t \in[a, 0] . \tag{3.74}
\end{align*}
$$

Since (see Lemma C.1.6 and Lemma C.2.9), for all $k \in \mathbb{N}$,
$P_{1}\left(w, \delta_{k}\right) \subset P_{1}\left(w^{\mathrm{e}}, \delta_{k}\right), P\left(x^{\mathrm{ap}}, 1 / k\right) \subset P\left(x_{\mathrm{e}}^{\mathrm{ap}}, 1 / k\right), P_{1}\left(g \circ x^{\mathrm{ap}}, \kappa / k\right) \subset P_{1}\left(g \circ x_{\mathrm{e}}^{\mathrm{ap}}, \kappa / k\right)$,
by (3.72) and (3.73), we obtain that

$$
\tau_{k} \in P_{1}\left(w^{\mathrm{e}}, \delta_{k}\right) \cap P\left(x_{\mathrm{e}}^{\mathrm{ap}}, 1 / k\right) \cap P_{1}\left(g \circ x_{\mathrm{e}}^{\mathrm{ap}}, \kappa / k\right) \quad \forall k \in \mathbb{N}
$$

Therefore, letting $k \rightarrow \infty$ in (3.74) yields that

$$
x_{\mathrm{e}}^{\mathrm{ap}}(t)-x_{\mathrm{e}}^{\mathrm{ap}}(a)=\int_{a}^{t}\left(g\left(x_{\mathrm{e}}^{\mathrm{ap}}(s)\right)+w^{\mathrm{e}}(s)\right) d s \quad \forall t \in[a, 0]
$$

Since $a<0$ was arbitrary, we conclude that

$$
\dot{x}_{\mathrm{e}}^{\mathrm{ap}}(t)=g\left(x_{\mathrm{e}}^{\mathrm{ap}}(t)\right)+w^{\mathrm{e}}(t)=A x_{\mathrm{e}}^{\mathrm{ap}}(t)+B f\left(C x_{\mathrm{e}}^{\mathrm{ap}}(t)\right)+w^{\mathrm{e}}(t) \quad \text { for a.e. } t \leq 0
$$

establishing that $\left(w^{\mathrm{e}}, x_{\mathrm{e}}^{\mathrm{ap}}\right) \in \tilde{\mathcal{B}}^{\mathrm{c}}$.
We now show that $x_{\mathrm{e}}^{\mathrm{ap}}$ is the unique bounded function defined on $\mathbb{R}$ such that $\left(w^{\mathrm{e}}, x_{\mathrm{e}}^{\mathrm{ap}}\right) \in$ $\tilde{\mathcal{B}}^{\text {c }}$. To do so, we first show that

$$
\begin{equation*}
\left\|w^{\mathrm{e}}\right\|_{L^{\infty}\left(\mathbb{R}, \mathbb{R}^{n}\right)}=\|w\|_{L^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)} \tag{3.75}
\end{equation*}
$$
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To that end, let $a \leq-1$ be arbitrary and let $N \in \mathbb{N}$ be such that $\tau_{k} \geq-a$ for all $k \in \bar{N}$. We then have, for all $k \in \bar{N}, w^{\mathrm{e}}\left(\tau_{k}+s\right)=w\left(\tau_{k}+s\right)$ for almost every $s \in[a, a+1]$. Thus,

$$
\int_{a}^{a+1}\left\|w^{\mathrm{e}}(s)-w\left(\tau_{k}+s\right)\right\| d s=\int_{a}^{a+1}\left\|w^{\mathrm{e}}(s)-w^{\mathrm{e}}\left(\tau_{k}+s\right)\right\| d s \leq \frac{1}{k} \quad \forall k \in \bar{K}
$$

This converges to zero as $k \rightarrow \infty$, and so we may obtain a subsequence (which, for ease of notation, has the same label) such that $w^{\mathrm{e}}(s)-w\left(\tau_{k}+s\right)$ converges pointwise to 0 almost everywhere on $[a, a+1]$ as $k \rightarrow \infty$. Therefore, $\left\|w^{\mathrm{e}}(s)\right\| \leq\|w\|_{L^{\infty}}$ for almost every $s \in[a, a+1]$. Since $a \leq-1$ was arbitrary, it follows that (3.75) holds. With this established, we now let $\zeta: \mathbb{R} \rightarrow \mathbb{R}^{n}$ be bounded and assume that $\left(w^{\mathrm{e}}, \zeta\right) \in \tilde{\mathcal{B}}^{\text {c }}$. We will show that $\zeta=x_{\mathrm{e}}^{\text {ap }}$. To begin with, by (3.50), for any $\tau \in \mathbb{R}$, the restrictions of the pairs $\left(\Lambda_{\tau} w^{\mathrm{e}}, \Lambda_{\tau} x_{\mathrm{e}}^{\mathrm{ap}}\right)$ and $\left(\Lambda_{\tau} w^{\mathrm{e}}, \Lambda_{\tau} \zeta\right)$ to $\mathbb{R}_{+}$are in $\mathcal{B}^{\mathrm{c}}$. Moreover, since $\left\|\left.\left(\Lambda_{\tau} x_{\mathrm{e}}^{\mathrm{ap}}\right)\right|_{\mathbb{R}_{+}}\right\|_{L^{\infty}}+$ $\left\|\left.\left(\Lambda_{\tau} w^{\mathrm{e}}\right)\right|_{\mathbb{R}_{+}}\right\|_{L^{\infty}} \leq R$ for any $\tau \in \mathbb{R}$ (see Theorem 3.2.7 and (3.75)), an application of (3.63) gives that

$$
\left\|\left(\Lambda_{\tau} \zeta\right)(s)-\left(\Lambda_{\tau} x_{\mathrm{e}}^{\mathrm{ap}}\right)(s)\right\| \leq \psi\left(\left\|\left(\Lambda_{\tau} \zeta\right)(0)-\left(\Lambda_{\tau} x_{\mathrm{e}}^{\mathrm{ap}}\right)(0)\right\|, s\right) \quad \forall s \geq 0, \forall \tau \in \mathbb{R}
$$

Now let $t \in \mathbb{R}$ and $\varepsilon>0$. Choosing $\tau \leq t$ such that $\psi\left(\left\|x_{\mathrm{e}}^{\mathrm{ap}}\right\|_{L^{\infty}}+\|\zeta\|_{L^{\infty}, t}, \tau\right) \leq \varepsilon$ and applying the above inequality (with $s=t-\tau$ ) leads to

$$
\begin{aligned}
\left\|\zeta(t)-x_{\mathrm{e}}^{\mathrm{ap}}(t)\right\| & =\left\|\left(\Lambda_{\tau} \zeta\right)(t-\tau)-\left(\Lambda_{\tau} x_{\mathrm{e}}^{\mathrm{ap}}\right)(t-\tau)\right\| \\
& \leq \psi\left(\left\|\zeta(\tau)-x_{\mathrm{e}}^{\mathrm{ap}}(\tau)\right\|, t-\tau\right) \\
& \leq \psi\left(\left\|x_{\mathrm{e}}^{\mathrm{ap}}\right\|_{L^{\infty}}+\|\zeta\|_{L^{\infty}}, t-\tau\right) \\
& \leq \varepsilon .
\end{aligned}
$$

As $\varepsilon>0$ was arbitrary, it follows that $\zeta(t)=x_{\mathrm{e}}^{\mathrm{ap}}(t)$. Finally, since $t \in \mathbb{R}$ was arbitrary, we obtain that $\zeta=x_{\mathrm{e}}^{\mathrm{ap}}$.
Finally, from (3.71), we have shown that for every $\varepsilon>0$, there exists $\delta>0$ such that $P_{1}(w, \delta) \subset P\left(x^{\text {ap }}, \varepsilon\right)$. If we then apply Lemma C.1.6 and Lemma C.2.9, we see that for every $\varepsilon>0$, there exists $\delta>0$ such that $P_{1}\left(w^{\mathrm{e}}, \delta\right) \subset P\left(x_{\mathrm{e}}^{\mathrm{ap}}, \varepsilon\right)$. Since $x_{\mathrm{e}}^{\text {ap }}$ is almost periodic, it is also Stepanov almost periodic, and so we may utilise Theorem C.2.16 to yield that $\bmod \left(x_{\mathrm{e}}^{\mathrm{ap}}\right) \subset \bmod \left(w^{\mathrm{e}}\right)$, thus completing the proof.

### 3.3 Notes and references

With regards to the main stability results of this chapter, i.e. Theorem 3.1.5 and Proposition 3.2.4, the papers with results that are closest to these are [40] (see also Chapter 5) and [47], where criteria are given that guarantee that infinite-dimensional Lur'e systems are exponentially incrementally ISS in the discrete- and continuous-time settings, respectively. Exponential incremental ISS is a stronger stability notion than that investigated in this chapter. However, we make note that the assumptions imposed on the nonlinearity in the aforementioned papers are considerably stronger than what we impose in the stability results of this chapter. Indeed, in [40] and [47], a 'strict contraction' assumption is used, that is, an assumption of the form:

$$
\begin{equation*}
\|f(\xi+\zeta)-f(\zeta)-K \xi\|_{U} \leq(r-\delta)\|\xi\|_{Y} \quad \forall \xi, \zeta \in Y \tag{3.76}
\end{equation*}
$$

where $f: Y \rightarrow U$ is a function, $Y$ and $U$ are Hilbert spaces, $K$ is a stabilising feedback operator, $r>0$ is such that every element of $\mathbb{B}(K, r)$ stabilises the system, and $\delta>0$. For an illustration that the hypotheses of [40] and [47] are stronger, we refer the reader to Examples 3.1.8 and 3.1.9. Although they are in the discrete-time setting, it is also easy to construct examples in the continuous-time setting.

We now compare to related results in the literature, the results of this chapter concerning the convergence of trajectories of systems with Bohr and Stepanov almost periodic inputs, i.e. Corollary 3.1.13 and Theorem 3.2.9. The most relevant results in this context are $[103,105,128]$, which are all in the continuous-time setting. A state-space and Lyapunov approach is used in [128], whilst the analysis in [103, 105] is based on input-output methods. An inspection of the assumptions imposed in [103, Theorem 2], [105, Theorem 1] and [128, Theorem 1] shows that they are equivalent to the existence of a $\delta>0$ such that (3.76) holds for some stabilising feedback matrix $K$ and $r>0$. As already mentioned, this assumption is stronger than what we impose in the aforementioned results of this chapter. We further mention that $[103,105,128]$ consider feedback systems that are considerably more restrictive than that considered presently, with, in particular, $[105,128]$ being in the single-input single-output setting. Moreover, none of the papers address the case of Stepanov almost periodic forcing.

The final paper that we mention here is [38], of which the author of this thesis coauthored. The article may be considered to be an infinite-dimensional version of Section 3.2. However, the assumptions imposed on the nonlinearity comprise a strict contraction of the form (3.76). As already mentioned, this is much more restrictive than the hypotheses used in Section 3.2

## Chapter 4

## Stability and convergence properties of Lur'e systems with potentially superlinear nonlinearity

In [7, Theorem 1], ISS is investigated for forced continuous-time Lur'e systems of the variety

$$
\begin{equation*}
\dot{x}=A x+B f(C x)+B v, \quad x(0)=x^{0} \in \mathbb{R}^{n}, \quad y=C x, \tag{4.1}
\end{equation*}
$$

where $A, B, C$ are matrices of appropriate dimensions and $v$ is an input or forcing. There, it is shown that a condition on the linear part of the system, similar to positive realness (see, for example, [3]), together with certain unboundedness assumptions on the nonlinearity, guarantees input-to-state stability (ISS) - see Section 2.2.2. Interestingly, the assumptions on the nonlinearity allow for potentially 'superlinear' functions. This differs from other ISS work on forced Lur'e systems, such as [107, 108] and Chapter 2 , which all assume a linear bound on the nonlinearity of the system.
In this chapter, we investigate whether an analogue to [7, Theorem 1] holds for discretetime versions of (4.1), and, moreover, whether similar assumptions can be used to infer ISS of much more general systems, given explicitly by (2.17). As discussed in Chapter 2, (2.17) allows for non-zero feedthrough, the entry of inputs not through the linear components of the system, and output disturbances. As such, it encompasses many other types of system. Not only shall we discuss ISS, we shall also develop sufficient criteria for when the aforementioned system exhibits the CICS property - see Section 2.3.2. Since convergence properties were not considered in [7], the forthcoming investigation further separates this work from the literature. Finally, in this chapter, we also discuss various versions of the positive real lemma. For background regarding the positive real lemma in the discrete-time setting, we refer the reader to [51, 54,68 , $119,125,127]$.

The layout of the chapter is as follows. In Section 4.1 we compile various preliminary results regarding the inner products and bounds of functions, and also give versions of the positive real lemma. In Section 4.2 , we present the main stability results of this chapter. These comprise three main theorems and subsequent corollaries. The corollaries include ISS criterions which are expressed in the form of positive and strict
positive real assumptions. Finally, in Section 4.3, we investigate the CICS property and develop sufficient conditions, which allow for superlinear nonlinearities, that guarantee the CICS property for systems of the form (2.17).

### 4.1 Preliminaries

In this initial section, we collect some useful preliminary results which will be key to our development of the rest of the chapter. We split this section into three, with the first and second parts comprising lemmas that concern bounds of functions and inner products of functions, respectively. The last portion of this section contains theory regarding positive and strict positive real transfer functions, accumulating in forming so-called positive and strict positive real lemmas.

### 4.1.1 Bounds of functions

We begin with the following result concerning a supremum of a continuous function.
Lemma 4.1.1. Let $h: \mathbb{R}^{m} \rightarrow \mathbb{R}_{+}$and $\sigma_{1}, \sigma_{2} \in \mathbb{R}_{+}$with $\sigma_{1} \leq \sigma_{2}$. If $h$ is bounded on bounded sets and continuous on $\left\{\xi \in \mathbb{R}^{m}: \sigma_{1} \leq\|\xi\| \leq \sigma_{2}\right\}$, then $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$, defined by

$$
\phi(s):=\sup \left\{h(\xi): \xi \in \mathbb{R}^{m},\|\xi\| \leq s\right\} \quad \forall s \geq 0
$$

is well-defined and continuous on $\left[\sigma_{1}, \sigma_{2}\right]$.
Proof. To begin with, we note that since $h$ is bounded on bounded sets, $\phi(s)$ is welldefined for each $s \geq 0$ and $\phi$ is nondecreasing. To show continuity on the prescribed interval, we fix $\varepsilon>0$ and $s \in\left[\sigma_{1}, \sigma_{2}\right]$. Now, since $h$ is uniformly continuous on $S:=\left\{\xi \in \mathbb{R}^{m}: \sigma_{1} \leq\|\xi\| \leq \sigma_{2}\right\}$, there exists $\tilde{\delta}>0$ such that

$$
\begin{equation*}
|h(\xi)-h(\zeta)|<\varepsilon \quad \forall \xi, \zeta \in S \text { s.t. }\|\xi-\zeta\| \leq \tilde{\delta} \tag{4.2}
\end{equation*}
$$

We claim that there exists $\delta_{1}>0$ such that

$$
\begin{equation*}
\phi(s)-\phi(t)=|\phi(s)-\phi(t)|<\varepsilon \quad \forall t \in\left(s-\delta_{1}, s\right] \cap\left[\sigma_{1}, \sigma_{2}\right] \tag{4.3}
\end{equation*}
$$

In order to prove this claim, we suppose that it is false. Therefore, $s>\sigma_{1}$ and, for all $\delta_{1}>0$, there exists $t \in\left(s-\delta_{1}, s\right] \cap\left[\sigma_{1}, \sigma_{2}\right]$ such that $\phi(s)-\phi(t) \geq \varepsilon$. In particular, by setting $\delta_{1}:=\min \left\{\tilde{\delta}, s-\sigma_{1}\right\}>0$, we see that there exists $t \in\left(s-\delta_{1}, s\right] \subseteq\left(\sigma_{1}, \sigma_{2}\right]$ such that

$$
\begin{equation*}
\phi(s)-\phi(t) \geq \varepsilon \tag{4.4}
\end{equation*}
$$

Now, since $\phi(s)>\phi(t)$, it is clear that

$$
\begin{equation*}
\phi(s)=\sup \left\{h(\xi): \xi \in \mathbb{R}^{m}, t \leq\|\xi\| \leq s\right\} \tag{4.5}
\end{equation*}
$$

Moreover, by combining (4.5) with the continuity of $h$ on $\left\{\xi \in \mathbb{R}^{m}: t \leq\|\xi\| \leq s\right\}$, we see that $\phi(s)=h(\xi)$ for some $\xi \in \mathbb{R}^{m}$ such that $\|\xi\| \in[t, s]$. By noting that $t>\sigma_{1} \geq 0$ and so $\xi \neq 0$, we let $\zeta \in \mathbb{R}^{m}$ be defined by $\zeta:=t \xi /\|\xi\|$. We then see that $\zeta \in S$, $\|\xi-\zeta\|<\tilde{\delta}$ and $\|\zeta\|=t$. By invoking (4.2), we then yield that $h(\xi)<\varepsilon+h(\zeta)$. A combination of this with (4.4) then gives that

$$
\varepsilon+\phi(t) \leq \phi(s)=h(\xi)<\varepsilon+h(\zeta) \leq \varepsilon+\phi(t)
$$

which is a contradiction. Thus, we have shown that there does exist $\delta_{1}>0$ such that (4.3) holds. By operating in a very similar manner, it is possible to prove that there exists $\delta_{2}>0$ such that

$$
\begin{equation*}
\phi(t)-\phi(s)=|\phi(s)-\phi(t)|<\varepsilon \quad \forall t \in\left[s, s+\delta_{2}\right) \cap\left[\sigma_{1}, \sigma_{2}\right] \tag{4.6}
\end{equation*}
$$

By combining (4.3) and (4.6), we see that $\phi$ is continuous at $s$, and since $s$ was arbitrary, the proof is complete.

The subsequent two results give conditions for when a function can be bounded above by a $\mathcal{K}_{\infty}$ function (see Section 2.1.1).
Lemma 4.1.2. Let $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be non-decreasing, continuous on $[0, \varepsilon]$ for some $\varepsilon>0$, and be such that $\phi(0)=0$. Then there exists $\gamma \in \mathcal{K}_{\infty}$ such that $\phi(s) \leq \gamma(s)$ for all $s \geq 0$.
Proof. We begin by defining the function

$$
\gamma_{1}(s):= \begin{cases}\max \left\{\phi(s), \frac{s}{\varepsilon} \int_{s}^{s+1} \phi(\sigma) d \sigma\right\}, & \text { if } s \in[0, \varepsilon] \\ \int_{s}^{s+1} \phi(\sigma) d \sigma, & \text { if } s>\varepsilon\end{cases}
$$

Note that $\gamma_{1}$ is continuous, non-decreasing and $\gamma_{1}(0)=0$. Further to this, $\gamma_{1}(s) \geq \phi(s)$ for all $s \geq 0$, and so, by defining

$$
\gamma(s):=s+\gamma_{1}(s) \quad \forall s \geq 0
$$

we obtain that $\gamma \in \mathcal{K}_{\infty}$ and that $\phi(s) \leq \gamma(s)$ for all $s \geq 0$, thus completing the proof.

Corollary 4.1.3. Let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ be such that $f(0)=0$. Assume that $f$ is bounded on bounded sets and that there exists $\varepsilon>0$ such that $f$ is continuous on $\left\{\xi \in \mathbb{R}^{m}\right.$ : $\|\xi\| \leq \varepsilon\}$. Then there exists $\gamma \in \mathcal{K}_{\infty}$ such that $\|f(\xi)\| \leq \gamma(\|\xi\|)$ for all $\xi \in \mathbb{R}^{m}$.

Proof. First, define $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$by

$$
\phi(s):=\sup \left\{\|f(\xi)\|: \xi \in \mathbb{R}^{m},\|\xi\| \leq s\right\} \quad \forall s \geq 0
$$

Note that $\phi(0)=0, \phi$ is non-decreasing and, by Lemma 4.1.1, $\phi$ is continuous on $[0, \varepsilon]$. Hence, by Lemma 4.1.2, there exists $\gamma \in \mathcal{K}_{\infty}$ such that $\phi(s) \leq \gamma(s)$ for all $s \geq 0$. In particular, $\|f(\xi)\| \leq \phi(\|\xi\|) \leq \gamma(\|\xi\|)$ for all $\xi \in \mathbb{R}^{m}$.

The following example highlights a simple situation where losing the assumption of boundedness on bounded sets in Corollary 4.1 .3 yields that the conclusion does not hold.

Example 4.1.4. Consider $g: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
g(\xi)= \begin{cases}\xi, & \text { if } \xi<0 \\ e^{\frac{1}{1-\xi}}-e^{1}, & \text { if } \xi \in[0,1) \\ \xi, & \text { if } \xi \geq 1\end{cases}
$$

Note that $g$ is continuous in a neighbourhood around 0 but $g$ is unbounded on $[0,1]$. Moreover, we claim that there does not exist $\gamma \in \mathcal{K}_{\infty}$ such that $|g(\xi)| \leq \gamma(|\xi|)$ for all $\xi \in \mathbb{R}$. Indeed, if there was such a $\gamma$, then, trivially, $\gamma$ would be continuous on the compact interval $[0,1]$ but would be unbounded, which is a contradiction.

The following lemma gives a useful property of an infimum of continuous functions.
Lemma 4.1.5. Let $h: \mathbb{R}^{m} \rightarrow \mathbb{R}_{+}$and $\sigma_{1}, \sigma_{2} \in \mathbb{R}_{+}$with $\sigma_{1} \leq \sigma_{2}$. If $h$ is continuous on $\left\{\xi \in \mathbb{R}^{m}: \sigma_{1} \leq\|\xi\| \leq \sigma_{2}\right\}$, then $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is continuous on $\left[\sigma_{1}, \sigma_{2}\right]$, where $\phi$ is defined by

$$
\phi(s):=\inf \left\{h(\xi): \xi \in \mathbb{R}^{m},\|\xi\| \geq s\right\} \quad \forall s \geq 0
$$

Proof. To begin with, we note that since $h$ is bounded from below, $\phi(s)$ is well-defined for each $s \geq 0$. Moreover, $\phi$ is nondecreasing. In order to show continuity on $\left[\sigma_{1}, \sigma_{2}\right]$, we fix $\varepsilon>0$ and $s \in\left[\sigma_{1}, \sigma_{2}\right]$. As in the proof of Lemma 4.1.1, since $h$ is uniformly continuous on $S:=\left\{\xi \in \mathbb{R}^{m}: \sigma_{1} \leq\|\xi\| \leq \sigma_{2}\right\}$, there exists $\tilde{\delta}>0$ such that

$$
\begin{equation*}
|h(\xi)-h(\zeta)|<\varepsilon \quad \forall \xi, \zeta \in S \text { s.t. }\|\xi-\zeta\| \leq \tilde{\delta} \tag{4.7}
\end{equation*}
$$

Acting similarly to how we did in the proof of Lemma 4.1.1, we claim that there exists $\delta_{1}>0$ such that

$$
\begin{equation*}
\phi(s)-\phi(t)=|\phi(s)-\phi(t)|<\varepsilon \quad \forall t \in\left(s-\delta_{1}, s\right] \cap\left[\sigma_{1}, \sigma_{2}\right] . \tag{4.8}
\end{equation*}
$$

We suppose this is not the case, in order to then obtain a contradiction and prove that the claim is true. Indeed, if the claim is false, then $s>\sigma_{1}$ and, for all $\delta_{1}>0$, there exists $t \in\left(s-\delta_{1}, s\right] \cap\left[\sigma_{1}, \sigma_{2}\right]$ such that $\phi(s)-\phi(t) \geq \varepsilon$. In particular, by setting $\delta_{1}:=\min \left\{\tilde{\delta}, s-\sigma_{1}\right\}>0$, we see that there exists $t \in\left(s-\delta_{1}, s\right] \subseteq\left(\sigma_{1}, \sigma_{2}\right]$ such that

$$
\begin{equation*}
\phi(s)-\phi(t) \geq \varepsilon . \tag{4.9}
\end{equation*}
$$

From this we deduce, in particular, that $\phi(s)>\phi(t)$ and so

$$
\begin{equation*}
\phi(t)=\inf \left\{h(\xi): \xi \in \mathbb{R}^{m}, t \leq\|\xi\| \leq s\right\} \tag{4.10}
\end{equation*}
$$

We now combine (4.10) with the continuity of $h$ on $\left\{\xi \in \mathbb{R}^{m}: t \leq\|\xi\| \leq s\right\}$ to obtain the existence of $\zeta \in \mathbb{R}^{m}$ such that $\|\zeta\| \in[t, s]$ and $\phi(t)=h(\zeta)$. We also note that $t>\sigma_{1} \geq 0$, which implies that $\zeta \neq 0$. Subsequently, we let $\xi \in \mathbb{R}^{m}$ be defined by $\xi:=s \zeta /\|\zeta\|$. As a consequence of this definition, we see that $\xi \in S,\|\xi-\zeta\|<\tilde{\delta}$ and $\|\xi\|=s$. An application of (4.7) then yields that $h(\xi)<\varepsilon+h(\zeta)$, which, when combined with (4.9) then gives that

$$
\phi(s) \geq \varepsilon+\phi(t)=\varepsilon+h(\zeta)>h(\xi) \geq \phi(s)
$$

which is a contradiction. We have therefore shown that there does exist $\delta_{1}>0$ such that (4.8) holds. By a very similar manner, it is not difficult to show that there also exists $\delta_{2}>0$ such that

$$
\begin{equation*}
\phi(t)-\phi(s)=|\phi(s)-\phi(t)|<\varepsilon \quad \forall t \in\left[s, s+\delta_{2}\right) \cap\left[\sigma_{1}, \sigma_{2}\right] . \tag{4.11}
\end{equation*}
$$

Finally, a combination of (4.8) and (4.11) gives that $\phi$ is continuous at $s$. The proof is thus complete, since $s$ was chosen arbitrarily.

We now give a slightly different version of Lemma 4.1.5. We shall not provide a proof, since the result can be proven in a similar manner to the previous proof.

Lemma 4.1.6. Let $h: \mathbb{R}^{m} \rightarrow \mathbb{R}_{+}$and $\lambda>0$. If $h$ is continuous, then $\phi:[0, \lambda] \rightarrow \mathbb{R}_{+}$ is continuous, where $\phi$ is defined by

$$
\phi(s):=\inf \left\{h(\xi): \xi \in \mathbb{R}^{m}, s \leq\|\xi\| \leq \lambda\right\} \quad \forall s \in[0, \lambda]
$$

The next lemma asserts that the quotient of functions satisfying certain properties can be bounded below by a $\mathcal{K}_{\infty}$ function.

Lemma 4.1.7. Let $h, g: \mathbb{R}^{m} \rightarrow \mathbb{R}_{+}$. If $h$ and $g$ are continuous, zero at zero, positive away from zero and

$$
\frac{h(\xi)}{g(\xi)} \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty
$$

then there exists $\alpha \in \mathcal{K}_{\infty}$ such that

$$
\frac{h(\xi)}{g(\xi)} \geq \alpha(\|\xi\|) \quad \forall \xi \in \mathbb{R}^{m} \backslash\{0\}
$$

The following proof takes some inspiration from the proof of $[15$, Statement 2 of Lemma 4.2].

Proof of Lemma 4.1.7. Let $\lambda>0$. Since $g$ is continuous, let $M>0$ be such that $g(\xi) \leq M$ for all $\xi \in \mathbb{R}^{m}$ with $\|\xi\| \leq \lambda$. We define the following functions:

$$
\begin{aligned}
\beta_{1}(s) & := \begin{cases}\inf \left\{\frac{h(\xi)}{M}: \xi \in \mathbb{R}^{m}, s \leq\|\xi\| \leq \lambda\right\}, & \text { if } s \in[0, \lambda], \\
\inf \left\{\frac{h(\xi)}{M}: \xi \in \mathbb{R}^{m},\|\xi\|=\lambda\right\}+s-\lambda, & \text { if } s>\lambda,\end{cases} \\
\beta_{2}(s) & := \begin{cases}\frac{s}{\lambda} \inf \left\{\frac{h(\xi)}{g(\xi)}: \xi \in \mathbb{R}^{m},\|\xi\| \geq \lambda\right\}, & \text { if } s \in[0, \lambda] \\
\inf \left\{\frac{h(\xi)}{g(\xi)}: \xi \in \mathbb{R}^{m},\|\xi\| \geq s\right\}, & \text { if } s>\lambda .\end{cases}
\end{aligned}
$$

Note that $\beta_{1}(0)=0=\beta_{2}(0)$, both are nondecreasing and both tend to $\infty$ as their arguments do. Moreover, a routine argument yields that $\beta_{1}(s)$ and $\beta_{2}(s)$ are positive for positive $s$. It is also true that $\beta_{1}$ and $\beta_{2}$ are both continuous. Indeed, $\beta_{1}$ is continuous by Lemma 4.1.6 and $\beta_{2}$ is continuous by Lemma 4.1.5. Hence, by setting

$$
\alpha_{i}(s):=\left(1-e^{-s}\right) \beta_{i}(s) \quad \forall s \geq 0, \forall i \in\{1,2\}
$$

we see that $\alpha_{i} \in \mathcal{K}_{\infty}$ for each $i=1,2$. We now define $\alpha \in \mathcal{K}_{\infty}$ by defining

$$
\alpha(s):=\min \left\{\alpha_{1}(s), \alpha_{2}(s)\right\} \quad \forall s \geq 0
$$

To complete the proof, let $\xi \in \mathbb{R}^{m} \backslash\{0\}$ and consider the two cases of when $\|\xi\|$ is greater or less than $\lambda$. First, assume that $0<\|\xi\| \leq \lambda$. We then have that

$$
\alpha(\|\xi\|) \leq \alpha_{1}(\|\xi\|) \leq \beta_{1}(\|\xi\|)=\inf \left\{\frac{h(\zeta)}{M}: \zeta \in \mathbb{R}^{m},\|\xi\| \leq\|\zeta\| \leq \lambda\right\} \leq \frac{h(\xi)}{M} \leq \frac{h(\xi)}{g(\xi)}
$$

For the second case, assume that $\|\xi\|>\lambda$ so that

$$
\alpha(\|\xi\|) \leq \alpha_{2}(\|\xi\|) \leq \beta_{2}(\|\xi\|)=\inf \left\{\frac{h(\zeta)}{g(\zeta)}: \zeta \in \mathbb{R}^{m},\|\zeta\| \geq\|\xi\|\right\} \leq \frac{h(\xi)}{g(\xi)}
$$

hence completing the proof.

### 4.1.2 Results regarding inner products

We now present lemmas concerning the inner products of functions. We begin by recalling a simple result regarding the negative definiteness and stability of matrices. The result is well-known, see, for example, [92, Proposition 3].

Lemma 4.1.8. Let $A, P \in \mathbb{R}^{n \times n}$, where $P=P^{T}$ is positive definite. If $A^{T} P A-P$ is negative definite, then $A$ is Schur.

The subsequent lemma is a trivial result regarding inner products, but we present it to ensure clarity of subsequent proofs.

Lemma 4.1.9. Let $(A, B, C, D) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{m \times n} \times \mathbb{R}^{m \times m}$. Then

$$
\left\langle\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)\binom{\xi}{\zeta},\binom{\xi}{\zeta}\right\rangle=\langle A \xi, \xi\rangle+\langle B \zeta, \xi\rangle+\langle C \xi, \zeta\rangle+\langle D \zeta, \zeta\rangle \quad \forall \xi \in \mathbb{R}^{n}, \forall \zeta \in \mathbb{R}^{m} .
$$

Proof. In the following, we denote the $i$ th component of a vector $\xi$ by $\xi_{i}$. Fix $\xi \in \mathbb{R}^{n}$ and $\zeta \in \mathbb{R}^{m}$, and note that

$$
\begin{aligned}
\left\langle\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)\binom{\xi}{\zeta},\binom{\xi}{\zeta}\right\rangle & =\left\langle\binom{ A \xi+B \zeta}{C \xi+D \zeta},\binom{\xi}{\zeta}\right\rangle \\
& =\binom{A \xi+B \zeta}{C \xi+D \zeta}^{T}\binom{\xi}{\zeta} \\
& =\left(\xi^{T} A^{T}+\zeta^{T} B^{T} \quad \xi^{T} C^{T}+\zeta^{T} D^{T}\right)\binom{\xi}{\zeta} \\
& =\xi^{T} A^{T} \xi+\zeta^{T} B^{T} \xi+\xi^{T} C^{T} \zeta+\zeta^{T} D^{T} \zeta \\
& =\langle A \xi, \xi\rangle+\langle B \zeta, \xi\rangle+\langle C \zeta, \zeta\rangle+\langle D \zeta, \zeta\rangle,
\end{aligned}
$$

which therefore completes the proof.
The following lemma gives sufficient conditions (which will be of key relevance to the assumptions of the main theorems of the next section - Section 4.2) for when a function satisfies $f(0)=0$.

Lemma 4.1.10. Let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. If $f$ is continuous on a neighbourhood containing 0 and

$$
\begin{equation*}
0 \leq-\langle\xi, f(\xi)\rangle \quad \forall \xi \in \mathbb{R}^{m} \tag{4.12}
\end{equation*}
$$

then $f(0)=0$.
Proof. First, for $\xi \in \mathbb{R}$ and $i \in\{1, \ldots, m\}$, we define $\xi_{i}^{0}$ to be the vector in $\mathbb{R}^{m}$ with zeros everywhere except for the $i$ th component which is given by $\xi$. Additionally, we let $f_{1}, f_{2}, \ldots, f_{m}: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be such that

$$
f(\zeta)=\left(\begin{array}{c}
f_{1}(\zeta) \\
\vdots \\
f_{m}(\zeta)
\end{array}\right) \quad \forall \zeta \in \mathbb{R}^{m}
$$

and note that, for each $i \in\{1, \ldots, m\}, f_{i}$ is continuous on the same neighbourhood around 0 that $f$ is. Moreover, for each $i \in\{1, \ldots, m\}$, we define $g_{i}: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
g_{i}(\xi)=f_{i}\left(\xi_{i}^{0}\right) \quad \forall \xi \in \mathbb{R},
$$

and again note that, for each $i \in\{1, \ldots, m\}, g_{i}$ is continuous on the same neighbourhood around 0 that $f$ is. Fix $i \in\{1, \ldots, m\}$ and let $\xi \in \mathbb{R}$. Then, using (4.12), we see that

$$
0 \leq-\left\langle\xi_{i}^{0}, f\left(\xi_{i}^{0}\right)\right\rangle=-\xi f_{i}\left(\xi_{i}^{0}\right)=-\xi g_{i}(\xi) .
$$

By combining this with the continuity of $g_{i}$ around zero, we see that $g_{i}(0)=0$, which in turn implies that $f_{i}(0)=0$. Furthermore, since $i$ was arbitrary, we have that $f(0)=0$, and the proof is complete.

The final preliminary result concerning inner products that we present here is given subsequently.

Lemma 4.1.11. Let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ be continuous on a neighbourhood containing 0 and be bounded on bounded sets. Furthermore, assume that there exist $\alpha \in \mathcal{K}_{\infty}, c>0$ and $\mu>0$ such that

$$
\begin{equation*}
\|\xi\| \alpha(\|\xi\|) \leq-\langle\xi, f(\xi)\rangle \quad \forall \xi \in \mathbb{R}^{m}, \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f(\xi)\| \leq-c\langle\xi, f(\xi)\rangle \quad \forall \xi \in \mathbb{R}^{m} \text { s.t. }\|\xi\| \geq \mu \tag{4.14}
\end{equation*}
$$

Then there exist $\varepsilon>0$ and $\eta \in \mathcal{K}_{\infty}$ such that

$$
\begin{equation*}
\varepsilon(\|f(\xi)\|+\|\xi\|) \leq-\langle\xi, f(\xi)\rangle \quad \forall \xi \in \mathbb{R}^{m} \text { s.t. }\|\xi\| \geq \mu, \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta(\|\xi\|)\|\xi\|^{2}+\eta(\|f(\xi)\|)\|f(\xi)\|^{2} \leq-\langle\xi, f(\xi)\rangle \quad \forall \xi \in \mathbb{R}^{m} \text { s.t. }\|\xi\| \leq \mu . \tag{4.16}
\end{equation*}
$$

Before proving Lemma 4.1.11, we provide some commentary.
Remark 4.1.12. A particular case of Lemma 4.1.11 is nested inside the proof of [7, Theorem 1]. In [7, Theorem 1], the above is proven for the case that $c=1$ and continuity is assumed everywhere. In the next section, in Example 4.2.5, we present a function $f$ which satisfies (4.14) with $c=2$ and $\mu=1$, but which has the property that there does not exist any $\mu>0$ such that (4.14) holds for $c=1$.

Proof of Lemma 4.1.11. We shall act similarly to that done in the proof of $[7$, Theorem $1]$. To this end, we begin by proving (4.15), and so we let $\varepsilon>0$ be such that

$$
\varepsilon \leq \frac{1}{2} \min \left\{\frac{1}{c}, \alpha(\mu)\right\}
$$

From (4.14), we see that

$$
\begin{equation*}
\varepsilon\|f(\xi)\| \leq-\frac{1}{2}\langle\xi, f(\xi)\rangle \quad \forall \xi \in \mathbb{R}^{m} \text { s.t. }\|\xi\| \geq \mu . \tag{4.17}
\end{equation*}
$$

Moreover, (4.13) gives that

$$
\varepsilon\|\xi\| \leq \frac{1}{2} \alpha(\mu)\|\xi\| \leq \frac{1}{2} \alpha(\|\xi\|)\|\xi\| \leq-\frac{1}{2}\langle\xi, f(\xi)\rangle \quad \forall \xi \in \mathbb{R}^{m} \text { s.t. }\|\xi\| \geq \mu .
$$

Thus, by combining this with (4.17), we yield (4.15). As for (4.16), we use applications of Lemma 4.1.10 and Corollary 4.1.3 to obtain the existence of $\beta \in \mathcal{K}_{\infty}$ such that $\|f(\xi)\| \leq \beta(\|\xi\|)$ for all $\xi \in \mathbb{R}^{m}$. Now, for $\xi \in \mathbb{R}^{m}$ and for $\eta \in \mathcal{K}_{\infty}$ to be chosen later, we see that

$$
\begin{align*}
\eta(\|\xi\|)\|\xi\|^{2}+\eta(\beta(\|\xi\|)) \beta(\|\xi\|)^{2} & \leq(\eta(\|\xi\|)+\eta(\beta(\|\xi\|)))\left(\|\xi\|^{2}+\beta(\|\xi\|)^{2}\right) \\
& \leq 2 \eta(\|\xi\|+\beta(\|\xi\|))\left(\|\xi\|^{2}+\beta(\|\xi\|)^{2}\right) . \tag{4.18}
\end{align*}
$$

Invoking Lemma 2.1.6 then gives the existence of $\eta$ such that, for all $\xi \in \mathbb{R}^{m}$ with $\|\xi\| \leq \mu$,

$$
\begin{equation*}
2 \eta(\|\xi\|+\beta(\|\xi\|))\left(\|\xi\|^{2}+\beta(\|\xi\|)^{2}\right) \leq\|\xi\| \alpha(\|\xi\|) \leq-\langle\xi, f(\xi)\rangle \tag{4.19}
\end{equation*}
$$

where we have used (4.13). By the choice of $\beta$, we may combine (4.18) with (4.19) to yield (4.16), thus completing the proof.

### 4.1.3 The positive and strict positive real lemmas

Let us now recall the following linear difference equation seen in Chapter 2 (see (2.6)):

$$
\left.\begin{array}{rl}
x^{+} & =A x+B u+B_{\mathrm{e}} v  \tag{2.6}\\
y & =C x+D u+D_{\mathrm{e}} v,
\end{array}\right\}
$$

where $\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{n \times q} \times \mathbb{R}^{p \times n} \times \mathbb{R}^{p \times m} \times \mathbb{R}^{p \times q}, u \in\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$ and $v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$. We recall that we defined

$$
\mathbb{L}:=\mathbb{R}^{n \times n} \times \mathbb{R}^{n \times m} \times \mathbb{R}^{n \times q} \times \mathbb{R}^{p \times n} \times \mathbb{R}^{p \times m} \times \mathbb{R}^{p \times q}
$$

and let $\Sigma:=\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right) \in \mathbb{L}$. Furthermore, we recall that the transfer function of (2.6) is denoted by $\mathbf{G}$ and the behaviour by $\mathcal{B}^{\text {lin }}$. For a detailed discussion of (2.6), we refer the reader to Section 2.1, where items such as the generality of the system and linear output feedback via 'loop-shifting', are presented.
For the rest of this chapter, we make the following standing assumption:

## Assumption. <br> $$
m=p
$$

This is the same as saying that (2.6) is "square".
Our attention now concerns the positive and strict positive real lemmas. The positive real lemma (in discrete-time) is given by [54, Lemma 3] for controllable and observable systems. For given $\Sigma \in \mathbb{L}$, it asserts sufficient conditions for when there exist a positive (semi-)definite matrix $P \in \mathbb{R}^{n \times n}$ and matrices $L$ and $W$ satisfying

$$
\left.\begin{array}{rl}
A^{T} P A-P & =-L^{T} L  \tag{4.20}\\
A^{T} P B & =C^{T}-L^{T} W, \\
B^{T} P B & =D+D^{T}-W^{T} W .
\end{array}\right\}
$$

Here, we formulate a second result that guarantees the existence of $P, L$ and $W$ satisfying (4.20), but does not assume that the system is controllable and observable. To do so, we first collect some relevant definitions and results. To this end, let us first recall
what we mean by a positive real function from Definition 2.3.23. Indeed, a $\mathbb{C}^{m \times m_{-}}$ valued rational function $\mathbf{H}$ is positive real if $\mathbf{H}(z)+\mathbf{H}(z)^{*}$ is positive semi-definite for every $z \in \mathbb{E}$ which is not a pole of $\mathbf{H}$.
We now give two results that will be key to our development. The first associates positive realness of a transfer function in terms of the boundedness of a different function related by a Cayley transform (see, for example, [85]). The lemma is well-known in the continuous-time setting (see, for example, [4, 49]). However, it is difficult to find an explicit result for the discrete-time case. Fortunately, the ideas used in the continuoustime literature can be easily applied to here also. For completeness, we shall provide a brief proof.

Lemma 4.1.13. Let $\Sigma \in \mathbb{L}$. If $\mathbf{G}$ is positive real, then $I+\mathbf{G}(z)$ is invertible for every $z \in \mathbb{E}, I+D$ is invertible and $\tilde{\mathbf{G}}:=(I-\mathbf{G})(I+\mathbf{G})^{-1}$ is such that $\|\tilde{\mathbf{G}}\|_{H^{\infty}} \leq 1$ and $\tilde{\mathbf{G}}(z)=\tilde{C}(z I-\tilde{A})^{-1} \tilde{B}+\tilde{D}$ for all $z \in \mathbb{E}$, where

$$
\left.\begin{array}{ll}
\tilde{A}:=A-B(I+D)^{-1} C, & \tilde{B}:=\sqrt{2} B(I+D)^{-1},  \tag{4.21}\\
\tilde{C}:=-\sqrt{2}(I+D)^{-1} C, & \tilde{D}:=(I-D)(I+D)^{-1} .
\end{array}\right\}
$$

Proof. Assume that $\mathbf{G}$ is positive real. As a consequence of this, we obtain that $D+$ $D^{T} \geq 0$, and so an application of [46, Corollary 2.3] gives that $I+D$ is invertible and $I+\mathbf{G}(z)$ is invertible for every $z \in \mathbb{E}$. Not only this, [46, Corollary 2.3$]$ also yields that $\left\|(I-D)(I+D)^{-1}\right\| \leq 1$ and $\|\tilde{\mathbf{G}}(z)\| \leq 1$ for all $z \in \mathbb{E}$. We hence deduce that $\|\tilde{\mathbf{G}}\|_{H^{\infty}} \leq 1$. We shall now show that $\tilde{\mathbf{G}}(z)=\tilde{C}(z I-\tilde{A})^{-1} \tilde{B}+\tilde{D}$ for all $z \in \mathbb{E}$. To this end, let $\mathbf{H}:=I-\mathbf{G}$ and $L:=I / 2 \in \mathbb{R}^{m \times m}$. Note that $I-(I-D) L=(I+D) / 2$ is invertible, that is, $L \in \mathbb{A}_{\mathbb{C}}(I-D)$ (see Definition 2.1.14). Moreover,

$$
\begin{aligned}
\tilde{\mathbf{G}} & =(I-\mathbf{G})(I+\mathbf{G})^{-1} \\
& =\mathbf{H}(2 I-\mathbf{H})^{-1} \\
& =L \mathbf{H}(I-L \mathbf{H})^{-1} \\
& =L \mathbf{H}^{L},
\end{aligned}
$$

where recall $\mathbf{H}^{L}=\mathbf{H}(I-L \mathbf{H})$ - see Definition 2.1.19. Furthermore, $\left\|\mathbf{H}^{L}\right\|_{H_{m \times m}^{\infty}}=$ $2\left\|L \mathbf{H}^{L}\right\|_{H^{\infty}}=2\|\tilde{\mathbf{G}}\|_{H^{\infty}}$ and so $\mathbf{H}^{L} \in H_{m \times m}^{\infty}$. Therefore, with these facts and Definition 2.1.16 in mind, we see that, for all $z \in \mathbb{E}$,

$$
\begin{aligned}
\tilde{\mathbf{G}}(z)= & L \mathbf{H}^{L}(z) \\
= & L(I-(I-D) L)^{-1}(I-D) \\
& -L(I-(I-D) L)^{-1} C\left(z I-A+B L(I-(I-D) L)^{-1} C\right)^{-1} B(I-(I-D) L)^{-1} \\
= & (I+D)^{-1}(I-D)-2(I+D)^{-1} C\left(z I-A+B(I+D)^{-1} C\right)^{-1} B(I+D)^{-1} \\
= & \tilde{D}+\tilde{C}(z I-\tilde{A})^{-1} \tilde{B},
\end{aligned}
$$

which completes the proof.
The second preliminary result shows that certain key properties are preserved under the Cayley transform seen in the previous lemma.

Lemma 4.1.14. Let $\Sigma \in \mathbb{L}$. Under the assumption that $\mathbf{G}$ is positive real, the following statements hold, where $\tilde{\mathbf{G}}:=(I-\mathbf{G})(I+\mathbf{G})^{-1}$, and $\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}$ are as in (4.21).
(i) $(A, B)$ is stabilisable if, and only if, $(\tilde{A}, \tilde{B})$ is stabilisable.
(ii) $(A, C)$ is detectable if, and only if, $(\tilde{A}, \tilde{C})$ is detectable.
(iii) If there exists $\eta \in \partial \mathbb{D}$ which is not a pole of $\mathbf{G}$, then $\mathbf{G}(\eta)+\mathbf{G}(\eta)^{*}>0$ if, and only if, $I+\mathbf{G}(\eta)$ is invertible and $\|\tilde{\mathbf{G}}(\eta)\|<1$.

Proof. For statement (i), assume that $(A, B)$ is stabilisable and let $F \in \mathbb{R}^{m \times n}$ be such that $\sigma(A+B F) \subseteq \mathbb{D}$. By defining $\tilde{F}:=\frac{1}{\sqrt{2}} C+\frac{1}{\sqrt{2}}(I+D) F \in \mathbb{R}^{m \times n}$, we have

$$
\tilde{A}+\tilde{B} \tilde{F}=A-B(I+D)^{-1} C+\sqrt{2} B(I+D)^{-1}\left(\frac{1}{\sqrt{2}} C+\frac{1}{\sqrt{2}}(I+D) F\right)=A+B F
$$

which thus shows the stabilisability of $(\tilde{A}, \tilde{B})$. For the reverse implication, if $\sigma(\tilde{A}+$ $\tilde{B} \tilde{F}) \subseteq \mathbb{D}$ for some $\tilde{F} \in \mathbb{R}^{m \times n}$, then setting $F:=(I+D)^{-1}(\sqrt{2} \tilde{F}-C)$ yields that $(A, B)$ is stabilisable. Statement (ii) is proven similarly and thus the proof is omitted. As for statement (iii), we note that if $\mathbf{G}(\eta)+\mathbf{G}(\eta)^{*}>0$, then it is easy to show that there exists $\varepsilon>0$ such that $\left\langle\left(\mathbf{G}(\eta)+\mathbf{G}(\eta)^{*}\right) \xi, \xi\right\rangle \geq \varepsilon\|\xi\|^{2}$ for all $\xi \in \mathbb{R}^{m}$. Hence, the statement is immediately obtained from [46, Corollary 2.3].

The subsequent lemma is the positive real lemma which we alluded to earlier. The result is in two parts: the first is an immediate consequence of [54, Lemma 3] (see also [51, Lemma 4.1]); and the second is a new result which contains sufficient conditions for the existence of $P, L$ and $W$ satisfying (4.20), which do not necessarily require controllability and observability of the overall system.

Lemma 4.1.15. Let $\Sigma \in \mathbb{L}$ and assume that $\mathbf{G}$ is positive real. The following statements hold.
(i) If $\Sigma$ is controllable and observable then there exist a positive definite $P=P^{T} \in$ $\mathbb{R}^{n \times n}$ and matrices $L$ and $W$ such that (4.20) holds.
(ii) If $\Sigma$ is stabilisable and detectable and there exists $\eta \in \partial \mathbb{D}$, not a pole of $\mathbf{G}$, such that $\mathbf{G}(\eta)+\mathbf{G}(\eta)^{*}>0$, then there exist a positive semi-definite $P=P^{T} \in \mathbb{R}^{n \times n}$ and matrices $L$ and $W$ such that $W$ is invertible and (4.20) holds.

Before proving Lemma 4.1.15, we first give some commentary.
Remark 4.1.16. (i) In statement (ii) of Lemma $4.1 .15, P$ is positive semi-definite and not necessarily positive definite. Fortunately, this is sufficient for our purposes in the later sections. However, statement (ii) does guarantee that $W$ is invertible.
(ii) Example 4.1.17, situated after the following proof, shows that only assuming stabilisability and detectability of $\Sigma$ is insufficient in proving that there exist a positive semi-definite $P=P^{T} \in \mathbb{R}^{n \times n}$ and matrices $L$ and $W$ such that (4.20) holds.

Proof of Lemma 4.1.15. As repeatedly mentioned, if $\Sigma$ is controllable and observable, then the result follows from [54, Lemma 3] (or from [51, Lemma 4.1]) and $P$ is positive definite. Thus, we assume that $\Sigma$ is stabilisable and detectable and that there exists $\eta \in \partial \mathbb{D}$, not a pole of $\mathbf{G}$, such that $\mathbf{G}(\eta)+\mathbf{G}(\eta)^{*}>0$. Let $\tilde{\mathbf{G}}:=(I-\mathbf{G})(I+\mathbf{G})^{-1}$, and let $\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}$ be given as in (4.21). Lemma 4.1 .14 gives that $(\tilde{A}, \tilde{B})$ is stabilisable, $(\tilde{A}, \tilde{C})$ is detectable, $I+\mathbf{G}(\eta)$ is invertible and $\|\tilde{\mathbf{G}}(\eta)\|<1$. Since Lemma 4.1.13 gives
that $\|\tilde{\mathbf{G}}\|_{H^{\infty}} \leq 1$, an application of Lemma 2.1.25 therefore yields the existence of a positive semi-definite $P \in \mathbb{R}^{n \times n}$ and matrices $\tilde{L}$ and $\tilde{W}$ such that $\tilde{W}$ is positive definite and

$$
\left.\begin{array}{rl}
\tilde{A}^{T} P \tilde{A}-P+\tilde{C}^{T} \tilde{C} & =-\tilde{L}^{T} \tilde{L}  \tag{4.22}\\
\tilde{A}^{T} P \tilde{B}+\tilde{C}^{T} \tilde{D} & =-\tilde{L}^{T} \tilde{W} \\
\tilde{B}^{T} P \tilde{B}+\tilde{D}^{T} \tilde{D} & =I-\tilde{W}^{T} \tilde{W} .
\end{array}\right\}
$$

With this in mind, we set $W:=\frac{1}{\sqrt{2}} \tilde{W}(I+D)$ and shall show that

$$
\begin{equation*}
B^{T} P B=D+D^{T}-W^{T} W \tag{4.23}
\end{equation*}
$$

To this end, consider

$$
\begin{aligned}
\tilde{B}^{T} P \tilde{B}+\tilde{D}^{T} \tilde{D}= & 2\left(I+D^{T}\right)^{-1} B^{T} P B(I+D)^{-1} \\
& +\left(I+D^{T}\right)^{-1}\left(I-D^{T}\right)(I-D)(I+D)^{-1} \\
= & \left(I+D^{T}\right)^{-1}\left(2 B^{T} P B+I-D-D^{T}+D^{T} D\right)(I+D)^{-1}
\end{aligned}
$$

By multiplying the above through by $\left(I+D^{T}\right)$ and $(I+D)$ on the left and right respectively, and by recalling (4.22), we obtain that

$$
I+D+D^{T}+D^{T} D-\left(I+D^{T}\right) \tilde{W}^{T} \tilde{W}(I+D)=2 B^{T} P B+I-\left(D+D^{T}\right)+D^{T} D
$$

which easily simplifies to (4.23). Our attention now turns to proving that

$$
\begin{equation*}
A^{T} P B=C^{T}-L^{T} W \tag{4.24}
\end{equation*}
$$

where $L:=\tilde{L}+W(I+D)^{-1} C$. Indeed, to show this, consider

$$
\begin{aligned}
\tilde{A}^{T} P \tilde{B}+\tilde{C}^{T} \tilde{D}= & \left(A-B(I+D)^{-1} C\right)^{T} P\left(\sqrt{2} B(I+D)^{-1}\right) \\
& -\sqrt{2}\left((I+D)^{-1} C\right)^{T}(I-D)(I+D)^{-1} \\
= & \sqrt{2} A^{T} P B(I+D)^{-1}-\sqrt{2} C^{T}\left(I+D^{T}\right)^{-1} B^{T} P B(I+D)^{-1} \\
& -\sqrt{2} C^{T}\left(I+D^{T}\right)^{-1}(I-D)(I+D)^{-1}
\end{aligned}
$$

We now use (4.22), and multiply by $1 / \sqrt{2}$ and $(I+D)$ from the right, to obtain that

$$
\begin{equation*}
A^{T} P B-C^{T}\left(I+D^{T}\right)^{-1} B^{T} P B-C^{T}\left(I+D^{T}\right)^{-1}(I-D)=-\tilde{L}^{T} W \tag{4.25}
\end{equation*}
$$

We pause here and note that, from (4.23),

$$
\begin{aligned}
\left(I+D^{T}\right)^{-1} B^{T} P B & =\left(I+D^{T}\right)^{-1}\left(D+D^{T}-W^{T} W\right) \\
& =I-\left(I+D^{T}\right)^{-1}(I-D)-\left(I+D^{T}\right)^{-1} W^{T} W
\end{aligned}
$$

Hence, after writing

$$
\begin{aligned}
& A^{T} P B-C^{T}\left(I+D^{T}\right)^{-1} B^{T} P B-C^{T}\left(I+D^{T}\right)^{-1}(I-D) \\
& \quad=A^{T} P B-C^{T}\left(\left(I+D^{T}\right)^{-1} B^{T} P B+\left(I+D^{T}\right)^{-1}(I-D)\right)
\end{aligned}
$$

we combine the previous identity with (4.25) to obtain

$$
A^{T} P B-C^{T}=-\tilde{L}^{T} W-C^{T}\left(I+D^{T}\right)^{-1} W^{T} W
$$

that is, (4.24). To complete the proof, all that is left to show is that

$$
\begin{equation*}
A^{T} P A-P=-L^{T} L \tag{4.26}
\end{equation*}
$$

To this end, consider

$$
\tilde{A}^{T} P \tilde{A}-P=\left(A-B(I+D)^{-1} C\right)^{T} P\left(A-B(I+D)^{-1} C\right)-P,
$$

which may be rewritten as

$$
\begin{align*}
\tilde{A}^{T} P \tilde{A}-P= & A^{T} P A-P-A^{T} P B(I+D)^{-1} C-C^{T}\left(I+D^{T}\right)^{-1} B^{T} P A \\
& +C^{T}\left(I+D^{T}\right)^{-1} B^{T} P B(I+D)^{-1} C \tag{4.27}
\end{align*}
$$

Moreover, set $M:=A^{T} P B(I+D)^{-1} C$ and note that, using (4.25),

$$
M=\left(C^{T}\left(I+D^{T}\right)^{-1} B^{T} P B+C^{T}\left(I+D^{T}\right)^{-1}(I-D)-\tilde{L}^{T} W\right)(I+D)^{-1} C
$$

which may be expressed as

$$
\begin{align*}
M= & \left(C^{T}\left(I+D^{T}\right)^{-1} B^{T} P B+C^{T}\left(I+D^{T}\right)^{-1}\right)(I+D)^{-1} C \\
& -\left(C^{T}\left(I+D^{T}\right)^{-1} D+L^{T} W-C^{T}\left(I+D^{T}\right)^{-1} W^{T} W\right)(I+D)^{-1} C \tag{4.28}
\end{align*}
$$

Furthermore, we have

$$
\begin{align*}
-\tilde{C}^{T} \tilde{C}-\tilde{L}^{T} \tilde{L}= & -2 C^{T}\left(I+D^{T}\right)^{-1}(I+D)^{-1} C \\
& -\left(L-W(I+D)^{-1} C\right)^{T}\left(L-W(I+D)^{-1} C\right) \tag{4.29}
\end{align*}
$$

Therefore, by combining (4.27) with (4.28), (4.29) and the identity $\tilde{A}^{T} P \tilde{A}-P+\tilde{C}^{T} \tilde{C}=$ $-\tilde{L}^{T} \tilde{L}$, a series of algebraic simplifications leads to

$$
\begin{aligned}
A^{T} P A-P= & -L^{T} L+C^{T}\left(I+D^{T}\right)^{-1} B^{T} P B(I+D)^{-1} C \\
& -C^{T}\left(I+D^{T}\right)^{-1}\left(D+D^{T}\right)(I+D)^{-1} C \\
& +C^{T}\left(I+D^{T}\right)^{-1} W^{T} W(I+D)^{-1} C .
\end{aligned}
$$

An application of (4.23) then gives (4.26). Therefore, (4.23), (4.24) and (4.26) combine to yield (4.20). Finally, Lemma 2.1.25 gives that $\tilde{W}$ is positive definite, and hence invertible. Thus, since $I+D$ is also invertible from Lemma 4.1.13, we see that $W$ is invertible and the proof is complete.

We now give the following example, which presents a system where the transfer function is a scalar positive real function, the underlying system is stabilisable and detectable, $\mathbf{G}(z)+\mathbf{G}(z)^{*}=0$ for all $z \in \partial \mathbb{D}$ which aren't poles, and there does not exist a positive semi-definite $P=P^{T} \in \mathbb{R}^{n \times n}$ and matrices $L$ and $W$ such that (4.20) holds. This hence shows that statement (ii) of Lemma 4.1.15 is justified in its hypotheses.

Example 4.1.17. Let $\Sigma \in \mathbb{L}$, where $n=2, m=1$,

$$
A:=\left(\begin{array}{cc}
-1 & -1 \\
0 & \frac{1}{2}
\end{array}\right), \quad B:=\frac{2}{\sqrt{2}}\binom{1}{0}, \quad C:=-\frac{2}{\sqrt{2}}\left(\begin{array}{ll}
1 & 1
\end{array}\right), \quad D:=1
$$

and $B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ are arbitrary. It is easily checked that $(A, B)$ is stabilisable, $(A, C)$ is detectable, the transfer function is positive real and that $\mathbf{G}(z)+\mathbf{G}(z)^{*}=0$ for all $z \in \partial \mathbb{D} \backslash\{-1\}$. Furthermore, we suppose for contradiction that there exist a positive semi-definite $P=P^{T} \in \mathbb{R}^{2 \times 2}$ and matrices $L$ and $W$ such that (4.20) holds. We write

$$
P=\left(\begin{array}{cc}
p_{1} & p_{2} \\
p_{2} & p_{4}
\end{array}\right), \quad L=\left(\begin{array}{cc}
l_{1,1} & l_{1,2} \\
\vdots & \vdots \\
l_{q, 1} & l_{q, 2}
\end{array}\right) \quad \text { and } \quad W=\left(\begin{array}{c}
w_{1} \\
\vdots \\
w_{q}
\end{array}\right),
$$

where $q \in \mathbb{N}$ and $p_{i}, l_{j, k}, w_{j} \in \mathbb{R}$ for all $i \in\{1,2,4\}, j \in\{1, \ldots, q\}$ and $k \in\{1,2\}$. By using (4.20), we obtain the following three identities. The first is

$$
\left(\begin{array}{cc}
0 & p_{1}-\frac{3}{2} p_{2}  \tag{4.30}\\
p_{1}-\frac{3}{2} p_{2} & p_{1}-p_{2}-\frac{3}{4} p_{4}
\end{array}\right)=A^{T} P A-P=-L^{T} L
$$

the second is given by

$$
\begin{equation*}
\frac{2}{\sqrt{2}}\binom{1-p_{1}}{1-p_{1}+\frac{1}{2} p_{2}}=A^{T} P B-C^{T}=-L^{T} W \tag{4.31}
\end{equation*}
$$

and finally

$$
\begin{equation*}
2\left(p_{1}-1\right)=B^{T} P B-2 D=-W^{T} W \tag{4.32}
\end{equation*}
$$

From (4.30), we obtain that $l_{1,1}=l_{2,1}=\cdots=l_{q, 1}=0$. Subsequently, (4.31) yields that $p_{1}=1$ and this in turn gives, from (4.30) again, that $p_{2}=2 / 3$. However, substituting $p_{1}=1$ into (4.32) yields that $w_{1}=\cdots=w_{q}=0$, and then by combining this with (4.31) we see that $p_{2}=0$, hence contradicting that $p_{2}$ also equals $2 / 3$.

We now investigate a so-called strict positive real lemma. Before discussing this further, we first define what we mean by strict positive realness.

Definition 4.1.18. Let $\Sigma \in \mathbb{L}$. We say that $\mathbf{G}$ is strictly positive real if there exists $\varepsilon \in(0,1)$ such that $z \mapsto \mathbf{G}(\varepsilon z)$ is positive real.

Remark 4.1.19. (i) Strict positive realness can be thought of as positive realness on a 'larger domain'. A trivial example of a strict positive real transfer function is $\mathbf{G}(z)=(z-\varepsilon) /(z+\varepsilon)$, where $\varepsilon \in(0,1)$.
(ii) Quite often in the literature (for example in [51]), $\mathbf{G}$ is defined to be strictly positive real if the poles of $\mathbf{G}$ are in $\mathbb{D}$ and $\mathbf{G}\left(e^{i \theta}\right)+\mathbf{G}\left(e^{i \theta}\right)^{*}>0$ for all $\theta \in[0,2 \pi]$. The definition we use, as given in Definition 4.1.18, is actually weaker. Indeed, as discussed in [119], transfer functions of the form

$$
\frac{z-\varepsilon}{z+\varepsilon}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)
$$

where $\varepsilon \in(0,1)$, are strictly positive real in the sense of Definition 4.1.18, but are singular at every $z$. Additionally, [119, Theorem 2.2] proves that the two aforementioned notions of strict positive realness are equivalent, provided that $\mathbf{G}(z)+\mathbf{G}\left(z^{-1}\right)^{T}$ has full rank almost everywhere.

The following is a strict positive real lemma, and is a consequence of [51, Lemma 4.2]. However, we shall still provide a brief proof of the result, since we need to verify that the assumptions used below imply that the hypotheses of [51, Lemma 4.2] hold. This is because, as mentioned in Remark 4.1.19, there are various, not equivalent, definitions of strict positive real functions.

Lemma 4.1.20. Let $\Sigma \in \mathbb{L}$. If $\Sigma$ is controllable and observable, $\mathbf{G}$ is strictly positive real and $D+D^{T}>0$, then there exist matrices $P, R \in \mathbb{R}^{n \times n}, L \in \mathbb{R}^{m \times n}$ and $W \in \mathbb{R}^{m \times m}$ such that $P, R$ and $W$ are all positive definite, and

$$
\left.\begin{array}{rl}
A^{T} P A-P & =-L^{T} L-R  \tag{4.33}\\
A^{T} P B & =C^{T}-L^{T} W \\
B^{T} P B & =D+D^{T}-W^{T} W .
\end{array}\right\}
$$

Remark 4.1.21. We note that in the case that $m=1$, as long as $\mathbf{G}$ is positive real and not the zero function, then [24, Lemma 6.1] yields that $D>0$.

Proof of Lemma 4.1.20. Since G is strictly positive real, we have, in particular, that $\mathbf{G}$ is holomorphic on $\{z \in \mathbb{C}:|z| \geq 1\}$. From this, we obtain that $\mathbf{G} \in H_{m \times m}^{\infty}$. By combining this with the controllability and observability of $\Sigma$, as a consequence, we see that $A$ is Schur (see, for example, [72, Theorem 2]). In addition to this, by combining the strict positive realness of $\mathbf{G}$ with the assumption that $D+D^{T}>0$, we claim that

$$
\begin{equation*}
\mathbf{G}(z)+\mathbf{G}(z)^{*}>0 \quad \forall z \in \mathbb{E}_{\varepsilon} \tag{4.34}
\end{equation*}
$$

where $\varepsilon \in(0,1)$ is such that the function $z \mapsto \mathbf{G}(\varepsilon z)$ is positive real. We delay the verification of this claim until the proof of Lemma 5.2.17 in Chapter 5. We do this, because there we shall prove it in a more general setting.
Moving on, with the stability of $A$ in mind, (4.34) allows us to apply [51, Lemma 4.2] to yield the existence of positive definite matrices $P, R \in \mathbb{R}^{n \times n}$ such that

$$
D+D^{T}-B^{T} P B>0
$$

and

$$
P=A^{T} P A+\left(A^{T} P B-C^{T}\right)\left(D+D^{T}-B^{T} P B\right)^{-1}\left(B^{T} P A-C\right)+R .
$$

We now invoke [9, Theorem 7.35, p.226] to yield a positive definite matrix $W \in \mathbb{R}^{m \times m}$ such that $W^{T} W=D+D^{T}-B^{T} P B>0$. By setting $L:=-\left(W^{T}\right)^{-1}\left(B^{T} P A-C\right)$, we complete the proof.

### 4.2 Stability properties

This section contains our main stability results of this chapter. We split the section into three. In the first part, we recall relevant theory and give a key preliminary result; in the second, we give three stability theorems; and in the third, we reformulate these in terms of positive and strict positive real assumptions, by utilising the outcomes of the previous section.

### 4.2.1 System and definitions

From hereon in this chapter, we consider the feedback interconnection of (2.6) with $u=f(y+w)$, where $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ and $w \in\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$is an output disturbance. This system (in the not necessarily square case) is given by (2.17) situated in Chapter 2. For completeness, let us explicitly recall it here also:

$$
\left.\begin{array}{rl}
x^{+} & =A x+B u+B_{\mathrm{e}} v,  \tag{2.17}\\
y & =C x+D u+D_{\mathrm{e}} v, \\
u & =f(y+w),
\end{array}\right\}
$$

where $\Sigma \in \mathbb{L}, v \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}, w \in\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. We hereby recall all notation and all stability notions associated with this system, which were defined and discussed in Chapter 2. For example, for $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$, we denote the behaviour of (2.17) by $\mathcal{B}$ and say that (2.17) is input-to-state stable (ISS), if there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that

$$
\begin{equation*}
\|x(t)\| \leq \psi(\|x(0)\|, t)+\phi\left(\max _{s \in \underline{t-1}}\left\|\binom{v(s)}{w(s)}\right\|\right) \quad \forall t \in \mathbb{N}, \forall(v, w, x, y) \in \mathcal{B} . \tag{4.35}
\end{equation*}
$$

Since a thorough presentation of results regarding (2.17) was given in Section 2.1, we shall not repeat ourselves, and instead refer the reader there for more details. What we shall mention here, however, is the generality of (2.17) when compared to the literature. Frequently, $B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ are assumed to equal $B$ and $D$, respectively, and $w$ is assumed to be the zero function. Additionally, more often than not, the feedthrough matrix $D$ is taken to be the zero matrix. Interestingly, Example 2.2.7 presented a version of (2.17) which is not ISS, but if we only consider the situation wherein $w=0$, then, in that case, there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that

$$
\begin{equation*}
\|x(t)\| \leq \psi(\|x(0)\|, t)+\phi\left(\max _{s \in \underline{t-1}}\|v(s)\|\right) \quad \forall t \in \mathbb{N}, \forall(v, 0, x, y) \in \mathcal{B} . \tag{4.36}
\end{equation*}
$$

This justifies our investigation of ISS for the general system (2.17).
We conclude this initial subsection with the following key result.
Lemma 4.2.1. Let $\Sigma \in \mathbb{L}$ and $P \in \mathbb{R}^{n \times n}$ be such that $P=P^{T}$. Then $U: \mathbb{R}^{n} \rightarrow \mathbb{R}$, defined by $U(\xi):=\langle\xi, P \xi\rangle$ for all $\xi \in \mathbb{R}^{n}$, satisfies, for all $t \in \mathbb{Z}_{+}$and all $(u, v, x, y) \in$ $\mathcal{B}^{\text {lin }}$,

$$
\begin{align*}
U(x(t+1))-U(x(t))= & \left\langle\left(\begin{array}{cc}
A^{T} P A-P & A^{T} P B-C^{T} \\
B^{T} P A-C & B^{T} P B-\left(D+D^{T}\right)
\end{array}\right)\binom{x(t)}{u(t)},\binom{x(t)}{u(t)}\right\rangle \\
& +2\langle C x(t)+D u(t), u(t)\rangle+2\left\langle x(t), A^{T} P B_{\mathrm{e}} v(t)\right\rangle \\
& +2\left\langle B u(t), P B_{\mathrm{e}} v(t)\right\rangle+\left\langle B_{\mathrm{e}} v(t), P B_{\mathrm{e}} v(t)\right\rangle \tag{4.37}
\end{align*}
$$

Proof. Let $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and $t \in \mathbb{Z}_{+}$. We then have

$$
\begin{aligned}
U(x(t+1))-U(x(t))= & \left\langle A x(t)+B u(t)+B_{\mathrm{e}} v(t), P\left(A x(t)+B u(t)+B_{\mathrm{e}} v(t)\right)\right\rangle \\
& -\langle x(t), P x(t)\rangle
\end{aligned}
$$

which in turn implies that

$$
\begin{aligned}
U(x(t+1))-U(x(t))= & \left\langle x(t),\left(A^{T} P A-P\right) x(t)\right\rangle+2\left\langle x(t), A^{T} P B u(t)\right\rangle \\
& +2\left\langle x(t), A^{T} P B_{\mathrm{e}} v(t)\right\rangle+\left\langle u(t), B^{T} P B u(t)\right\rangle \\
& +2\left\langle B u(t), P B_{\mathrm{e}} v(t)\right\rangle+\left\langle B_{\mathrm{e}} v(t), P B_{\mathrm{e}} v(t)\right\rangle .
\end{aligned}
$$

Furthermore, an application of Lemma 4.1.9 yields

$$
\begin{aligned}
& \left\langle\left(\begin{array}{cc}
A^{T} P A-P & A^{T} P B-C^{T} \\
B^{T} P A-C & B^{T} P B-\left(D+D^{T}\right)
\end{array}\right)\binom{x(t)}{u(t)},\binom{x(t)}{u(t)}\right\rangle \\
& \quad=\left\langle\left(A^{T} P A-P\right) x(t), x(t)\right\rangle+\left\langle\left(A^{T} P B-C^{T}\right) u(t), x(t)\right\rangle \\
& \quad+\left\langle\left(B^{T} P A-C\right) x(t), u(t)\right\rangle+\left\langle\left(B^{T} P B-\left(D+D^{T}\right)\right) u(t), u(t)\right\rangle .
\end{aligned}
$$

By combining the previous two identities, it is easy to see that (4.37) holds. Since ( $u, v, x, y$ ) and $t$ are arbitrary, the proof is thus complete.

### 4.2.2 Input-to-state stability

We now present three stability theorems. The first gives sufficient conditions for when (2.17), with $B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ replaced by $B$ and $D$ respectively, satisfies (4.36) for some $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$. This result may be percieved to be a discrete-time analogue of [7, Theorem 1]. The second and third results give hypotheses that guarantee that (2.17) (without the previous restrictions on $B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ ) is ISS by using slightly stronger assumptions. Interestingly, this differs from the work of Section 2.2.2, where it is shown that the same assumptions used in [108, Theorem 13] also yield ISS for the general system (2.17). We shall discuss the aforementioned stronger hypotheses after giving the first result, which we do so now.

Theorem 4.2.2. Let $\Sigma \in \mathbb{L}$ be such that $B_{\mathrm{e}}=B$ and $D_{\mathrm{e}}=D$, and let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Assume that $\Sigma$ is detectable and that there exists a positive semi-definite $P=P^{T} \in$ $\mathbb{R}^{n \times n}$ such that

$$
\left(\begin{array}{cc}
A^{T} P A-P & A^{T} P B-C^{T}  \tag{4.38}\\
B^{T} P A-C & B^{T} P B-\left(D+D^{T}\right)
\end{array}\right) \leq 0 .
$$

Furthermore, assume that $f$ is continuous on a neighbourhood containing $0, f$ is bounded on bounded sets and that there exist $\alpha \in \mathcal{K}_{\infty}, c>0$ and $\mu>0$ such that

$$
\begin{equation*}
\|\xi\| \alpha(\|\xi\|) \leq-\langle\xi, f(\xi)\rangle \quad \forall \xi \in \mathbb{R}^{m} \tag{4.39}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f(\xi)\| \leq-c\langle\xi, f(\xi)\rangle \quad \forall \xi \in \mathbb{R}^{m} \text { s.t. }\|\xi\| \geq \mu \tag{4.40}
\end{equation*}
$$

Then there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that

$$
\begin{equation*}
\|x(t)\| \leq \psi(\|x(0)\|, t)+\phi\left(\max _{s \in \underline{-1}}\|v(s)\|\right) \quad \forall t \in \mathbb{N}, \forall(v, 0, x, y) \in \mathcal{B} \tag{4.41}
\end{equation*}
$$

Before proving Theorem 4.2.2, we provide some commentary in the form of a remark, and two examples.

Remark 4.2.3. (i) Theorem 4.2 .2 is a discrete-time generalisation of [7, Theorem 1], but with weaker assumptions. Indeed, the first improvement concerns the linear matrix inequality (LMI) given by (4.38). In [7, Theorem 1], it is assumed that $A^{T} P+P A \leq 0, P B=C^{T}$ and $D=0$. The discrete-time analogue to these assumptions, would be that $A^{T} P A-P \leq 0, A^{T} P B=C^{T}$ and $B^{T} P B=\left(D+D^{T}\right)$. We claim that the LMI is a weaker assumption than this and refer the reader to Example 4.2.4, situated after the current remark, which gives a situation where the LMI (4.38) holds for some $P \geq 0$, but that $A^{T} P B \neq C^{T}$ for all $P \geq 0$. The second improvement in the hypotheses, is that [7, Theorem 1] assumes the existence of $\mu>0$ such that (4.40) holds for $c=1$. Example 4.2.5, once again located after the present remark, gives a function $f$ that satisfies (4.40) with $\mu=1$ and $c=2$, but which does not satisfy (4.40) for any $\mu>0$ in the situation that $c=1$.
(ii) The assumptions imposed on the nonlinearity $f$ in Theorem 4.2.2 do not restrict the function to be linearly bounded, as in Chapter 2 (see also [107] and [108]). Therefore, we see that $f$ may be 'superlinear', and indeed should be thought of as such, since this is the most interesting case. Moreover, Lemma 4.1.10 guarantees that, under the assumptions of Theorem 4.2.2, $f(0)=0$. An archetypal example of a function satisfying the hypotheses of Theorem 4.2.2 is $f: \mathbb{R} \rightarrow \mathbb{R}, f(\xi):=$ $-\xi^{3}$. For further (multi-dimensional) examples, a collection is given after the proof of Theorem 4.2.2.
(iii) In the single-input single-output case where $m=1$, so long as (4.39) holds, then (4.40) is redundant, since the inequality trivially holds for $\mu=1=c$. In the multi-input multi-output setting where $m>1$, this is not true. Indeed, a counterexample is given in [7, Remark 2].
(iv) We highlight that in the forthcoming proof of Theorem 4.2.2, we use repeatedly that $f$ can be bounded above by a $\mathcal{K}_{\infty}$ function. If the assumption of boundedness of $f$ on bounded sets is dropped, then this cannot be guaranteed. Indeed, consider $g$ given in Example 4.1.4 and set $f=-g$. It is clear that $\alpha \in \mathcal{K}_{\infty}$ defined by $\alpha(s):=s$ for all $s \geq 0$, is such that (4.39) holds, however, there does not exist such a $\mathcal{K}_{\infty}$ function bounding $f$ from above.

Example 4.2.4. Let $\Sigma \in \mathbb{L}$ where $n=2, m=1$,

$$
A:=\left(\begin{array}{ll}
\frac{1}{2} & 0 \\
0 & 0
\end{array}\right), \quad B:=\binom{1}{0}, \quad C:=\left(\begin{array}{ll}
9 & 1
\end{array}\right), \quad D:=\frac{13}{2},
$$

and $B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ are arbitrary. By defining

$$
P:=\left(\begin{array}{cc}
12 & 3 \\
3 & 1
\end{array}\right),
$$

it is easily checked that $P$ is positive definite and (4.38) holds. However, we claim that there does not exist a semi-definite $P=P^{T} \in \mathbb{R}^{n \times n}$ such that $A^{T} P B=C^{T}$. Indeed, if so, then writing

$$
P:=\left(\begin{array}{ll}
p_{1} & p_{2} \\
p_{2} & p_{4}
\end{array}\right),
$$

where $p_{1}, p_{2}, p_{4} \in \mathbb{R}$, we see that

$$
0=A^{T} P B-C^{T}=\binom{\frac{1}{2} p_{1}-9}{-1}
$$

hence yielding a contradiction.
Example 4.2.5. Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be defined by

$$
f(\xi):=\left\{\begin{array}{lc}
-\|\xi\|\left(\begin{array}{cc}
\frac{1}{2\|\xi\|} & -\sin \left(\cos ^{-1}\left(\frac{1}{2\|\xi\|}\right)\right) \\
\sin \left(\cos ^{-1}\left(\frac{1}{2\|\xi\| \|}\right)\right) & \frac{1}{2\|\xi\|}
\end{array}\right) \xi, & \text { if }\|\xi\| \geq 1, \\
-\|\xi\|\left(\begin{array}{cc}
\frac{1}{2} & -\sin \left(\cos ^{-1}\left(\frac{1}{2}\right)\right) \\
\sin \left(\cos ^{-1}\left(\frac{1}{2}\right)\right) & \frac{1}{2}
\end{array}\right) \xi, & \text { if }\|\xi\|<1
\end{array}\right.
$$

We comment that $f$ can be thought of as a linear extension of a rotation matrix which, for each $\xi \in \mathbb{R}^{2}$ with $\|\xi\| \geq 1$, rotates $\xi$ at the variable angle of $\cos ^{-1}(1 / 2\|\xi\|)$. In the sequel, for $\xi \in \mathbb{R}^{2}$, we shall write $\xi=\left(\begin{array}{ll}\xi_{1} & \xi_{2}\end{array}\right)^{T}$ where $\xi_{1}, \xi_{2} \in \mathbb{R}$. Consider that, for all $\xi \in \mathbb{R}^{2}$ with $\|\xi\| \geq 1$,

$$
\begin{align*}
-\langle\xi, f(\xi)\rangle= & \|\xi\| \\
& \left(\frac{1}{2\|\xi\|} \xi_{1}^{2}-\sin \left(\cos ^{-1}\left(\frac{1}{2\|\xi\|}\right)\right) \xi_{1} \xi_{2}\right. \\
& \left.+\sin \left(\cos ^{-1}\left(\frac{1}{2\|\xi\|}\right)\right) \xi_{1} \xi_{2}+\frac{1}{2\|\xi\|} \xi_{2}^{2}\right)  \tag{4.4.4}\\
= & \frac{1}{2}\|\xi\|^{2} .
\end{align*}
$$

In a similar fashion, it can also be shown that, for all $\xi \in \mathbb{R}^{2}$ with $\|\xi\|<1$,

$$
-\langle\xi, f(\xi)\rangle=\frac{1}{2}\|\xi\|^{3} .
$$

Hence, by defining $\alpha \in \mathcal{K}_{\infty}$ by $\alpha(s):=\min \left\{s, s^{2}\right\} / 2$ for all $s \geq 0$, we see that (4.39) holds. In addition to this, note that, for all $\xi \in \mathbb{R}^{2}$ with $\|\xi\| \geq 1$,

$$
\begin{aligned}
\|f(\xi)\|^{2}= & \|\xi\|^{2}\left(\frac{1}{4\|\xi\|^{2}} \xi_{1}^{2}-\frac{1}{\|\xi\|} \sin \left(\cos ^{-1}\left(\frac{1}{2\|\xi\|}\right)\right) \xi_{1} \xi_{2}+\sin ^{2}\left(\cos ^{-1}\left(\frac{1}{2\|\xi\|}\right)\right) \xi_{2}^{2}\right. \\
& \left.\frac{1}{4\|\xi\|^{2}} \xi_{2}^{2}+\frac{1}{\|\xi\|} \sin \left(\cos ^{-1}\left(\frac{1}{2\|\xi\|}\right)\right) \xi_{1} \xi_{2}+\sin ^{2}\left(\cos ^{-1}\left(\frac{1}{2\|\xi\|}\right)\right) \xi_{1}^{2}\right) \\
= & \|\xi\|^{2}\left(\frac{1}{4}+\sin ^{2}\left(\cos ^{-1}\left(\frac{1}{2\|\xi\|}\right)\right)\|\xi\|^{2}\right) .
\end{aligned}
$$

Since $\sin ^{2}(\theta)=1-\cos ^{2}(\theta)$ for all $\theta \in \mathbb{R}$, this implies that, for all $\xi \in \mathbb{R}^{2}$ with $\|\xi\| \geq 1$,

$$
\|f(\xi)\|^{2}=\|\xi\|^{2}\left(\frac{1}{4}+\left(1-\frac{1}{4\|\xi\|^{2}}\right)\|\xi\|^{2}\right)=\|\xi\|^{4} .
$$

By combining this with (4.42), we hence deduce that

$$
\|f(\xi)\|=-2\langle\xi, f(\xi)\rangle \quad \forall \xi \in \mathbb{R}^{2} \text { s.t. }\|\xi\| \geq 1 .
$$

Therefore, (4.40) holds with $c=2$ and $\mu=1$. Furthermore, we also deduce that (4.40) does not hold for any $\mu>0$ in the situation that $c=1$, hence highlighting the differences of the assumptions of Theorem 4.2.2 and [7, Theorem 1].

We shall now prove Theorem 4.2.2, but first we make note that the idea for the method of the proof is obtained from the proof of [7, Theorem 1]. Moreover, some of the arguments we use take inspiration from some ideas seen in [108, Theorem 13].

Proof of Theorem 4.2.2. We seek $U, V: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$and $\gamma_{1}, \gamma_{2} \in \mathcal{K}_{\infty}$ such that

$$
\begin{align*}
(U+V)(x(t+1))-(U+V)(x(t)) \leq-\gamma_{1}(\|x(t)\|) & +\gamma_{2}(\|v(t)\|) \\
& \forall t \in \mathbb{Z}_{+}, \forall(v, 0, x, y) \in \mathcal{B} \tag{4.43}
\end{align*}
$$

and constants $\lambda_{1}, \lambda_{2}>0$ such that

$$
\begin{equation*}
\lambda_{1}\|\xi\|^{2} \leq(U+V)(\xi) \leq \lambda_{2}\|\xi\|^{2} \quad \forall \xi \in \mathbb{R}^{n} \tag{4.44}
\end{equation*}
$$

By following an identical argument to the proof of Proposition 2.2.9 situated in Appendix A , we see that the previous is sufficient for the existence of $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (4.41) holds.
We begin by defining $U: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$by $U(\xi):=\langle\xi, P \xi\rangle$ for all $\xi \in \mathbb{R}^{n}$. Since $B_{\mathrm{e}}=B$ and $D_{\mathrm{e}}=D$, we see that $(f(y)+v, 0, x, y) \in \mathcal{B}^{\text {lin }}$ for all $(v, 0, x, y) \in \mathcal{B}$. Therefore, we invoke Lemma 4.2.1 to yield, for all $(v, 0, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
U(x(t & +1))-U(x(t)) \\
= & \left\langle\left(\begin{array}{cc}
A^{T} P A-P & A^{T} P B-C^{T} \\
B^{T} P A-C & B^{T} P B-\left(D+D^{T}\right)
\end{array}\right)\binom{x(t)}{f(y(t))+v(t)},\binom{x(t)}{f(y(t))+v(t)}\right\rangle \\
& +2\langle C x(t)+D f(y(t))+D v(t), f(y(t))+v(t)\rangle
\end{aligned}
$$

A use of (4.38) subsequently gives

$$
\begin{align*}
U(x(t+1))-U(x(t)) \leq 2\langle y(t), f(y(t))\rangle+ & 2\langle y(t), v(t)\rangle \\
& \forall t \in \mathbb{Z}_{+}, \forall(v, 0, x, y) \in \mathcal{B} . \tag{4.45}
\end{align*}
$$

We now claim that

$$
\begin{align*}
& 2\langle y(t), v(t)\rangle \leq-\langle y(t), f(y(t))\rangle+2 \alpha^{-1}(2\|v(t)\|)\|v(t)\| \\
& \forall t \in \mathbb{Z}_{+}, \tag{4.46}
\end{align*}, \forall(v, 0, x, y) \in \mathcal{B} .
$$

Indeed to see this, fix $t \in \mathbb{Z}_{+}$and $(v, 0, x, y) \in \mathcal{B}$, and consider the following two cases. If $\|v(t)\| \geq \frac{1}{2} \alpha(\|y(t)\|)$, then

$$
\begin{equation*}
2\langle y(t), v(t)\rangle \leq 2\|y(t)\|\|v(t)\| \leq 2 \alpha^{-1}(2\|v(t)\|)\|v(t)\| \tag{4.47}
\end{equation*}
$$

and if $\|v(t)\| \leq \frac{1}{2} \alpha(\|y(t)\|)$, then an application of (4.39) provides

$$
\begin{equation*}
2\langle y(t), v(t)\rangle \leq 2\|y(t)\|\|v(t)\| \leq\|y(t)\| \alpha(\|y(t)\|) \leq-\langle y(t), f(y(t))\rangle \tag{4.48}
\end{equation*}
$$

Therefore, by combining (4.47) with (4.48), we see that the (4.46) holds. Continuing with (4.45), we thus have that

$$
\begin{align*}
U(x(t+1))-U(x(t)) \leq\langle y(t), f(y(t))\rangle+2 \alpha^{-1}(2\|v(t)\|)\|v(t)\| \\
\forall t \in \mathbb{Z}_{+}, \forall(v, 0, x, y) \in \mathcal{B} \tag{4.49}
\end{align*}
$$

We now construct a function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$such that $U+V$ satisfies the properties discussed at the beginning of the proof. To this end, note that since $\Sigma$ is detectable, we may apply Lemma 2.1.29 to yield the existence of a positive definite matrix $\tilde{P}=$ $\tilde{P}^{T} \in \mathbb{R}^{n \times n}$ and $\delta_{1}>0$ such that $V_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$, defined by $V_{1}(\xi):=\langle\xi, \tilde{P} \xi\rangle$ for all $\xi \in \mathbb{R}^{n}$, has the property that (2.14) holds for all $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$ and all $t \in \mathbb{Z}_{+}$, with $V$ and $\delta$ replaced by $V_{1}$ and $\delta_{1}$, respectively. In particular, for all $(v, 0, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$, again since $(f(y)+v, 0, x, y) \in \mathcal{B}^{\text {lin }}$, (2.14) gives that

$$
\begin{equation*}
V_{1}(x(t+1))-V_{1}(x(t)) \leq-\delta_{1}\|x(t)\|^{2}+\|f(y(t))+v(t)\|^{2}+\|y(t)\|^{2} . \tag{4.50}
\end{equation*}
$$

By noting that, for all $(v, 0, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\|f(y(t))+v(t)\|^{2} & \leq\|f(y(t))\|^{2}+\|v(t)\|^{2}+2\|f(y(t))\|\|v(t)\| \\
& \leq 4\|f(y(t))\|^{2}+4\|v(t)\|^{2}
\end{aligned}
$$

we set $\delta:=\delta_{1} / 4$ and define $V_{2}: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$by $V_{2}(\xi)=V_{1}(\xi) / 4$ for all $\xi \in \mathbb{R}^{n}$. We then have, from (4.50), that

$$
\begin{align*}
V_{2}(x(t+1))-V_{2}(x(t)) \leq-\delta\|x(t)\|^{2}+\|f(y(t))\|^{2} & +\|v(t)\|^{2}+\|y(t)\|^{2} \\
& \forall t \in \mathbb{Z}_{+}, \forall(v, 0, x, y) \in \mathcal{B} . \tag{4.51}
\end{align*}
$$

We pause here for a moment, and invoke Lemma 4.1.11 to obtain the existence of $\varepsilon>0$ and $\eta \in \mathcal{K}_{\infty}$ such that (4.15) and (4.16) hold. We also define $\rho: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$by

$$
\rho(s):=\min \left\{\varepsilon \sqrt{\frac{s}{4}}, \eta\left(\sqrt{\frac{s}{4}}\right) \frac{s}{4}\right\} \quad \forall s \geq 0
$$

and note that Lemma 2.1.2 gives that $\rho \in \mathcal{K}_{\infty}$. Let $a_{1} \geq \delta$ be such that $V_{2}(\xi) \leq a_{1}\|\xi\|^{2}$ for all $\xi \in \mathbb{R}^{n}$, and, furthermore, choose $a_{2}>1$ such that

$$
a_{3}:=a_{2}\left(1-\frac{\delta}{2 a_{1}}\right)<1 .
$$

Statement (ii) of Lemma 2.1.7 yields the existence of $a_{4}>1$ such that

$$
\begin{equation*}
\rho\left(a_{3} s_{1}+s_{2}\right) \leq \rho\left(s_{1}\right)+\rho\left(a_{4} s_{2}\right) \quad \forall s_{1}, s_{2} \geq 0 \tag{4.52}
\end{equation*}
$$

Moreover, Lemma 2.1.4 combined with Lemma 2.1.5 yields that

$$
\lim _{s \rightarrow \infty}\left(\rho\left(a_{2} s\right)-\rho(s)\right)=\infty
$$

By utilising this along with Lemma 2.1.8, we yield the existence of $\tilde{\gamma}_{1} \in \mathcal{K}_{\infty}$ such that

$$
\begin{equation*}
\rho\left(s_{1}-s_{2}\right) \leq \rho\left(a_{2} s_{1}\right)-\tilde{\gamma}_{1}\left(s_{2}\right) \quad \forall s_{1} \geq s_{2} \geq 0 . \tag{4.53}
\end{equation*}
$$

Continuing with (4.51), let $a:=1 /\left(a_{2} a_{4}\right)$ and define $V(\xi):=\rho\left(a V_{2}(\xi)\right)$ for all $\xi \in \mathbb{R}^{n}$, so that, for all $(v, 0, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
V(x(t+1)) \leq \rho\left(a\left(V_{2}(x(t))-\delta\|x(t)\|^{2}+\|f(y(t))\|^{2}+\|v(t)\|^{2}+\|y(t)\|^{2}\right)\right) .
$$

Combining this with (4.53) then gives that, for all $(v, 0, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
V(x(t+1)) \leq & \rho\left(a a_{2}\left(V_{2}(x(t))-\frac{\delta}{2}\|x(t)\|^{2}+\|f(y(t))\|^{2}+\|v(t)\|^{2}+\|y(t)\|^{2}\right)\right) \\
& -\tilde{\gamma}_{1}\left(a \frac{\delta}{2}\|x(t)\|^{2}\right) \tag{4.54}
\end{align*}
$$

Furthermore, since $V_{2}(\xi) \leq a_{1}\|\xi\|^{2}$ for all $\xi \in \mathbb{R}^{n}$, we see that

$$
a_{2}\left(V_{2}(\xi)-\frac{\delta}{2}\|\xi\|^{2}\right) \leq a_{2}\left(1-\frac{\delta}{2 a_{1}}\right) V_{2}(\xi)=a_{3} V_{2}(\xi) \quad \forall \xi \in \mathbb{R}^{n}
$$

and thus, by substituting this into (4.54), we obtain that, for all $(v, 0, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,
$V(x(t+1)) \leq \rho\left(a a_{3} V_{2}(x(t))+a a_{2}\left(\|f(y(t))\|^{2}+\|v(t)\|^{2}+\|y(t)\|^{2}\right)\right)-\tilde{\gamma}_{1}\left(a \frac{\delta}{2}\|x(t)\|^{2}\right)$.
We now invoke (4.52) and recall that $1=a a_{2} a_{4}$ so that the above inequality implies, for all $(v, 0, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
V(x(t+1)) \leq V(x(t))+\rho\left(\|f(y(t))\|^{2}+\|v(t)\|^{2}+\|y(t)\|^{2}\right)-\tilde{\gamma}_{1}\left(a \frac{\delta}{2}\|x(t)\|^{2}\right) \tag{4.55}
\end{equation*}
$$

For $(v, 0, x, y) \in \mathcal{B}$ and $t \in \mathbb{Z}_{+}$, if $\|y(t)\| \geq \mu$, then (4.15) gives that

$$
\rho\left(4\|y(t)\|^{2}\right)+\rho\left(4\|f(y(t))\|^{2}\right) \leq \varepsilon(\|y(t)\|+\|f(y(t))\|) \leq-\langle y(t), f(y(t))\rangle
$$

and if $\|y(t)\| \leq \mu$, then (4.16) yields

$$
\begin{aligned}
\rho\left(4\|y(t)\|^{2}\right)+\rho\left(4\|f(y(t))\|^{2}\right) & \leq \eta(\|y(t)\|)\|y(t)\|^{2}+\eta(\|f(y(t))\|)\|f(y(t))\|^{2} \\
& \leq-\langle y(t), f(y(t))\rangle .
\end{aligned}
$$

By combining these inequalities with (4.55), and also by recalling Lemma 2.1.3, we see that, for all $(v, 0, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
V(x(t+1))-V(x(t)) \leq & -\tilde{\gamma}_{1}\left(a \frac{\delta}{2}\|x(t)\|^{2}\right)+\rho\left(4\|f(y(t))\|^{2}\right)+\rho\left(4\|y(t)\|^{2}\right) \\
& +\rho\left(2\|v(t)\|^{2}\right) \\
\leq & -\tilde{\gamma}_{1}\left(a \frac{\delta}{2}\|x(t)\|^{2}\right)+\rho\left(2\|v(t)\|^{2}\right)-\langle y(t), f(y(t))\rangle
\end{aligned}
$$

Hence, we define $\gamma_{1} \in \mathcal{K}_{\infty}$ by $\gamma_{1}(s):=\tilde{\gamma}_{1}\left(a \frac{\delta}{2} s^{2}\right)$ for all $s \geq 0$, so that

$$
\begin{align*}
& V(x(t+1))-V(x(t)) \leq-\gamma_{1}(\|x(t)\|)+\rho\left(2\|v(t)\|^{2}\right)-\langle y(t), f(y(t))\rangle \\
& \forall t \in \mathbb{Z}_{+}, \forall(v, 0, x, y) \in \mathcal{B} \tag{4.56}
\end{align*}
$$

To conclude the proof, by considering (4.49) and (4.56), we see that (4.43) holds, where $\gamma_{2} \in \mathcal{K}_{\infty}$ is defined by $\gamma_{2}(s):=2 \alpha^{-1}(2 s) s+\rho\left(2 s^{2}\right)$ for all $s \geq 0$. Moreover, since $\tilde{P}$ is positive definite, it is clear that there exist $\lambda_{1}, \lambda_{2}>0$ such that (4.43) holds. Therefore, as mentioned at the start of this proof, these two properties of $U+V$ are sufficient to imply the existence of $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (4.41) holds.

The subsequent example gives two classes of functions that satisfy the assumptions of Theorem 4.2.2 that are relevant to the nonlinearity $f$.

Example 4.2.6. Let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ to be defined and let $k \in \mathbb{R}_{+}$be arbitrary.
(i) If we define $f$ by

$$
f(\xi):=-\|\xi\|^{k} \xi \quad \forall \xi \in \mathbb{R}^{m}
$$

then it is clear that $f$ satisfies (4.39) and (4.40) with $\alpha(s):=s^{k+1}$ for all $s \geq 0$, and $c=\mu=1$, respectively.
(ii) Let $m=2$. We define $f$ by

$$
f(\xi):=-\|\xi\|^{k}\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right) \xi \quad \forall \xi \in \mathbb{R}^{2}
$$

It is easy to conclude that

$$
-\langle\xi, f(\xi)\rangle=\|\xi\|^{k}\left\langle\xi,\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right) \xi\right\rangle=\|\xi\|^{k+2} \quad \forall \xi \in \mathbb{R}^{2}
$$

and that

$$
\|f(\xi)\|=\sqrt{\left(\xi_{1}-\xi_{2}\right)^{2}+\left(\xi_{1}+\xi_{2}\right)^{2}}\|\xi\|^{k}=\sqrt{2}\|\xi\|^{k+1} \quad \forall \xi=\binom{\xi_{1}}{\xi_{2}} \in \mathbb{R}^{2}
$$

Therefore, $f$ satisfies (4.39) and (4.40) with $\alpha(s):=s^{k+1}$ for all $s \geq 0$, and $c=1$ and $\mu=\sqrt{2}$, respectively.

In the following, we present two examples of (2.17) that satisfy the assumptions of Theorem 4.2.2.

Example 4.2.7. Consider (2.17) where $n=2, m=1$,

$$
A:=\left(\begin{array}{ll}
\frac{1}{2} & 0 \\
0 & 0
\end{array}\right), \quad B:=\binom{1}{0}=: B_{\mathrm{e}}, \quad C:=\left(\begin{array}{ll}
9 & 1
\end{array}\right), \quad D:=\frac{13}{2}=: D_{\mathrm{e}},
$$

and

$$
f(\xi)=\operatorname{sign}(\xi)\left(1-e^{|\xi|}\right) \quad \forall \xi \in \mathbb{R}
$$

As in Example 4.2.4, it is easily checked that

$$
P:=\left(\begin{array}{cc}
12 & 3 \\
3 & 1
\end{array}\right)
$$

is a positive semi-definite matrix such that (4.38) holds. Moreover,

$$
-\xi f(\xi)=|\xi|\left(e^{|\xi|}-1\right) \geq|\xi|^{2}=|\xi| \alpha(|\xi|)
$$

where $\alpha \in \mathcal{K}_{\infty}$ is defined by $\alpha(s):=s$ for all $s \geq 0$. Therefore, (4.39) is satisfied and so Theorem 4.2.2 yields that there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (4.41) holds. (Here, we have used that (4.39) implies that there exist $c, \mu>0$ such that (4.40) holds if $m=1$ (see Remark 4.2.3).)

Example 4.2.8. Consider (2.17) with $n=m=2, A=I / 2$, where $I$ is the identity matrix,

$$
B=B_{\mathrm{e}}=C=D=D_{\mathrm{e}}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right),
$$

and

$$
f(\xi)=-\|\xi\|^{2}\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right) \xi \quad \forall \xi \in \mathbb{R}^{2}
$$

We see from Example 4.2.6 that $f$ satisfies (4.39) and (4.40) for some $\alpha \in \mathcal{K}_{\infty}$ and $c, \mu>0$. We shall now show that there exists a positive semi-definite matrix $P \in \mathbb{R}^{2 \times 2}$ such that (4.38) holds. To this end, we define $P=2 I$. It can easily be shown that $A^{T} P A-P=-3 I / 2$ and $A^{T} P B-C^{T}=0=B^{T} P B-\left(D+D^{T}\right)$. Therefore, (4.38) is satisfied and so, from Theorem 4.2.2, we obtain that there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (4.41) holds.

We now focus our attention on the case where $B$ and $D$ need not equal $B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ respectively, and where $w$ need not be 0 . To this end, the next result is the second theorem that we mentioned at the start of this subsection. The result shows that if we impose the assumptions of Theorem 4.2.2, but additionally assume an extra condition on the nonlinearity, then (2.17) is ISS.

Theorem 4.2.9. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Assume that $\Sigma$ is detectable and that there exists a positive semi-definite $P=P^{T} \in \mathbb{R}^{n \times n}$ such that (4.38) holds. Furthermore, assume that $f$ is continuous, there exists $\alpha \in \mathcal{K}_{\infty}$ such that (4.39) holds and

$$
\begin{equation*}
-\frac{\langle\xi, f(\xi)\rangle}{\|f(\xi)\|} \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty . \tag{4.57}
\end{equation*}
$$

Then (2.17) is ISS.
Before giving the proof of Theorem 4.2.9, we first give some commentary and an example which presents a suite of functions that satisfy (4.57).

Remark 4.2.10. (i) Apart from the extra continuity assumption, the statements of Theorem 4.2.2 and Theorem 4.2.9 are identical with the exception of the assumptions (4.40) and (4.57). We claim that if $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ is continuous and there exists $\alpha \in \mathcal{K}_{\infty}$ such that (4.39) holds, then (4.57) implies (4.40). Indeed, to see this, note that Lemma 4.1.7 and Lemma 4.1.10 together guarantee the existence of $\gamma \in \mathcal{K}_{\infty}$ such that

$$
\gamma(\|\xi\|) \leq-\frac{\langle\xi, f(\xi)\rangle}{\|f(\xi)\|} \quad \forall \xi \in \mathbb{R}^{m} \backslash\{0\} .
$$

From this, we see that there exists $\mu>0$ such that (4.40) holds with $c=1$. We note, from Example 4.2.5, that (4.39) and (4.40) holding for some $\alpha \in \mathcal{K}_{\infty}, c>0$ and $\mu>0$, does not imply (4.57).
(ii) In the case that $m=1$, (4.39) implies (4.57), and is hence redundant in this case. We therefore conclude that in the single-input single-output setting, the statements of Theorem 4.2.2 and Theorem 4.2.9 are identical. Hence, we now learn that the assumptions of Theorem 4.2.2, in the case that $m=1$, in fact guarantee ISS of (2.17) (without any extra assumption).

Example 4.2.11. Let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ be defined by

$$
f(\xi):=-g(\xi) M \xi \quad \forall \xi \in \mathbb{R}^{m}
$$

where $g: \mathbb{R}^{m} \rightarrow \mathbb{R}_{+}$and $M \in \mathbb{R}^{m \times m}$ are such that $g(\xi)>0$ for all $\xi \in \mathbb{R}^{m} \backslash\{0\}$ and

$$
M+M^{T}>0
$$

Let $\lambda:=\min \left\{\sigma\left(M+M^{T}\right)\right\}>0$. We note that, for all $\xi \in \mathbb{R}^{m} \backslash\{0\}$,

$$
-\frac{\langle\xi, f(\xi)\rangle}{\|f(\xi)\|}=g(\xi) \frac{\langle\xi, M \xi\rangle}{\|g(\xi) M \xi\|}=\frac{\left\langle\xi,\left(M+M^{T}\right) \xi\right\rangle}{2\|M \xi\|} \geq \frac{\lambda\|\xi\|^{2}}{2\|M \xi\|} \geq \frac{\lambda}{2\|M\|}\|\xi\| .
$$

Therefore, $f$ satisfies (4.57). For a specific example of such a function $f$, we refer the reader to statement (ii) of Example 4.2.6.

We now present the proof of Theorem 4.2.9. As with the previous proof, we note that the following is partly inspired by the proof of [108, Theorem 13].

Proof of Theorem 4.2.9. We begin the proof by applying Lemmas 4.1.7 and 4.1.10 to guarantee the existence of $\tilde{\alpha} \in \mathcal{K}_{\infty}$ such that

$$
\begin{equation*}
\tilde{\alpha}(\|\xi\|) \leq-\frac{\langle\xi, f(\xi)\rangle}{\|f(\xi)\|} \quad \forall \xi \in \mathbb{R}^{m} \backslash\{0\} . \tag{4.58}
\end{equation*}
$$

Furthermore, we combine Lemma 4.1.10 and Corollary 4.1.3 to obtain $\beta \in \mathcal{K}_{\infty}$ such that $\|f(\xi)\| \leq \beta(\|\xi\|)$ for all $\xi \in \mathbb{R}^{m}$. Define $\rho: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$by

$$
\rho(s):=\min \left\{\frac{1}{3} \sqrt{\frac{s}{16}} \alpha\left(\sqrt{\frac{s}{16}}\right), \sqrt{\frac{s}{16}} \tilde{\alpha}\left(\beta^{-1}\left(\sqrt{\frac{s}{4}}\right)\right)\right\}
$$

and note that, from Lemma 2.1.2, $\rho \in \mathcal{K}_{\infty}$. Now, via the detectability of $\Sigma$, an application of Lemma 2.1.29 yields the existence of a positive definite matrix $\tilde{P}=$ $\tilde{P}^{T} \in \mathbb{R}^{n \times n}$ and $\delta>0$ such that $V_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$, defined by $V_{1}(\xi):=\langle\xi, \tilde{P} \xi\rangle$ for all $\xi \in \mathbb{R}^{n}$, has the property that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
V_{1}(x(t+1))-V_{1}(x(t)) \leq & -\delta\|x(t)\|^{2}+\|f(y(t)+w(t))\|^{2}+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2} \\
& +\|y(t)\|^{2} \tag{4.59}
\end{align*}
$$

We let $a_{1} \geq \delta$ be such that $V_{1}(\xi) \leq a_{1}\|\xi\|^{2}$ for all $\xi \in \mathbb{R}^{n}$, and, furthermore, choose $a_{2}>1$ such that

$$
a_{3}:=a_{2}\left(1-\frac{\delta}{2 a_{1}}\right)<1
$$

An application of statement (ii) of Lemma 2.1.7 gives that there exists $a_{4}>1$ such that

$$
\begin{equation*}
\rho\left(a_{3} s_{1}+s_{2}\right) \leq \rho\left(s_{1}\right)+\rho\left(a_{4} s_{2}\right) \quad \forall s_{1}, s_{2} \geq 0 \tag{4.60}
\end{equation*}
$$

and statement (iii) of Lemma 2.1.7 yields that there exists $\tilde{\gamma}_{1} \in \mathcal{K}_{\infty}$ such that

$$
\begin{equation*}
\rho\left(s_{1}-s_{2}\right) \leq \rho\left(a_{2} s_{1}\right)-\tilde{\gamma}_{1}\left(s_{2}\right) \quad \forall s_{1} \geq s_{2} \geq 0 \tag{4.61}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\tilde{\gamma}_{1}(s)}{\sqrt{s}} \rightarrow \infty \quad \text { as } s \rightarrow \infty . \tag{4.62}
\end{equation*}
$$

Let $a:=1 /\left(a_{2} a_{4}\right)$ and define $V: \mathbb{R}^{m} \rightarrow \mathbb{R}_{+}$by $V(\xi):=\rho\left(a V_{1}(\xi)\right)$ for all $\xi \in \mathbb{R}^{n}$. Recalling (4.59), we see that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
V(x(t+1)) \leq \rho\left(a \left(V_{1}(x(t))-\delta\|x(t)\|^{2}+\|f(y(t)+w(t))\|^{2}+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2}\right.\right.
\end{aligned}
$$

We combine this with (4.61) to yield that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
& V(x(t+1)) \leq \rho\left(a a _ { 2 } \left(V_{1}(x(t))-\frac{\delta}{2}\|x(t)\|^{2}+\|f(y(t)+w(t))\|^{2}\right.\right. \\
& \left.\left.\quad+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2}+\|y(t)\|^{2}\right)\right)-\tilde{\gamma}_{1}\left(a \frac{\delta}{2}\|x(t)\|^{2}\right) . \tag{4.63}
\end{align*}
$$

Also, by invoking (4.62) and by applying Lemma 4.1.7, we obtain the existence of $\tilde{\gamma}_{2} \in \mathcal{K}_{\infty}$ such that

$$
\tilde{\gamma}_{1}\left(a \frac{\delta}{2} s^{2}\right) \geq s \tilde{\gamma}_{2}(s) \quad \forall s \geq 0
$$

Moreover, since $V_{1}(\xi) \leq a_{1}\|\xi\|^{2}$ for all $\xi \in \mathbb{R}^{n}$, we see that

$$
a_{2}\left(V_{1}(\xi)-\frac{\delta}{2}\|\xi\|^{2}\right) \leq a_{2}\left(1-\frac{\delta}{2 a_{1}}\right) V_{1}(\xi)=a_{3} V_{1}(\xi) \quad \forall \xi \in \mathbb{R}^{n} .
$$

Thus, by combining the previous two inequalities with (4.63), we yield that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
V(x(t+1)) \leq & \rho\left(a a_{3} V_{1}(x(t))+a a_{2}\left(\|f(y(t)+w(t))\|^{2}+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2}+\|y(t)\|^{2}\right)\right) \\
& -\|x(t)\| \tilde{\gamma}_{2}(\|x(t)\|)
\end{aligned}
$$

If we now use (4.60) and recall that $a a_{2} a_{4}=1$, we see that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
V(x(t+1)) \leq & V(x(t))+\rho\left(\|f(y(t)+w(t))\|^{2}+\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2}+\|y(t)\|^{2}\right) \\
& -\|x(t)\| \tilde{\gamma}_{2}(\|x(t)\|) . \tag{4.64}
\end{align*}
$$

We pause here and claim two inequalities. The first is that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
\rho\left(4\|y(t)\|^{2}\right) \leq-\frac{1}{2}\langle y(t)+w(t), f(y(t)+w(t))\rangle+\frac{1}{2}\|w(t)\| \alpha(\|w(t)\|), \tag{4.65}
\end{equation*}
$$

and the second is that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
\rho\left(4\|f(y(t)+w(t))\|^{2}\right) \leq-\frac{1}{2}\langle y(t)+w(t), f(y(t)+w(t))\rangle . \tag{4.66}
\end{equation*}
$$

Turning our attention first to proving (4.65), fix $(v, w, x, y) \in \mathcal{B}$ and $t \in \mathbb{Z}_{+}$and consider

$$
\begin{align*}
\rho\left(4\|y(t)\|^{2}\right) & \leq \frac{1}{6}\|y(t)\| \alpha\left(\frac{\|y(t)\|}{2}\right) \\
& \leq \frac{1}{6}(\|y(t)+w(t)\|+\|w(t)\|) \alpha\left(\frac{\|y(t)+w(t)\|+\|w(t)\|}{2}\right) \\
& \leq \frac{1}{6}(\|y(t)+w(t)\|+\|w(t)\|)(\alpha(\|y(t)+w(t)\|)+\alpha(\|w(t)\|)) \tag{4.67}
\end{align*}
$$

where we have used Lemma 2.1.3. By considering cases of when $\|w(t)\|$ is greater and less than $\|y(t)+w(t)\|$, we see that

$$
\begin{aligned}
& \|y(t)+w(t)\| \alpha(\|w(t)\|)+\|w(t)\| \alpha(\|y(t)+w(t)\|) \\
& \quad \leq 2\|y(t)+w(t)\| \alpha(\|y(t)+w(t)\|)+2\|w(t)\| \alpha(\|w(t)\|)
\end{aligned}
$$

which, when combined with (4.67) and (4.39), yields that

$$
\begin{aligned}
\rho\left(4\|y(t)\|^{2}\right) & \leq \frac{1}{2}\|y(t)+w(t)\| \alpha(\|y(t)+w(t)\|)+\frac{1}{2}\|w(t)\| \alpha(\|w(t)\|) \\
& \leq-\frac{1}{2}\langle y(t)+w(t), f(y(t)+w(t))\rangle+\frac{1}{2}\|w(t)\| \alpha(\|w(t)\|)
\end{aligned}
$$

which is precisely (4.65). We now move onto showing (4.66). To this end, we again fix $(v, w, x, y) \in \mathcal{B}$ and $t \in \mathbb{Z}_{+}$and note that

$$
\rho\left(4\|f(y(t)+w(t))\|^{2}\right) \leq \frac{1}{2} \tilde{\alpha}\left(\beta^{-1}(\|f(y(t)+w(t))\|)\right)\|f(y(t)+w(t))\| .
$$

By using (4.58) and the fact that $\|f(\xi)\| \leq \beta(\|\xi\|)$ for all $\xi \in \mathbb{R}^{m}$, this becomes

$$
\begin{aligned}
\rho\left(4\|f(y(t)+w(t))\|^{2}\right) & \leq \frac{1}{2} \tilde{\alpha}(\|y(t)+w(t)\|)\|f(y(t)+w(t))\| \\
& \leq-\frac{1}{2}\langle y(t)+w(t), f(y(t)+w(t))\rangle,
\end{aligned}
$$

hence giving (4.66). We now continue with (4.64) and utilise (4.65) and (4.66) along with Lemma 2.1.3, to yield, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
& V(x(t+1))-V(x(t)) \leq-\|x(t)\| \tilde{\gamma}_{2}(\|x(t)\|)+\rho\left(2\left\|\binom{B_{\mathrm{e}} v(t)}{D_{\mathrm{e}} v(t)}\right\|^{2}\right) \\
&-\langle y(t)+w(t), f(y(t)+w(t))\rangle+\frac{1}{2}\|w(t)\| \alpha(\|w(t)\|) . \tag{4.68}
\end{align*}
$$

To complete the proof, we seek to obtain $U: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$such that $U+V$ is an ISSLyapunov function with the aim of invoking Proposition 2.2.9. To this end, define $U$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$by $U(\xi):=\langle\xi, P \xi\rangle$ for all $\xi \in \mathbb{R}^{n}$, and note that since $(f(y+w), v, x, y) \in \mathcal{B}^{\text {lin }}$ for all $(v, w, x, y) \in \mathcal{B}$, Lemma 4.2.1 yields that (4.37) holds for all $(v, w, x, y) \in \mathcal{B}$ and
all $t \in \mathbb{Z}_{+}$, where $u=f(y+w)$. Therefore, by combining (4.37) with (4.38), we see that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
U(x(t+1)) & -U(x(t)) \leq 2\left\langle y(t)-D_{\mathrm{e}} v(t), f(y(t)+w(t))\right\rangle+\|P\|\left\|B_{\mathrm{e}} v(t)\right\|^{2} \\
& +2\left\|A^{T} P\right\|\|x(t)\|\left\|B_{\mathrm{e}} v(t)\right\|+2\left\|B^{T} P\right\|\|f(y(t)+w(t))\|\left\|B_{\mathrm{e}} v(t)\right\| . \tag{4.69}
\end{align*}
$$

We now combine (4.69) with statement (i) of Lemma 2.1.7 to obtain the existence of $\tilde{\gamma}_{3} \in \mathcal{K}_{\infty}$ such that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
& U(x(t+1))-U(x(t)) \leq \frac{1}{2}\|x(t)\| \tilde{\gamma}_{2}(\|x(t)\|)+\tilde{\gamma}_{3}(\|v(t)\|)+2\|w(t)\|\|f(y(t)+w(t))\| \\
& \quad+2\langle y(t)+w(t), f(y(t)+w(t))\rangle+2\left(\left\|B^{T} P\right\|\left\|B_{\mathrm{e}}\right\|+\left\|D_{\mathrm{e}}\right\|\right)\|v(t)\|\|f(y(t)+w(t))\| .
\end{aligned}
$$

By defining $c:=2\left(1+\left\|B^{T} P\right\|\left\|B_{\mathrm{e}}\right\|+\left\|D_{\mathrm{e}}\right\|\right)>0$, we then see that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
& U(x(t+1))-U(x(t)) \leq \frac{1}{2}\|x(t)\| \tilde{\gamma}_{2}(\|x(t)\|)+\tilde{\gamma}_{3}\left(\left\|\binom{v(t)}{w(t)}\right\|\right) \\
& \quad+2\langle y(t)+w(t), f(y(t)+w(t))\rangle+c\|f(y(t)+w(t))\|\left\|\binom{v(t)}{w(t)}\right\| . \tag{4.70}
\end{align*}
$$

We pause here for a moment, and claim that there exists $\tilde{\gamma}_{4} \in \mathcal{K}_{\infty}$ such that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
c\|f(y(t)+w(t))\|\left\|\binom{v(t)}{w(t)}\right\| \leq-\langle y(t)+w(t), f(y(t)+w(t))\rangle+\tilde{\gamma}_{4}\left(\left\|\binom{v(t)}{w(t)}\right\|\right) . \tag{4.71}
\end{equation*}
$$

Indeed, to see this, fix $(v, w, x, y) \in \mathcal{B}$ and $t \in \mathbb{Z}_{+}$, and begin with the case that

$$
\left\|\binom{v(t)}{w(t)}\right\| \leq \frac{1}{c} \tilde{\alpha}(\|y(t)+w(t)\|),
$$

where we recall $\tilde{\alpha}$ from (4.58). We then have that

$$
\begin{aligned}
c\|f(y(t)+w(t))\|\left\|\binom{v(t)}{w(t)}\right\| & \leq \tilde{\alpha}(\|y(t)+w(t)\|)\|f(y(t)+w(t))\| \\
& \leq-\langle y(t)+w(t), f(y(t)+w(t))\rangle .
\end{aligned}
$$

If instead the converse were to hold, then

$$
\begin{aligned}
c\|f(y(t)+w(t))\|\left\|\binom{v(t)}{w(t)}\right\| & \leq c \beta(\|y(t)+w(t)\|)\left\|\binom{v(t)}{w(t)}\right\| \\
& \leq c \beta\left(\tilde{\alpha}^{-1}\left(c\left\|\binom{v(t)}{w(t)}\right\|\right)\right)\left\|\binom{v(t)}{w(t)}\right\|
\end{aligned}
$$

where we recall that $\beta \in \mathcal{K}_{\infty}$ is such that $\|f(\xi)\| \leq \beta(\|\xi\|)$ for all $\xi \in \mathbb{R}^{m}$. We therefore see that a combination of the two cases proves (4.71). By continuing with (4.70), (4.71) gives that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
U(x(t+1))-U(x(t)) \leq & \frac{1}{2}\|x(t)\| \tilde{\gamma}_{2}(\|x(t)\|)+\langle y(t)+w(t), f(y(t)+w(t))\rangle \\
& +\tilde{\gamma}_{5}\left(\left\|\binom{v(t)}{w(t)}\right\|\right), \tag{4.72}
\end{align*}
$$

where $\tilde{\gamma}_{5}(s):=\tilde{\gamma}_{4}(s)+\tilde{\gamma}_{3}(s)$ for all $s \geq 0$. To conclude the proof, we set $W:=U+V$ and refer to (4.68) and (4.72) so that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
W(x(t+1))-W(x(t)) \leq-\gamma_{1}(\|x(t)\|)+\gamma_{2}\left(\left\|\binom{v(t)}{w(t)}\right\|\right)
$$

where $\gamma_{1}, \gamma_{2} \in \mathcal{K}_{\infty}$ are defined by $\gamma_{1}(s):=\frac{1}{2} s \tilde{\gamma}_{2}(s)$ and $\gamma_{2}(s):=\tilde{\gamma}_{5}(s)+\rho\left(2\left(\left\|B_{\mathrm{e}}\right\|^{2}+\right.\right.$ $\left.\left.\left\|D_{\mathrm{e}}\right\|^{2}\right) s^{2}\right)+s \alpha(s) / 2$ for all $s \geq 0$. Hence, since $\tilde{P}$ is positive definite, $W$ is an ISSLyapunov function and so, by Propositon 2.2.9, the proof is complete.

We saw in Theorem 4.2.9 that if we strengthen the nonlinearity assumptions of Theorem 4.2 .2 , then we obtain that (2.17) is ISS. The next, and final, stability result shows that if we instead strengthen the linear assumptions, namely the LMI (4.38), then (2.17) is ISS.

Theorem 4.2.12. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Assume that there exists a positive definite $P=P^{T} \in \mathbb{R}^{n \times n}$ such that

$$
\left(\begin{array}{cc}
A^{T} P A-P & A^{T} P B-C^{T}  \tag{4.73}\\
B^{T} P A-C & B^{T} P B-\left(D+D^{T}\right)
\end{array}\right)<0
$$

and $0 \leq-\langle\xi, f(\xi)\rangle$ for all $\xi \in \mathbb{R}^{m}$. Then (2.17) is ISS.
Before proving Theorem 4.2.12, we give the following remark and two examples.
Remark 4.2.13. (i) The LMI (4.73) is a stronger assumption than (4.38). Indeed, Example 4.2.14, given after this remark, presents a system that satisfies (4.38) for some $P \geq 0$, but not (4.73) for any $P>0$.
(ii) We highlight that the strength of (4.73) allows us to impose only a very weak assumption on the nonlinearity. Indeed, the assumption $0 \leq-\langle\xi, f(\xi)\rangle$ for all $\xi \in \mathbb{R}^{m}$ is weaker than the assumptions on $f$ utilised in the previous two theorems, and we refer the reader to Example 4.2.15, situated after the current remark, for an illustration of this.
(iii) From Lemma 4.1.9, we see that as a consequence of (4.73), $A^{T} P A-P$ is negative definite. An application of Lemma 4.1.8 then yields that $A$ is Schur.

Example 4.2.14. Consider the linear system from Example 4.2.8. Namely, consider $\Sigma \in \mathbb{L}$ with $n=m=2, A=I / 2$, where $I$ is the identity matrix, and

$$
B=B_{\mathrm{e}}=C=D=D_{\mathrm{e}}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

We saw in Example 4.2 .8 that $\Sigma$ satisfies (4.38) with $P=2 I$. However, we shall now show that (4.73) is not satisfied for any positive definite matrix $P \in \mathbb{R}^{2 \times 2}$. To this end, suppose such a matrix exists and denote it by

$$
P=\left(\begin{array}{ll}
p_{1} & p_{2} \\
p_{2} & p_{4}
\end{array}\right)
$$

where $p_{1}, p_{2}, p_{4} \in \mathbb{R}$. An application of Lemma 4.1.9 then yields that $B^{T} P B-\left(D+D^{T}\right)$ is a negative definite matrix. However,

$$
B^{T} P B-\left(D+D^{T}\right)=\left(\begin{array}{cc}
p_{1} & 0 \\
0 & 0
\end{array}\right)-\left(\begin{array}{ll}
2 & 0 \\
0 & 0
\end{array}\right)=\left(\begin{array}{cc}
p_{1}-2 & 0 \\
0 & 0
\end{array}\right)
$$

which is not negative definite. We hence have a contradiction, which thus implies that (4.73) does not hold for any positive definite matrix $P \in \mathbb{R}^{2 \times 2}$.

Example 4.2.15. Consider (2.17) where $n=2, m=1$,

$$
A=\left(\begin{array}{cc}
-\frac{1}{2} & 0 \\
0 & 0
\end{array}\right), \quad B=\binom{-1}{0}, \quad C=\left(\begin{array}{ll}
1 & 0
\end{array}\right), \quad D=2,
$$

$B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ are arbitrary, and $f: \mathbb{R} \rightarrow \mathbb{R}$ is defined by

$$
f(\xi)= \begin{cases}-\operatorname{sign}(\xi) \sqrt{|\xi|}, & \text { if }|\xi| \leq 1 \\ -\operatorname{sign}(\xi), & \text { if }|\xi|>1\end{cases}
$$

We further define $P=2 I \in \mathbb{R}^{2 \times 2}$, where $I$ is the identity matrix. Trivially, $P$ is positive definite and it is not difficult to verify that (4.73) holds and that $0 \leq-\langle\xi, f(\xi)\rangle$ for all $\xi \in \mathbb{R}^{m}$. Therefore, Theorem 4.2 .12 guarantees that (2.17) is ISS. However, $f$ certainly does not satisfy (4.39) for any $\alpha \in \mathcal{K}_{\infty}$, and so Theorem 4.2.2 cannot be applied.

Proof of Theorem 4.2.12. Define $U: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$by $U(\xi):=\langle\xi, P \xi\rangle$ for all $\xi \in \mathbb{R}^{n}$. Note that since $(f(y+w), v, x, y) \in \mathcal{B}^{\text {lin }}$ for all $(v, w, x, y) \in \mathcal{B}$, Lemma 4.2.1 yields that (4.37) holds for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$and where $u=f(y+w)$. Moreover, by (4.73), we obtain the existence of $\lambda>0$ such that, for all $\xi \in \mathbb{R}^{n}$ and $\zeta \in \mathbb{R}^{m}$,

$$
\left\langle\left(\begin{array}{cc}
A^{T} P A-P & A^{T} P B-C^{T} \\
B^{T} P A-C & B^{T} P B-\left(D+D^{T}\right)
\end{array}\right)\binom{\xi}{\zeta},\binom{\xi}{\zeta}\right\rangle \leq-\lambda\left\|\binom{\xi}{\zeta}\right\|^{2} .
$$

Hence, by combining this with (4.37), we obtain that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
U(x(t+1))-U(x(t)) \leq & -\lambda\left\|\binom{x(t)}{f(y(t)+w(t))}\right\|^{2}+2\left\langle y(t)-D_{\mathrm{e}} v(t), f(y(t)+w(t))\right\rangle \\
& +2\left\|A^{T} P\right\|\|x(t)\|\left\|B_{\mathrm{e}} v(t)\right\|+\|P\|\left\|B_{\mathrm{e}} v(t)\right\|^{2} \\
& +2\left\|B^{T} P\right\|\|f(y(t)+w(t))\|\left\|B_{\mathrm{e}} v(t)\right\| . \tag{4.74}
\end{align*}
$$

We shall now show that $U$ is an ISS-Lyapunov function (see Definition 2.2.8) and then invoke Proposition 2.2.9 to complete the proof. To this end, we shall first show that there exist $\gamma_{1}, \gamma_{2} \in \mathcal{K}_{\infty}$ such that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
U(x(t+1))-U(x(t)) \leq-\gamma_{1}(\|x(t)\|)+\gamma_{2}\left(\left\|\binom{v(t)}{w(t)}\right\|\right) . \tag{4.75}
\end{equation*}
$$

Indeed, to prove this, fix $(v, w, x, y) \in \mathcal{B}$ and $t \in \mathbb{Z}_{+}$and note that, by considering separate cases of when $4\left\|A^{T} P\right\|\left\|B_{\mathrm{e}} v(t)\right\|$ is greater or less than $\lambda\|x(t)\|$, we obtain that

$$
\begin{align*}
2\left\|A^{T} P\right\|\|x(t)\|\left\|B_{\mathrm{e}} v(t)\right\| & \leq \frac{\lambda}{2}\|x(t)\|^{2}+\frac{8}{\lambda}\left\|A^{T} P\right\|^{2}\left\|B_{\mathrm{e}} v(t)\right\|^{2} \\
& \leq \frac{\lambda}{2}\|x(t)\|^{2}+\frac{8}{\lambda}\left\|A^{T} P\right\|^{2}\left\|B_{\mathrm{e}}\right\|^{2}\left\|\binom{v(t)}{w(t)}\right\|^{2} . \tag{4.76}
\end{align*}
$$

Furthermore,

$$
\begin{aligned}
2\langle y(t)- & \left.D_{\mathrm{e}} v(t), f(y(t)+w(t))\right\rangle+2\left\|B^{T} P\right\|\|f(y(t)+w(t))\|\left\|B_{\mathrm{e}} v(t)\right\| \\
\leq & 2\langle y(t)+w(t), f(y(t)+w(t))\rangle \\
& +2\left(\|w(t)\|+\left\|D_{\mathrm{e}} v(t)\right\|+\left\|B^{T} P\right\|\left\|B_{\mathrm{e}} v(t)\right\|\right)\|f(y(t)+w(t))\| \\
\leq & 2\langle y(t)+w(t), f(y(t)+w(t))\rangle \\
& +2\left(1+\left\|D_{\mathrm{e}}\right\|+\left\|B^{T} P\right\|\left\|B_{\mathrm{e}}\right\|\right)\left\|\binom{v(t)}{w(t)}\right\|\|f(y(t)+w(t))\| .
\end{aligned}
$$

Therefore, by considering separate cases of when

$$
\left\|\binom{v(t)}{w(t)}\right\| \text { is greater or less than } \frac{\lambda\|f(y(t)+w(t))\|}{4\left(1+\left\|D_{\mathrm{e}}\right\|+\left\|B^{T} P\right\|\left\|B_{\mathrm{e}}\right\|\right)},
$$

we see that

$$
\begin{align*}
2\left\langle y(t)-D_{\mathrm{e}} v(t),\right. & f(y(t)+w(t))\rangle+2\left\|B^{T} P\right\|\|f(y(t)+w(t))\|\left\|B_{\mathrm{e}} v(t)\right\| \\
\leq & 2\langle y(t)+w(t), f(y(t)+w(t))\rangle+\frac{\lambda}{2}\|f(y(t)+w(t))\|^{2} \\
& +\frac{8}{\lambda}\left(1+\left\|D_{\mathrm{e}}\right\|+\left\|B^{T} P\right\|\left\|B_{\mathrm{e}}\right\|\right)^{2}\left\|\binom{v(t)}{w(t)}\right\|^{2} \tag{4.77}
\end{align*}
$$

Hence, we define $\gamma_{2} \in \mathcal{K}_{\infty}$ by

$$
\gamma_{2}(s):=\frac{8}{\lambda}\left(\left(1+\left\|D_{\mathrm{e}}\right\|+\left\|B^{T} P\right\|\left\|B_{\mathrm{e}}\right\|\right)^{2}+\left\|A^{T} P\right\|^{2}\left\|B_{\mathrm{e}}\right\|^{2}\right) s^{2}+\|P\|\left\|B_{\mathrm{e}}\right\|^{2} s^{2} \quad \forall s \geq 0
$$

so that (4.76) and (4.77), when combined with (4.74) and the identity

$$
\left\|\binom{\xi}{\zeta}\right\|^{2}=\|\xi\|^{2}+\|\zeta\|^{2} \quad \forall \xi \in \mathbb{R}^{n}, \forall \zeta \in \mathbb{R}^{m}
$$

yield

$$
\begin{aligned}
U(x(t+1))-U(x(t)) \leq & -\frac{\lambda}{2}\|x(t)\|^{2}-\frac{\lambda}{2}\|f(y(t)+w(t))\|^{2} \\
& +2\langle y(t)+w(t), f(y(t)+w(t))\rangle+\gamma_{2}\left(\left\|\binom{v(t)}{w(t)}\right\|\right)
\end{aligned}
$$

Since $\langle\xi, f(\xi)\rangle \leq 0$ for all $\xi \in \mathbb{R}^{m}$, by defining $\gamma_{1} \in \mathcal{K}_{\infty}$ by $\gamma_{1}(s):=\lambda s^{2} / 2$ for all $s \geq 0$, it is clear that (4.75) holds. Moreover, since $\gamma_{1}$ and $\gamma_{2}$ only depend on $\Sigma$ and $P$ (and hence not on $(v, w, x, y)$ or $t)$, we see that (4.75) holds for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$. Finally, since $P$ is positive definite, it is easy to check that there exist $c_{1}, c_{2}>0$ such that

$$
c_{1}\|\xi\|^{2} \leq U(\xi) \leq c_{2}\|\xi\|^{2} \quad \forall \xi \in \mathbb{R}^{n}
$$

Therefore, by combining this with the fact that (4.75) holds for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$, we see that $U$ is indeed an ISS-Lyapunov function, which, by Proposition 2.2.9, completes the proof.

We conclude this subsection by summarising the assumptions of the previous three theorems. Indeed, we refer the reader to Table 4.1 for an illustration. We recall that (4.73) implies (4.38). Moreover, (4.39) guarantees that $0 \leq-\langle\xi, f(\xi)\rangle, \forall \xi \in \mathbb{R}^{m}$, and (4.39) together with (4.57) implies (4.40).

Chapter 4. Stability and convergence properties of Lur'e systems with potentially superlinear nonlinearity

|  | Linear assumptions |  | Nonlinear assumptions |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Theorem | $(4.38)$ | $(4.73)$ | $(4.39)$ | $(4.40)$ | $(4.57)$ | $0 \leq-\langle\xi, f(\xi)\rangle, \forall \xi \in \mathbb{R}^{m}$ |
| 4.2 .2 | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |  |  |
| 4.2 .9 | $\checkmark$ |  | $\checkmark$ |  | $\checkmark$ |  |
| 4.2 .12 |  | $\checkmark$ |  |  |  | $\checkmark$ |

Table 4.1: Summary of the assumptions of the three theorems of Section 4.2. The symbol $\checkmark$ means that the relevant assumption is imposed in the corresponding theorem.

### 4.2.3 Positive real assumptions

Our attention now turns towards utilising the positive and strict positive real lemmas, that is, Lemmas 4.1.15 and 4.1.20, in order to rewrite the three stability theorems of the previous subsection in terms of positive and strictly positive real assumptions on the transfer function. In particular, we shall express the LMIs given by (4.38) and (4.73) in terms of positive and strict positive real assumptions, respectively. To this end, we begin with the following two corollaries, which are each an immediate consequence of Lemma 4.1.15 combined with Theorem 4.2 .2 and Theorem 4.2.9, respectively. Indeed, the existence of a positive semi-definite matrix $P \in \mathbb{R}^{n \times n}$ and matrices $L$ and $W$ satisfying (4.20) trivially implies that (4.38) holds.

Corollary 4.2.16. Let $\Sigma \in \mathbb{L}$ with $B_{\mathrm{e}}=B$ and $D_{\mathrm{e}}=D$, and let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Assume that $\mathbf{G}$ is positive real and that either: (i) $\Sigma$ is controllable and observable, or; (ii) $\Sigma$ is stabilisable and detectable and there exists $\eta \in \partial \mathbb{D}$, not a pole of $\mathbf{G}$, such that $\mathbf{G}(\eta)+\mathbf{G}(\eta)^{*}>0$. Furthermore, assume that $f$ is continuous on a neighbourhood containing $0, f$ is bounded on bounded sets and that there exist $\alpha \in \mathcal{K}_{\infty}, c>0$ and $\mu>0$ such that the nonlinearity $f$ satisfies (4.39) and (4.40). Then there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (4.41) holds.

Corollary 4.2.17. Let $\Sigma \in \mathbb{L}$ and let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Assume that $\mathbf{G}$ is positive real and that either: (i) $\Sigma$ is controllable and observable, or; (ii) $\Sigma$ is stabilisable and detectable and there exists $\eta \in \partial \mathbb{D}$, not a pole of $\mathbf{G}$, such that $\mathbf{G}(\eta)+\mathbf{G}(\eta)^{*}>0$. Furthermore, assume that $f$ is continuous, there exists $\alpha \in \mathcal{K}_{\infty}$ such that (4.39) holds and $f$ satisfies (4.57). Then (2.17) is ISS.

The next example illustrates that the assumptions of the previous two corollaries are stronger than the assumptions given in Theorem 4.2.2 and Theorem 4.2.9, respectively.

Example 4.2.18. Let $\Sigma \in \mathbb{L}$, where $n=2, m=1$,

$$
A:=\left(\begin{array}{cc}
\frac{1}{2} & 0 \\
0 & -1
\end{array}\right), \quad B:=\binom{0}{1}, \quad C:=\left(\begin{array}{ll}
0 & -2
\end{array}\right), \quad D:=1
$$

and $B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ are arbitrary. By defining

$$
P:=\left(\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right)
$$

is can easily be verified that $P$ is positive definite and

$$
\left(\begin{array}{cc}
A^{T} P A-P & A^{T} P B-C^{T} \\
B^{T} P A-C & B^{T} P B-\left(D+D^{T}\right)
\end{array}\right)=\left(\begin{array}{ccc}
-\frac{3}{4} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right),
$$

hence giving that the LMI (4.38) holds. Moreover, $\Sigma$ is detectable, and so the assumptions of Theorems 4.2.2 and 4.2.9, relevant to $\Sigma$, hold. However, is it easily checked that $\Sigma$ is not controllable. Additionally, since

$$
\mathbf{G}(z)=\frac{z-1}{z+1} \quad \forall z \in \mathbb{C} \backslash\{-1\},
$$

it is simple to check that $\mathbf{G}(z)+\mathbf{G}(z)^{*}=0$ on $\partial \mathbb{D} \backslash\{-1\}$. We therefore see that $\Sigma$ does not satisfy the relevant hypotheses of Corollaries 4.2.16 and 4.2.17.
The final corollary of this section is obtained from a combination of Theorem 4.2.12 with Lemma 4.1.20.
Corollary 4.2.19. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Assume that $\Sigma$ is controllable and observable, $\mathbf{G}$ is strictly positive real, $D+D^{T}>0$ and $0 \leq-\langle\xi, f(\xi)\rangle$ for all $\xi \in \mathbb{R}^{m}$. Then (2.17) is ISS.
Proof. In order to invoke Theorem 4.2.12, we only need to verify the existence of a positive definite matrix $P=P^{T} \in \mathbb{R}^{n \times n}$ such that (4.73) holds. To this end, note that since the hypotheses of Lemma 4.1.20 hold, we obtain the existence of matrices $P, R \in \mathbb{R}^{n \times n}, L \in \mathbb{R}^{m \times n}$ and $W \in \mathbb{R}^{m \times m}$ such that $P, R$ and $W$ are all positive definite, and (4.33) holds. Let

$$
\binom{\xi}{\zeta} \in \mathbb{R}^{n+m} \backslash\{0\}
$$

where $\xi \in \mathbb{R}^{n}$ and $\zeta \in \mathbb{R}^{m}$. For ease of notation in the sequel, set

$$
M:=\left(\begin{array}{cc}
A^{T} P A-P & A^{T} P B-C^{T} \\
B^{T} P A-C & B^{T} P B-\left(D+D^{T}\right)
\end{array}\right) \quad \text { and } \quad \eta:=\binom{\xi}{\zeta} .
$$

By using Lemma 4.1.9, we see that

$$
\langle M \eta, \eta\rangle=\left\langle\left(A^{T} P A-P\right) \xi, \xi\right\rangle+2\left\langle\left(A^{T} P B-C^{T}\right) \zeta, \xi\right\rangle+\left\langle\left(B^{T} P B-\left(D+D^{T}\right)\right) \zeta, \zeta\right\rangle .
$$

Furthermore, if we now invoke (4.33), we obtain that

$$
\begin{align*}
\langle M \eta, \eta\rangle & =-\|L \xi\|^{2}-\langle R \xi, \xi\rangle-2\langle L \xi, W \zeta\rangle-\|W \zeta\|^{2} \\
& =-\|L \xi+W \zeta\|^{2}-\langle R \xi, \xi\rangle . \tag{4.78}
\end{align*}
$$

We consider the following two cases. First, if $\xi \neq 0$, then $\langle R \xi, \xi\rangle>0$ and so (4.78) gives that $\langle M \eta, \eta\rangle<0$. In the second case of when $\xi=0$, we deduce therefore that $\zeta \neq 0$ and so, since $W$ is positive definite, $\|W \zeta\|>0$. Hence, from (4.78), we yield that $\langle M \eta, \eta\rangle<0$, which completes the proof since $\xi$ and $\zeta$ were arbitrary.
We conclude this section with the following trivial example, which shows that the hypotheses of Theorem 4.2.12 are weaker than the hypotheses of Corollary 4.2.19.
Example 4.2.20. Let $\Sigma \in \mathbb{L}$ be as in Example 4.2.15. That is, $n=2, m=1$,

$$
A=\left(\begin{array}{cc}
-\frac{1}{2} & 0 \\
0 & 0
\end{array}\right), \quad B=\binom{-1}{0}, \quad C=\left(\begin{array}{ll}
1 & 0
\end{array}\right), \quad D=2
$$

and $B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ are arbitrary. By defining $P \in \mathbb{R}^{2 \times 2}$ to be $2 I$, where $I$ is the identity matrix, we see that (4.73) holds. However, we note that $\Sigma$ is not controllable. Therefore, a system with linear component given by $\Sigma$ satisfies the linear assumptions of Theorem 4.2.12, but not those of Corollary 4.2.19.

### 4.3 Convergence properties

In this section, we shall develop sufficient criteria for when (2.17), with potentially superlinear nonlinearity, exhibits a certain convergence property, namely the converginginput converging-state (CICS) property. This property was discussed in detail in Section 2.3, and was first investigated in [15]. We refer the reader to Section 2.3 for explicit definitions and details.

In both Section 2.3 and [15], the CICS property has been obtained from ISS theorems. Indeed, this was done in Section 2.3 and [15] by, roughly, forming an 'incremental' version of the assumptions relevant to the nonlinearity in Theorem 2.2.10 and [107, Theorem 3.2], respectively, and by making sure that these assumptions also guarantee the existence of an equilibrium corresponding to each constant input. Repeated uses of ISS estimates (of a 'shifted' system) then yielded the CICS property. It is this methodology that we hope to try to reproduce in our current setting, that is, where functions are allowed to be 'superlinear'. With this motivation in mind, we split the current section in two. In the first part we present relevant preliminary results, and in the second, we give sufficient conditions for when (2.17) exhibits the CICS property.

### 4.3.1 Preliminary results and definitions

The first preliminary result we shall give is the following, which shows that if a function satisfies a relevant limit for one particular value, then it does so for every value.

Lemma 4.3.1. Let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ and assume that there exists $\eta \in \mathbb{R}^{m}$ such that

$$
\begin{equation*}
\min \left\{-\frac{\langle\xi, f(\xi+\eta)-f(\eta)\rangle}{\|\xi\|},-\frac{\langle\xi, f(\xi+\eta)-f(\eta)\rangle}{\|f(\xi+\eta)-f(\eta)\|}\right\} \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty \tag{4.79}
\end{equation*}
$$

Then for every $\zeta \in \mathbb{R}^{m}$,

$$
\begin{equation*}
\min \left\{-\frac{\langle\xi, f(\xi+\zeta)-f(\zeta)\rangle}{\|\xi\|},-\frac{\langle\xi, f(\xi+\zeta)-f(\zeta)\rangle}{\|f(\xi+\zeta)-f(\zeta)\|}\right\} \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty \tag{4.80}
\end{equation*}
$$

Proof. Let $\zeta \in \mathbb{R}^{m}$. We set $R:=\|\zeta-\eta\|$ which we assume is positive, else (4.80) trivially holds. A consequence of (4.79) is that we may choose $\mu>R$ sufficiently large so that

$$
\begin{equation*}
2 R \leq-\frac{\langle\xi, f(\xi+\eta)-f(\eta)\rangle}{\|f(\xi+\eta)-f(\eta)\|} \quad \forall \xi \in \mathbb{R}^{m},\|\xi\| \geq \mu \tag{4.81}
\end{equation*}
$$

and so

$$
\begin{equation*}
-\|f(\xi+\eta)-f(\eta)\| \geq \frac{1}{2 R}\langle\xi, f(\xi+\eta)-f(\eta)\rangle \quad \forall \xi \in \mathbb{R}^{m},\|\xi\| \geq \mu \tag{4.82}
\end{equation*}
$$

Moreover, for each $\xi \in \mathbb{R}^{m}$ with $\|\xi\| \geq \mu+R>0$, define $z_{\xi}=\xi+\zeta-\eta$. We note that $\left\|z_{\xi}\right\| \geq \mu$ and

$$
\begin{equation*}
\frac{1}{2} \leq 1-\frac{R}{\|\xi\|} \leq \frac{\left\|z_{\xi}\right\|}{\|\xi\|} \leq 1+\frac{R}{\|\xi\|} \leq 2 \tag{4.83}
\end{equation*}
$$

Now, in order to establish (4.80), we first show that

$$
\begin{equation*}
-\frac{\langle\xi, f(\xi+\zeta)-f(\zeta)\rangle}{\|\xi\|} \rightarrow \infty \quad \text { as }\|\xi\| \rightarrow \infty \tag{4.84}
\end{equation*}
$$

To this end, we note that, for all $\xi \in \mathbb{R}^{m}$ with $\|\xi\| \geq \mu+R$,

$$
\begin{equation*}
-\langle\xi, f(\xi+\zeta)-f(\zeta)\rangle=-\left\langle\xi, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle-\langle\xi, f(\eta)-f(\zeta)\rangle . \tag{4.85}
\end{equation*}
$$

By using the Cauchy-Schwarz inequality, we see that, for all $\xi \in \mathbb{R}^{m}$ with $\|\xi\| \geq \mu+R$,

$$
\begin{aligned}
&-\frac{\left\langle\xi, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\|\xi\|}=-\frac{\left\langle z_{\xi}, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\|\xi\|}+\frac{\left\langle\zeta-\eta, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\|\xi\|} \\
&=\frac{\left\|z_{\xi}\right\|}{\|\xi\|}\left(-\frac{\left\langle z_{\xi}, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\left\|z_{\xi}\right\|}+\frac{\left\langle\zeta-\eta, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\left\|z_{\xi}\right\|}\right) \\
& \geq \frac{\left\|z_{\xi}\right\|}{\|\xi\|}\left(-\frac{\left\langle z_{\xi}, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\left\|z_{\xi}\right\|}-\|\zeta-\eta\| \frac{\left\|f\left(z_{\xi}+\eta\right)-f(\eta)\right\|}{\left\|z_{\xi}\right\|}\right) .
\end{aligned}
$$

By combining this with (4.82), and by also recalling that $\|\zeta-\eta\|=R$, we obtain, for all $\xi \in \mathbb{R}^{m}$ with $\|\xi\| \geq \mu+R$,

$$
\begin{align*}
&-\frac{\left\langle\xi, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\|\xi\|} \\
& \geq \frac{\left\|z_{\xi}\right\|}{\|\xi\|}\left(-\frac{\left\langle z_{\xi}, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\left\|z_{\xi}\right\|}+\frac{\|\zeta-\eta\|}{2 R} \frac{\left\langle z_{\xi}, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\left\|z_{\xi}\right\|}\right) \\
&=-\frac{1}{2} \frac{\left\|z_{\xi}\right\|}{\|\xi\|} \frac{\left\langle z_{\xi}, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\left\|z_{\xi}\right\|} . \tag{4.86}
\end{align*}
$$

From (4.83), this implies that, for all $\xi \in \mathbb{R}^{m}$ with $\|\xi\| \geq \mu+R$,

$$
\begin{equation*}
-\frac{\left\langle\xi, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\|\xi\|} \geq-\frac{1}{4} \frac{\left\langle z_{\xi}, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\left\|z_{\xi}\right\|}, \tag{4.87}
\end{equation*}
$$

which converges to infinity as $\|\xi\| \rightarrow \infty$. Here, we have used that $-\left\langle z_{\xi}, f\left(z_{\xi}+\eta\right)-\right.$ $f(\eta)\rangle>0$ by (4.81). In light of (4.85), (4.87) and the fact that

$$
-\frac{\langle\xi, f(\eta)-f(\zeta)\rangle}{\|\xi\|} \geq-\|f(\eta)-f(\zeta)\| \quad \forall \xi \in \mathbb{R}^{m} \backslash\{0\},
$$

we have shown that (4.84) holds. Hence, to complete the proof, it suffices to now show that

$$
\begin{equation*}
-\frac{\langle\xi, f(\xi+\zeta)-f(\zeta)\rangle}{\|f(\xi+\zeta)-f(\zeta)\|} \rightarrow \infty \quad \text { as }\|\xi\| \rightarrow \infty \tag{4.88}
\end{equation*}
$$

To this end, let $M>0$. By combining (4.79) and with (4.84), we yield the existence of $\nu>\mu$ such that

$$
\begin{align*}
\min \left\{-\frac{\langle\xi, f(\xi+\zeta)-f(\zeta)\rangle}{\|\xi\|},-\frac{\langle\xi, f(\xi+\eta)-f(\eta)\rangle}{\|f(\xi+\eta)-f(\eta)\|}\right\} & >4(M+\|f(\eta)-f(\zeta)\|) \\
& \forall \xi \in \mathbb{R}^{m},\|\xi\| \geq \nu, \tag{4.89}
\end{align*}
$$

and so in particular $-\langle\xi, f(\xi+\zeta)-f(\zeta)\rangle>0$ for all such $\xi$. Since, from (4.79),

$$
\|f(\xi+\eta)-f(\eta)\| \geq-\frac{\langle\xi, f(\xi+\eta)-f(\eta)\rangle}{\|\xi\|} \rightarrow \infty \quad \text { as }\|\xi\| \rightarrow \infty
$$

without loss of generality, we assume that $\nu$ is large enough so that

$$
\begin{equation*}
\|f(\xi+\eta)-f(\eta)\| \geq\|f(\eta)-f(\zeta)\| \quad \forall \xi \in \mathbb{R}^{m},\|\xi\| \geq \nu \tag{4.90}
\end{equation*}
$$

Let $\xi \in \mathbb{R}^{m}$ be such that $\|\xi\|>\nu+R$, so that $\left\|z_{\xi}\right\| \geq \nu$. If $\|f(\xi+\zeta)-f(\zeta)\| \leq\|\xi\|$, then clearly, from (4.89),

$$
\begin{equation*}
-\frac{\langle\xi, f(\xi+\zeta)-f(\zeta)\rangle}{\|f(\xi+\zeta)-f(\zeta)\|} \geq-\frac{\langle\xi, f(\xi+\zeta)-f(\zeta)\rangle}{\|\xi\|}>4(M+\|f(\eta)-f(\zeta)\|)>M \tag{4.91}
\end{equation*}
$$

Alternatively, if $\|f(\xi+\zeta)-f(\zeta)\|>\|\xi\|$, then by recalling (4.85) and by multiplying both sides of (4.86) by $\|\xi\|$ and $1 /\|f(\xi+\zeta)-f(\zeta)\|$, we see that

$$
-\frac{\langle\xi, f(\xi+\zeta)-f(\zeta)\rangle}{\|f(\xi+\zeta)-f(\zeta)\|} \geq-\frac{1}{2} \frac{\left\langle z_{\xi}, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\|f(\xi+\zeta)-f(\zeta)\|}-\|f(\eta)-f(\zeta)\|
$$

Therefore, by (4.90),

$$
\begin{aligned}
-\frac{\langle\xi, f(\xi+\zeta)-f(\zeta)\rangle}{\|f(\xi+\zeta)-f(\zeta)\|} & \geq-\frac{1}{2} \frac{\left\langle z_{\xi}, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\left\|f\left(z_{\xi}+\eta\right)-f(\eta)\right\|+\|f(\eta)-f(\zeta)\|}-\|f(\eta)-f(\zeta)\| \\
& =\frac{1}{2} \frac{-\frac{\left\langle z_{\xi}, f\left(z_{\xi}+\eta\right)-f(\eta)\right\rangle}{\left\|f\left(z_{\xi}+\eta\right)-f(\eta)\right\|}}{1+\frac{\|f(\eta)-f(\zeta)\|}{\left\|f\left(z_{\xi}+\eta\right)-f(\eta)\right\|}}-\|f(\eta)-f(\zeta)\| \\
& \geq \frac{1}{4} 4(M+\|f(\eta)-f(\zeta)\|)-\|f(\eta)-f(\zeta)\| \\
& =M .
\end{aligned}
$$

Since $M$ was arbitrary, we have shown that (4.88) holds, thus completing the proof.
The following is an interesting characterisation of functions $f$ which have the property that (4.79) holds for some $\eta \in \mathbb{R}^{m}$.

Lemma 4.3.2. A function $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ satisfies that there exists $\eta \in \mathbb{R}^{m}$ such that (4.79) holds, if, and only if, there exists a function $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ and $c \in \mathbb{R}^{m}$ such that

$$
\begin{equation*}
f(\xi)=g(\xi)+c \quad \forall \xi \in \mathbb{R}^{m}, \tag{4.92}
\end{equation*}
$$

$g(0)=0$ and

$$
\begin{equation*}
\min \left\{-\frac{\langle\xi, g(\xi)\rangle}{\|\xi\|},-\frac{\langle\xi, g(\xi)\rangle}{\|g(\xi)\|}\right\} \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty . \tag{4.93}
\end{equation*}
$$

Proof. Let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ satisfy that there exists $\eta \in \mathbb{R}^{m}$ such that (4.79) holds. Define $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ by

$$
g(\xi):=f(\xi)-f(0) \quad \forall \xi \in \mathbb{R}^{m}
$$

Trivially, $g(0)=0$ and (4.92) is satisfied with $c:=f(0)$. Moreover, an application of Lemma 4.3.1 gives that (4.80) holds for all $\zeta \in \mathbb{R}^{m}$. In particular, by taking $\zeta=0$, this yields (4.93).
As for the reverse implication, we now let $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ and $c \in \mathbb{R}^{m}$ be arbitrary such that $g(0)=0$ and $g$ satisfies (4.93). We subsequently define $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ via (4.92) and note that

$$
\min \left\{-\frac{\langle\xi, f(\xi)-f(0)\rangle}{\|\xi\|},-\frac{\langle\xi, f(\xi)-f(0)\rangle}{\|f(\xi)-f(0)\|}\right\}=\min \left\{-\frac{\langle\xi, g(\xi)\rangle}{\|\xi\|},-\frac{\langle\xi, g(\xi)\rangle}{\|g(\xi)\|}\right\}
$$

which converges to $\infty$ as $\|\xi\| \rightarrow \infty$ from (4.93). Therefore, (4.79) holds with $\eta=0$ and the proof is complete.

Remark 4.3.3. Lemma 4.3 .2 shows us that examples of functions $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ satisfying (4.79) for some $\eta \in \mathbb{R}^{m}$, are easy to find. Indeed, by taking $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ satisfying the relevant conditions given in the statement of Lemma 4.3 .2 (see Example 4.2.11), then any constant addition to $g$ yields such a desired function $f$.

We now recall the definition of monotone and dissipative functions.
Definition 4.3.4. Let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$.
(i) We say that $f$ is monotone if

$$
\langle\xi, f(\xi+\zeta)-f(\zeta)\rangle \geq 0 \quad \forall \zeta, \xi \in \mathbb{R}^{m}
$$

and dissipative if $-f$ is monotone.
(ii) We say that $f$ is strictly monotone if

$$
\langle\xi, f(\xi+\zeta)-f(\zeta)\rangle>0 \quad \forall \zeta, \xi \in \mathbb{R}^{m}, \xi \neq 0
$$

and strictly dissipative if $-f$ is strictly monotone.
For background regarding monotone functions, we refer the reader to works such as [30, 93, 94]. The following lemma is [94, Proposition 12.3, p.534].

Lemma 4.3.5. Let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ be differentiable. The following statements hold.
(i) $f$ is monotone if, and only if, for each $\xi \in \mathbb{R}^{m}$, the Jacobian matrix $\nabla f(\xi)$ is positive semi-definite.
(ii) $f$ is strictly monotone if, for each $\xi \in \mathbb{R}^{m}$, the Jacobian matrix $\nabla f(\xi)$ is positive definite.

Remark 4.3.6. The definition of (strict) monotonicity and Lemma 4.3 .5 together highlight how the notion can be seen as a generalisation of (strictly) increasing functions $\mathbb{R} \rightarrow \mathbb{R}$. Similarly, (strictly) dissipative functions can be seen as a generalisation of the notion of (strictly) decreasing functions.

The next lemma gives sufficient conditions for when the map $\xi \mapsto \xi-\mathbf{G}(1) f(\xi)$ is surjective. This will be useful in determining the existence of equilibrium quadruples of (2.17) (see Definition 2.3.1) in subsequent proofs (see the preamble at the start of this section).

Lemma 4.3.7. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Assume that $1 \notin \sigma(A), \mathbf{G}(1)+\mathbf{G}(1)^{T} \geq 0$ and $f$ is dissipative. The following statements hold.
(i) The map $\mathbb{R}^{m} \rightarrow \mathbb{R}^{m}, \xi \mapsto \xi-\mathbf{G}(1) f(\xi)$ is injective if either $f$ is strictly dissipative or $\mathbf{G}(1)+\mathbf{G}(1)^{T}>0$.
(ii) The map $\mathbb{R}^{m} \rightarrow \mathbb{R}^{m}, \xi \mapsto \xi-\mathbf{G}(1) f(\xi)$ is surjective if $\mathbf{G}(1)+\mathbf{G}(1)^{T}>0$ and $f$ is continuous.
(iii) The map $\mathbb{R}^{m} \rightarrow \mathbb{R}^{m}, \xi \mapsto \xi-\mathbf{G}(1) f(\xi)$ is surjective if $f$ is continuous, strictly dissipative and there exists $\eta \in \mathbb{R}^{m}$ such that (4.79) holds.
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Proof. To prove statement (i), we begin by assuming that $f$ is strictly dissipative. Seeking a contradiction, suppose that $\xi, \eta \in \mathbb{R}^{m}$ are such that $\xi \neq \eta$ and $\xi-\mathbf{G}(1) f(\xi)=$ $\eta-\mathbf{G}(1) f(\eta)$. This implies that $\xi-\eta=\mathbf{G}(1)(f(\xi)-f(\eta))$, and thus

$$
\begin{equation*}
\langle\xi-\eta, f(\xi)-f(\eta)\rangle=\langle\mathbf{G}(1)(f(\xi)-f(\eta)), f(\xi)-f(\eta)\rangle \tag{4.94}
\end{equation*}
$$

However, the left-hand side is negative by the strict dissipativity of $f$, and the righthand side is non-negative by the positive semi-definiteness of $\mathbf{G}(1)+\mathbf{G}(1)^{T}$. We therefore obtain a contradiction and hence yield that the map in question is injective. Now assume that $\mathbf{G}(1)+\mathbf{G}(1)^{T}>0$ and again suppose that $\xi \neq \eta$ and $\xi-\mathbf{G}(1) f(\xi)=\eta-\mathbf{G}(1) f(\eta)$. We note that this supposition necessarily implies that $f(\xi) \neq f(\eta)$, else

$$
\xi=\eta+\mathbf{G}(1) f(\xi)-\mathbf{G}(1) f(\eta)=\eta,
$$

which would be a contradiction. Therefore, with this in mind, from (4.94) we again obtain a contradiction, since the left-hand side is non-positive by the dissipativity of $f$, and the right-hand side is positive by the positive definiteness of $\mathbf{G}(1)+\mathbf{G}(1)^{T}$. We have therefore shown that $\xi \mapsto \xi-\mathbf{G}(1) f(\xi)$ is injective if either $f$ is strictly dissipative or $\mathbf{G}(1)+\mathbf{G}(1)^{T}>0$, and completed the proof of statement (i).
We now proceed to prove statement (ii) and so we now assume that $\mathbf{G}(1)+\mathbf{G}(1)^{T}>0$ and that $f$ is continuous. For ease of notation, we denote the map $\mathbb{R}^{m} \rightarrow \mathbb{R}^{m}, \xi \mapsto$ $\xi-\mathbf{G}(1) f(\xi)$ by $F$. To begin with, we note that since $\mathbf{G}(1)+\mathbf{G}(1)^{T}>0$, there exists $\lambda>0$ such that

$$
\begin{equation*}
\left\langle\left(\mathbf{G}(1)+\mathbf{G}(1)^{T}\right) \xi, \xi\right\rangle \geq \lambda\|\xi\|^{2} \quad \forall \xi \in \mathbb{R}^{m} . \tag{4.95}
\end{equation*}
$$

We seek to show that $\|F(\xi)\| \rightarrow \infty$ as $\|\xi\| \rightarrow \infty$. To this end, let $\xi \in \mathbb{R}^{m} \backslash\{0\}$ and note that if $f(\xi) \neq 0$, then

$$
\begin{align*}
\|F(\xi)\| & =\frac{\|F(\xi)\|\|f(\xi)\|}{\|f(\xi)\|} \\
& \geq-\frac{\langle F(\xi), f(\xi)\rangle}{\|f(\xi)\|} \\
& =-\frac{\langle\xi, f(\xi)\rangle}{\|f(\xi)\|}+\frac{\langle\mathbf{G}(1) f(\xi), f(\xi)\rangle}{\|f(\xi)\|} \\
& =-\frac{\langle\xi, f(\xi)-f(0)\rangle}{\|f(\xi)\|}-\frac{\langle\xi, f(0)\rangle}{\|f(\xi)\|}+\frac{\left\langle\left(\mathbf{G}(1)+\mathbf{G}(1)^{T}\right) f(\xi), f(\xi)\right\rangle}{2\|f(\xi)\|} . \tag{4.96}
\end{align*}
$$

Consider the following two cases. The first case concerns when $2\|\mathbf{G}(1)\|\|f(\xi)\| \geq\|\xi\|$. Since this implies that $f(\xi) \neq 0$, we may combine (4.95) with (4.96) and the dissipativity of $f$, to obtain that

$$
\begin{align*}
\|F(\xi)\| & \geq-2\|f(0)\|\|\mathbf{G}(1)\|+\frac{\lambda}{2}\|f(\xi)\| \\
& \geq-2\|f(0)\|\|\mathbf{G}(1)\|+\frac{\lambda}{4\|\mathbf{G}(1)\|}\|\xi\| . \tag{4.97}
\end{align*}
$$

Here, we have used that $\|\mathbf{G}(1)\| \neq 0$ by (4.95). Now, for the second case of when
$2\|\mathbf{G}(1)\|\|f(\xi)\| \leq\|\xi\|$, we consider

$$
\begin{aligned}
\|F(\xi)\| & =\frac{\|F(\xi)\|\|\xi\|}{\|\xi\|} \\
& \geq \frac{\langle F(\xi), \xi\rangle}{\|\xi\|} \\
& =\|\xi\|-\frac{\langle\mathbf{G}(1) f(\xi), \xi\rangle}{\|\xi\|}
\end{aligned}
$$

which in turn gives that

$$
\begin{align*}
\|F(\xi)\| & \geq\|\xi\|-\|\mathbf{G}(1)\|\|f(\xi)\| \\
& \geq \frac{1}{2}\|\xi\| . \tag{4.98}
\end{align*}
$$

By combining this with (4.97), we hence deduce that $\|F(\xi)\| \rightarrow \infty$ as $\|\xi\| \rightarrow \infty$. Therefore, by combining this with the continuity of $F$ and the fact that $F$ is injective by statement (i), we obtain that $F$ is surjective. To give some more detail here, we refer the reader to [30, Theorem 4.3], which says that an injective and continuous function is an open map. From this (as mentioned in the commentary immediately after $\left[30\right.$, Theorem 4.3]) we see that $F\left(\mathbb{R}^{m}\right)$ is open and also closed, since for any sequence $\left(\xi_{i}\right)_{i \in \mathbb{Z}_{+}} \subseteq \mathbb{R}^{m}$ such that $F\left(\xi_{i}\right) \rightarrow \zeta \in \mathbb{R}^{m}$, unboundedness of $F$ guarantess boundedness of $\left(\xi_{i}\right)_{i \in \mathbb{Z}_{+}}$which then guarantees the existence of $\xi \in \mathbb{R}^{m}$ such that $F(\xi)=\zeta$. By the connectedness of $\mathbb{R}^{m}$, we see that $F\left(\mathbb{R}^{m}\right)=\mathbb{R}^{m}$, hence yielding surjectivity.
Finally, our attention turns to statement (iii) and thus we now instead assume that $f$ is continuous, strictly dissipative and there exists $\eta \in \mathbb{R}^{m}$ such that (4.79) holds. Let $\xi \in \mathbb{R}^{m} \backslash\{0\}$ and again consider the following two cases. The first case is when $2\|\mathbf{G}(1)\|\|f(\xi)\| \geq\|\xi\|$. In this situation $f(\xi) \neq 0$, and therefore, by invoking (4.96), it is easily checked, by use of the positive semi-definiteness of $\mathbf{G}(1)+\mathbf{G}(1)^{T}$, that

$$
\begin{equation*}
\|F(\xi)\| \geq-\frac{\langle\xi, f(\xi)-f(0)\rangle}{\|f(\xi)-f(0)\|+\|f(0)\|}-2\|f(0)\|\|\mathbf{G}(1)\| . \tag{4.99}
\end{equation*}
$$

For the second case of when $2\|\mathbf{G}(1)\|\|f(\xi)\| \leq\|\xi\|$, we see again that (4.98) holds. Thus, an application of Lemma 4.3.1 combined with (4.98) and (4.99) implies that $\|F(\xi)\| \rightarrow \infty$ as $\|\xi\| \rightarrow \infty$. Therefore, again since $F$ is continuous and injective by statement (i), [30, Theorem 4.3] gives that $F$ is surjective and the proof is complete.

The following provides a useful characterisation of functions $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ that satisfy the assumptions of statement (iii) of Lemma 4.3.7. We shall not provide a proof, since the result is immediately obtained from Lemma 4.3.2.

Corollary 4.3.8. Let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Then $f$ is continuous and strictly dissipative, and there exists $\eta \in \mathbb{R}^{m}$ such that (4.79) holds, if, and only if, there exists a continuous, strictly dissipative function $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ and a constant $c \in \mathbb{R}^{m}$ such that $g(0)=0$ and both (4.92) and (4.93) hold.

Remark 4.3.9. Since every strictly dissipative function $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ with $g(0)=0$, also satisfies that $-\langle\xi, g(\xi)\rangle>0$ for all $\xi \in \mathbb{R}^{m} \backslash\{0\}$, we see that the function $g$ described
in the statement of Corollary 4.3 .8 satisfies (4.39) and (4.57) (where we replace $f$ by $g$ ) for some $\alpha \in \mathcal{K}_{\infty}$. Indeed, this can be shown by combining Lemma 4.1 .7 with (4.93). Hence, we see that $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ is continuous and strictly dissipative, and there exists $\eta \in \mathbb{R}^{m}$ such that (4.79) holds, if, and only if, $\xi \mapsto f(\xi)-f(0)$ is strictly dissipative and satisfies the hypotheses imposed on the nonlinearity in Theorem 4.2.9. We recall that Theorem 4.2.9 provides sufficient conditions for when (2.17) is ISS.

We conclude the current presentation of preliminary results with the following two lemmas.

Lemma 4.3.10. Let $\Sigma \in \mathbb{L}$. If there exists a positive semi-definite $P=P^{T} \in \mathbb{R}^{n \times n}$ such that (4.38) holds, then for every $z \in \mathbb{C} \backslash \sigma(A)$ with $|z| \geq 1, \mathbf{G}(z)+\mathbf{G}(z)^{*} \geq 0$.

Lemma 4.3.11. Let $\Sigma \in \mathbb{L}$. If there exists a positive definite $P=P^{T} \in \mathbb{R}^{n \times n}$ such that (4.73) holds, then for every $z \in \mathbb{C}$ with $|z| \geq 1, \mathbf{G}(z)+\mathbf{G}(z)^{*}>0$.

We shall not provide a proof of either lemma, since they are both known in the literature. Indeed, for Lemma 4.3.10, this is one of the implications given in [54, Lemma 3], which utilises the continuous-time version of the result which is given in [3, Theorem 3]. Although the previous two results presuppose a minimal realisation and also that $P>0$, we note that in the proof of the relevant implication that we are interested in, these properties are not utilised. As for Lemma 4.3.11, we refer the reader to [51, Lemma 4.2] and its continuous-time counterpart [50, Lemma 4.2]. Once again, although minimality is assumed, the proof of the implication we are concerned with does not use this.

### 4.3.2 The converging-input converging-state property

We are now ready to present conditions which guarantee that (2.17) exhibits the CICS property. Before we do so however, for the benefit of the reader, we briefly recall some definitions associated with (2.17) which were given in Sections 2.3.1 and 2.3.2 (in the non-square case). Indeed, for $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. We say that (2.17) has the converging-input converging-state (CICS) property if for every $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{m}$, there exists $x^{\infty} \in \mathbb{R}^{n}$ such that $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$ for every $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$. Moreover, a quadruple $\left(v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right) \in$ $\mathbb{R}^{q} \times \mathbb{R}^{m} \times \mathbb{R}^{n} \times \mathbb{R}^{m}$ is an equilibrium quadruple of (2.17) if $\left(v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right) \in \mathcal{B}$, where we abuse notation and interchangeably write vectors as constant functions. Furthermore, we say that a subset $\mathcal{V} \subseteq\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$is equi-convergent to $v^{\infty} \in \mathbb{R}^{q}$ if, for all $\varepsilon>0$, there exists $\tau \in \mathbb{Z}_{+}$such that

$$
\left\|\left(\Lambda_{\tau} v\right)(t)-v^{\infty}\right\| \leq \varepsilon \quad \forall t \in \mathbb{Z}_{+}, \forall v \in \mathcal{V}
$$

Finally, for ease of notation in the sequel, we define $F: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ by $F(\xi):=\xi-$ $\mathbf{G}(1) f(\xi)$ for all $\xi \in \mathbb{R}^{m}$ and, for a singelton set $\{\xi\}$, where $\xi \in \mathbb{R}^{m}$, we shall abuse notation and set $F^{-1}(\xi):=F^{-1}(\{\xi\})$ (recall the definition of the preimage given in the notation section).
The following is the first of two main results of this section.
Theorem 4.3.12. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Assume that $\Sigma$ is detectable, $1 \notin \sigma(A)$ and that there exists a positive semi-definite $P=P^{T} \in \mathbb{R}^{n \times n}$ such that (4.38) holds. Furthermore, assume that $f$ is continuous and strictly dissipative, and that there exists $\eta \in \mathbb{R}^{m}$ such that (4.79) holds. The following statements hold.
(i) The map $F$ is bijective.
(ii) For all $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{m}$, by letting $z^{\infty} \in F^{-1}\left(\left(C(I-A)^{-1} B_{\mathrm{e}}+D_{\mathrm{e}}\right) v^{\infty}+\right.$ $\left.w^{\infty}\right)$, and setting $y^{\infty}:=z^{\infty}-w^{\infty}$ and

$$
\begin{equation*}
x^{\infty}:=(I-A)^{-1}\left(B f\left(z^{\infty}\right)+B_{\mathrm{e}} v^{\infty}\right), \tag{4.100}
\end{equation*}
$$

then

$$
\begin{equation*}
y^{\infty}=C x^{\infty}+D f\left(z^{\infty}\right)+D_{\mathrm{e}} v^{\infty} \tag{4.101}
\end{equation*}
$$

and $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an equilibrium quadruple of (2.17).
(iii) Let $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{m}$. Then there exist $\psi_{1}, \psi_{2} \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that, for all $(v, w, x, y) \in \mathcal{B}$ and $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
\left\|x(t)-x^{\infty}\right\| \leq & \psi_{1}\left(\left\|x(0)-x^{\infty}\right\|, t\right)+\psi_{2}\left(\max _{s \in \underline{\lfloor t / 2\rfloor}}\left\|\binom{v(s)-v^{\infty}}{w(s)-w^{\infty}}\right\|, t\right) \\
& +\phi\left(\max _{s \in \underline{\lceil t / 2\rceil}}\left\|\binom{\Lambda_{\lfloor t / 2\rfloor} v(s)-v^{\infty}}{\Lambda_{\lfloor t / 2\rfloor} w(s)-w^{\infty}}\right\|\right) \tag{4.102}
\end{align*}
$$

where $x^{\infty}$ is given by (4.100). In particular, $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$ for all $(v, w, x, y) \in$ $\mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$.

Before proving Theorem 4.3.12, we give the following remark.
Remark 4.3.13. (i) The convergence described in the last line of Theorem 4.3 .12 is uniform in the following sense: given a set of inputs $\mathcal{V} \subseteq\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$which is equi-convergent to $\left(v^{\infty}, w^{\infty}\right)$ and $\kappa>0$, the set

$$
\begin{aligned}
& \left\{x \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}}: \exists(v, w, y) \in \mathcal{V} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}} \text {s.t. }(v, w, x, y) \in \mathcal{B}\right. \\
& \left.\quad \text { and }\|x(0)\|+\sup _{t \in \mathbb{Z}_{+}}\left\|\binom{v(t)}{w(t)}\right\| \leq \kappa\right\}
\end{aligned}
$$

is equi-convergent to $x^{\infty}$.
(ii) From Corollary 4.3 .8 (as discussed in Remark 4.3.9), $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ is continuous and strictly dissipative, and there exists $\eta \in \mathbb{R}^{m}$ such that (4.79) holds, if, and only if, $\xi \mapsto f(\xi)-f(0)$ is strictly dissipative and satisfies the hypotheses imposed on the nonlinearity in Theorem 4.2.9, which is a result that provides sufficient conditions for when (2.17) is ISS.
(iii) If $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ is continuous and strictly dissipative, we note that in the case that $m=1,(4.79)$ may be reduced to simply saying that

$$
-\frac{\xi(f(\xi+\eta)-f(\eta))}{|\xi|} \rightarrow \infty \text { as }|\xi| \rightarrow \infty
$$

This is because, since $m=1$, the strict dissipativity of $f$ guarantees that $\operatorname{sign}(f(\xi+$ $\eta)-f(\eta))=-\operatorname{sign}(\xi)$ for all $\xi \in \mathbb{R}$. We thus see that

$$
-\frac{\xi(f(\xi+\eta)-f(\eta))}{|f(\xi+\eta)-f(\eta)|}=|\xi| \rightarrow \infty \text { as }|\xi| \rightarrow \infty
$$

as a consequence.

Proof of Theorem 4.3.12. We begin by applying Lemma 4.3 .10 to obtain that $\mathbf{G}(1)+$ $\mathbf{G}(1)^{T} \geq 0$. From this, we utilise statement (i) and statement (iii) of Lemma 4.3 .7 so that $F$ is bijective, which gives statement (i). As a consequence, for all $v^{\infty} \in \mathbb{R}^{q}$ and all $w^{\infty} \in \mathbb{R}^{m}, F^{-1}\left(\left(C(I-A)^{-1} B_{\mathrm{e}}+D_{\mathrm{e}}\right) v^{\infty}+w^{\infty}\right)$ is non-empty. Let $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{m}$ and let $z^{\infty} \in F^{-1}\left(\left(C(I-A)^{-1} B_{\mathrm{e}}+D_{\mathrm{e}}\right) v^{\infty}+w^{\infty}\right)$. By setting $y^{\infty}=z^{\infty}-w^{\infty}$ and defining $x^{\infty}$ by (4.100),

$$
\begin{aligned}
y^{\infty} & =F\left(z^{\infty}\right)+\mathbf{G}(1) f\left(z^{\infty}\right)-w^{\infty} \\
& =\left(C(I-A)^{-1} B_{\mathrm{e}}+D_{\mathrm{e}}\right) v^{\infty}+\left(C(I-A)^{-1} B+D\right) f\left(z^{\infty}\right) \\
& =C x^{\infty}+D f\left(z^{\infty}\right)+D_{\mathrm{e}} v^{\infty}
\end{aligned}
$$

which is (4.101). Hence, it is clear that $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an equilibrium quadruple of (2.17), and statement (ii) is proven. Our attention now turns to statement (iii) and so we let $v^{\infty} \in \mathbb{R}^{q}$ and $w^{\infty} \in \mathbb{R}^{m}$ and define $\tilde{f}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ by

$$
\tilde{f}(\xi):=f\left(\xi+y^{\infty}+w^{\infty}\right)-f\left(y^{\infty}+w^{\infty}\right) \quad \forall \xi \in \mathbb{R}^{m}
$$

where $y^{\infty}=z^{\infty}-w^{\infty}$ and $z^{\infty} \in F^{-1}\left(\left(C(I-A)^{-1} B_{\mathrm{e}}+D_{\mathrm{e}}\right) v^{\infty}+w^{\infty}\right)$. Since statement (ii) implies that $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an equilibrium quadruple, where $x^{\infty}$ is given by (4.100), we see that $(v, w, x, y) \in \mathcal{B}$ if, and only if,

$$
\begin{aligned}
\tilde{x}^{+} & =x^{+}-x^{\infty} \\
& =A x+B f(y+w)+B_{\mathrm{e}} v-A x^{\infty}-B f\left(y^{\infty}+w^{\infty}\right)-B_{\mathrm{e}} v^{\infty} \\
& =A \tilde{x}+B \tilde{f}(\tilde{y}+\tilde{w})+B_{\mathrm{e}} \tilde{v}
\end{aligned}
$$

and

$$
\begin{aligned}
\tilde{y} & =C x+D f(y+w)+D_{\mathrm{e}} v-C x^{\infty}-D f\left(y^{\infty}+w^{\infty}\right)-D_{\mathrm{e}} v^{\infty} \\
& =C \tilde{x}+D \tilde{f}\left(\tilde{y}+w^{\infty}\right)+D_{\mathrm{e}} \tilde{v}
\end{aligned}
$$

where $\tilde{y}(t):=y(t)-y^{\infty}, \tilde{x}(t):=x(t)-x^{\infty}, \tilde{v}(t):=v(t)-v^{\infty}$ and $\tilde{w}(t):=w(t)-w^{\infty}$ for all $t \in \mathbb{Z}_{+}$. That is, $(v, w, x, y) \in \mathcal{B}$ if, and only if, $(\tilde{v}, \tilde{w}, \tilde{x}, \tilde{y}) \in \mathcal{B}_{\tilde{f}}$. Since $f$ is strictly dissipative, we see that

$$
\begin{equation*}
-\langle\xi, \tilde{f}(\xi)\rangle=-\left\langle\xi, f\left(\xi+y^{\infty}+w^{\infty}\right)-f\left(y^{\infty}+w^{\infty}\right)\right\rangle>0 \quad \forall \xi \in \mathbb{R}^{m} \backslash\{0\} \tag{4.103}
\end{equation*}
$$

Moreover, since (4.79) holds, an application of Lemma 4.3.1 gives that

$$
\begin{equation*}
\min \left\{-\frac{\langle\xi, \tilde{f}(\xi)\rangle}{\|\xi\|},-\frac{\langle\xi, \tilde{f}(\xi)\rangle}{\|\tilde{f}(\xi)\|}\right\} \rightarrow \infty \text { as }\|\xi\| \rightarrow \infty \tag{4.104}
\end{equation*}
$$

Hence, by combining this with the continuity of $f$ and (4.103), Lemma 4.1.7 yields that there exists $\alpha \in \mathcal{K}_{\infty}$ such that

$$
\alpha(\|\xi\|) \leq-\frac{\langle\xi, \tilde{f}(\xi)\rangle}{\|\xi\|} \quad \forall \xi \in \mathbb{R}^{m} \backslash\{0\}
$$

Therefore, by combining this with (4.104), Theorem 4.2 .9 yields the existence of $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that (4.35) holds, but for each element of $\mathcal{B}_{\tilde{f}}$ instead of $\mathcal{B}$. In particular,
for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$, by using the left-shift invariance of $\mathcal{B}_{\tilde{f}}$ and that $(\tilde{v}, \tilde{w}, \tilde{x}, \tilde{y}) \in \mathcal{B}_{\tilde{f}}$,

$$
\begin{aligned}
\left\|x(t)-x^{\infty}\right\| & =\left\|\left(\Lambda_{\lfloor t / 2\rfloor} x\right)(\lceil t / 2\rceil)-x^{\infty}\right\| \\
& \leq \psi\left(\left\|x(\lfloor t / 2\rfloor)-x^{\infty}\right\|,\lceil t / 2\rceil\right)+\phi\left(\max _{s \in \underline{\lceil t / 2\rceil}}\left\|\binom{\Lambda_{\lfloor t / 2\rfloor} v(s)-v^{\infty}}{\Lambda_{\lfloor t / 2\rfloor} w(s)-w^{\infty}}\right\|\right)
\end{aligned}
$$

If we then take another ISS estimate of the term $\left\|x(\lfloor t / 2\rfloor)-x^{\infty}\right\|$ in the above inequality, we obtain, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\left\|x(t)-x^{\infty}\right\| \leq & \psi\left(\psi\left(\left\|x(0)-x^{\infty}\right\|,\lfloor t / 2\rfloor\right)+\phi\left(\max _{s \in\lfloor t / 2\rfloor}\left\|\binom{v(s)-v^{\infty}}{w(s)-w^{\infty}}\right\|\right),\lceil t / 2\rceil\right) \\
& +\phi\left(\max _{s \in\lfloor t / 2\rceil}\left\|\binom{\Lambda_{\lfloor t / 2\rfloor} v(s)-v^{\infty}}{\Lambda_{\lfloor t / 2\rfloor} w(s)-w^{\infty}}\right\|\right) .
\end{aligned}
$$

We now set $\psi_{1}(s, t):=\psi(2 \psi(s,\lfloor t / 2\rfloor),\lceil t / 2\rceil)$ and $\psi_{2}(s, t):=\psi(2 \phi(s),\lceil t / 2\rceil)$, to yield, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$, that (4.102) holds, thus completing the proof.

The following theorem is the second main result of this section.
Theorem 4.3.14. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Assume that there exists a positive definite $P=P^{T} \in \mathbb{R}^{n \times n}$ such that (4.73) holds. Furthermore, assume that $f$ is continuous and dissipative. Then statements (i)-(iii) of Theorem 4.3.12 hold.

Before proving Theorem 4.3.14, we give the following remark.
Remark 4.3.15. (i) Similar to Theorem 4.2.12, the strength of (4.73) holding for some positive definite matrix $P \in \mathbb{R}^{n \times n}$, means that weaker assumptions may be imposed on the nonlinearity than that seen in Theorem 4.3.12.
(ii) In the case where $m=1$, the assumptions concerning $f$ in Theorem 4.3.14 are simply that $f$ is continuous and decreasing.
(iii) We highlight that we do not need to assume that $1 \notin \sigma(A)$ in Theorem 4.3.14 (as we do in Theorem 4.3.12), since the existence of a positive definite $P=$ $P^{T} \in \mathbb{R}^{n \times n}$ such that (4.73) holds, implies that $A$ is Schur (see Lemma 4.1.8 and Remark 4.2.13).

Proof of Theorem 4.3.14. We begin with an application of Lemma 4.3.11 to obtain that $\mathbf{G}(1)+\mathbf{G}(1)^{T}>0$. We subsequently invoke statement (i) and statement (ii) of Lemma 4.3.7 to obtain that the map $\xi \mapsto \xi-\mathbf{G}(1) f(\xi)$ is bijective. The rest of the proof concerns showing that, for all $v^{\infty} \in \mathbb{R}^{q}$ and all $w^{\infty} \in \mathbb{R}^{m},\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an equilibrium quadruple of (2.17), and to then invoke Theorem 4.2.12 twice to obtain the correct estimates. Since this is very similar to the proof Theorem 4.3.12, we shall omit it and leave it to the reader to verify.

We now present four corollaries of the previous two theorems. The first two succinctly express assumptions that are sufficient for guaranteeing that (2.17) exhibits the CICS property, and are immediately obtained from Theorem 4.3.12 and Theorem 4.3.14, respectively.

Corollary 4.3.16. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Assume that $\Sigma$ is detectable, $1 \notin \sigma(A)$ and that there exists a positive semi-definite $P=P^{T} \in \mathbb{R}^{n \times n}$ such that (4.38) holds. Furthermore, assume that $f$ is continuous and strictly dissipative, and that there exists $\eta \in \mathbb{R}^{m}$ such that (4.79) holds. Then (2.17) has the CICS property.

Corollary 4.3.17. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Assume that there exists a positive definite $P=P^{T} \in \mathbb{R}^{n \times n}$ such that (4.73) holds. Furthermore, assume that $f$ is continuous and dissipative. Then (2.17) has the CICS property.

The third and fourth corollaries give assumptions in the form of positive and strict positive real conditions, that assert that (2.17) exhibits the CICS property. The next result is immediately obtained from a combination of Corollary 4.3.16 with Lemma 4.1.15, and the final corollary can be obtained via a combination of Corollary 4.3.17 with Lemma 4.1.20 (see the proof of Corollary 4.2.19 for details on how to prove this).

Corollary 4.3.18. Let $\Sigma \in \mathbb{L}$ and let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Assume that $1 \notin \sigma(A), \mathbf{G}$ is positive real and that either: (i) $\Sigma$ is controllable and observable, or; (ii) $\Sigma$ is stabilisable and detectable and there exists $\eta \in \partial \mathbb{D}$, not a pole of $\mathbf{G}$, such that $\mathbf{G}(\eta)+\mathbf{G}(\eta)^{*}>0$. Furthermore, assume that $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ is continuous and strictly dissipative, and that there exists $\eta \in \mathbb{R}^{m}$ such that (4.79) holds. Then (2.17) has the CICS property.

Corollary 4.3.19. Let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$. Assume that $\Sigma$ is controllable and observable, $\mathbf{G}$ is strictly positive real, and $D+D^{T}>0$. Furthermore, assume that $f$ is continuous and dissipative. Then (2.17) has the CICS property.

We conclude this section with two examples.
Example 4.3.20. Let $n=m=2$. Consider (2.17) with linear part given as in Example 4.2.8, that is,

$$
A=\frac{1}{2}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad B=B_{\mathrm{e}}=C=D=D_{\mathrm{e}}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right),
$$

and nonlinearity given by

$$
f(\xi):=c-\|\xi\|^{2} \xi \quad \forall \xi \in \mathbb{R}^{m},
$$

where $c \in \mathbb{R}^{m}$. Example 4.2 .8 showed that there exists a positive semi-definite matrix $P \in \mathbb{R}^{2 \times 2}$ such that (4.38) holds. In order to show that $f$ satisfies the relevant assumptions of Corollary 4.3.16, from Corollary 4.3.8, we see that it is sufficient to show that $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$, defined by $g(\xi):=-\|\xi\|^{2} \xi$ for all $\xi \in \mathbb{R}^{m}$, is continuous, strictly dissipative and satisfies (4.92), (4.93) and $g(0)=0$, which we do so now. Indeed, $g$ is trivially continuous, zero at zero and satisfies (4.92). Moreover, a combination of Example 4.2.6 and Example 4.2.11 yields that (4.93) holds. Therefore, all that is left to show is that $g$ is strictly dissipative. To prove this, let $\xi, \zeta \in \mathbb{R}^{m}$ with $\xi \neq 0$. We shall assume that $\zeta \neq-\xi$ and $\zeta \neq 0$, since otherwise,

$$
-\langle\xi, g(\xi+\zeta)-g(\zeta)\rangle=\|\xi\|^{4}>0
$$

With this in mind, note that

$$
\begin{align*}
-\langle\xi, g(\xi+\zeta)-g(\zeta)\rangle & =-\left\langle\xi,-\|\xi+\zeta\|^{2}(\xi+\zeta)+\|\zeta\|^{2} \zeta\right\rangle \\
& =\|\xi+\zeta\|^{2}\|\xi\|^{2}+\left(\|\xi+\zeta\|^{2}-\|\zeta\|^{2}\right)\langle\xi, \zeta\rangle, \tag{4.105}
\end{align*}
$$

and consider the following cases. For the first case, assume that $\|\xi+\zeta\|^{2}-\|\zeta\|^{2}<0$. This then implies that

$$
0>\|\xi+\zeta\|^{2}-\|\zeta\|^{2}=\|\xi\|^{2}+2\langle\xi, \zeta\rangle
$$

which in turn implies that $\langle\xi, \zeta\rangle<0$. Combining this with (4.105) yields that

$$
-\langle\xi, g(\xi+\zeta)-g(\zeta)\rangle>0
$$

For the second case, assume that $\|\xi+\zeta\|^{2}-\|\zeta\|^{2} \geq 0$. Now, if $\langle\xi, \zeta\rangle \geq 0$, then (4.105) gives that

$$
-\langle\xi, g(\xi+\zeta)-g(\zeta)\rangle \geq\|\xi+\zeta\|^{2}\|\xi\|^{2}>0
$$

where we have utilised that $\xi \neq 0$ and $\xi \neq-\zeta$. Finally, if $\langle\xi, \zeta\rangle<0$, then since $\|\xi+\zeta\|^{2}-\|\zeta\|^{2} \geq 0$, we have that

$$
\|\xi\|^{2}+\langle\xi, \zeta\rangle>\|\xi\|^{2}+2\langle\xi, \zeta\rangle=\|\xi+\zeta\|^{2}-\|\zeta\|^{2} \geq 0
$$

which in turn, by (4.105), yields that

$$
-\langle\xi, g(\xi+\zeta)-g(\zeta)\rangle \geq\|\xi+\zeta\|^{2}\left(\|\xi\|^{2}+\langle\xi, \zeta\rangle\right)-\|\zeta\|^{2}\langle\xi, \zeta\rangle>0
$$

where we have used that $\zeta \neq 0$. We have hence shown that $-\langle\xi, g(\xi+\zeta)-g(\zeta)\rangle>0$ for all $\zeta, \xi \in \mathbb{R}^{m}$ with $\xi \neq 0$, i.e. that $g$ is strictly dissipative. Therefore, $f$ satisfies the relevant assumptions of Corollary 4.3.16 and so we obtain that (2.17) exhibits the CICS property.

Example 4.3.21. Let $n=2$ and $m=1$. Consider (2.17) with linear part described in Example 4.2.15, that is,

$$
A=\left(\begin{array}{cc}
-\frac{1}{2} & 0 \\
0 & 0
\end{array}\right), \quad B=\binom{-1}{0}, \quad C=\left(\begin{array}{ll}
1 & 0
\end{array}\right), \quad D=2
$$

and $B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ are arbitrary. Moreover, we take the nonlinearity $f$ to be given by

$$
f(\xi)=c+ \begin{cases}-\operatorname{sign}(\xi) \sqrt{|\xi|}, & \text { if }|\xi| \leq 1 \\ -\operatorname{sign}(\xi), & \text { if }|\xi|>1\end{cases}
$$

where $c \in \mathbb{R}$ is a constant. In Example 4.2.15, it was shown that (4.73) holds for some positive definite matrix $P \in \mathbb{R}^{2 \times 2}$. Furthermore, it is easy to see that $f$ is continuous and dissipative. Therefore, Corollary 4.3.17 guarantees that (2.17) has the CICS property. Additionally, we highlight that $f$ does not satisfy the relevant assumptions of Corollary 4.3.16.

### 4.4 Notes and references

We reiterate that the paper [7] served as motivation for Section 4.2, and indeed the chapter as a whole. To the best of the author's knowledge, there is no discrete-time version of $[7]$ in the literature and so our investigation is well-justified. Furthermore, again to the best of the author's knowledge, the convergence results of Section 4.3, which
are applicable to forced Lur'e systems with potentially superlinear nonlinearities, are not found elsewhere.

In Section 4.1.3, we presented a strict positive real lemma that we obtained from [51, Lemma 4.2]. We note that a similar result in the literature is [119, Theorem 3.7]. Indeed, in [119, Theorem 3.7], sufficient conditions are given for the existence of a positive definite matrix $P$ and matrices $R$ and $W$ such that (4.33) holds. We did not use [119, Theorem 3.7] in this chapter since the result does not guarantee that $W$ is positive definite, which is a property we heavily made use of in subsequent applications. We also recall statement (ii) of Lemma 4.1.15, which is a form of the positive real lemma for potentially nonminimal realisations. A noteworthy lemma from the literature is [127, Lemma 6]. The result is what the authors call a "generalized discrete-time positive real lemma", since it holds for nonminimal realisations. The equations derived involve the corresponding reachability matrix. For further reading of positive realness in the discrete-time setting, we refer the reader to the additional sources [51, 54, 68, 125].

Recall Corollary 4.2 .19 which presents conditions, in terms of strict positive realness on the transfer function, that guarantee that (2.17) is ISS. A relevant result found in the literature is [51, Theorem 4.1], where the same assumptions are used to conclude asymptotic stability of (2.17). We highlight that this assertion is significantly weaker than ISS, hence showing the strength of Corollary 4.2.19.

We make note that continuous-time analogues of Theorem 4.2.9 and Theorem 4.2.12 are also possible to obtain, thus furthering the work of [7] to systems which have output disturbances, feedthrough, and inputs entering the system externally to the linear system. Moreover, in a similar manner to that already done, one may also develop continuous-time analogues of the convergence results found in Section 4.3. In the interest of brevity, we do not provide these and instead leave them to the reader to formulate.

## Part II

## Infinite-dimensional Lur'e systems

## Chapter 5

## Stability and convergence properties of infinite-dimensional discrete-time Lur'e systems

In this chapter, we investigate stability and convergence properties of forced infinitedimensional, discrete-time Lur'e systems. In particular, we derive conditions that guarantee that such systems, which are infinite-dimensional versions of those described by (2.17), are exponentially incrementally ISS, exhibit the CICS property, and produce asymptotically almost periodic state trajectories when under asymptotically almost periodic forcing. We note that ISS, CICS, incremental stability and almost periodic functions, have already been discussed in this thesis and so, in the interest of not repeating ourselves, we refer the reader to the introduction for a review of the relevant background literature. This chapter is based on the paper [40].

The chapter is structured as follows. We begin in Section 5.1 by giving theory concerning linear, infinite-dimensional difference equations and by introducing the Lur'e system of our current focus. We then utilise these preliminaries to obtain the main stability results of this chapter, which are presented in Section 5.2. Indeed, we provide sufficient conditions for when the aforementioned systems are exponentially incrementally ISS, and then give a series of corollaries with assumptions that are reminiscent of classical absolute stability hypotheses, namely the well-known circle criterion (see, for example, [53]). Following this, in Section 5.3, we investigate certain convergence properties of these infinite-dimensional Lur'e systems. Finally, in Sections 5.4 and 5.5, we present applications of our work by using the previous results to deduce stability and convergence properties of four-block Lur'e systems (see, for example, [40, 47] or Section 2.4) and sampled-data systems (see, for example, [73, 75]), respectively.

Throughout this chapter, we let $X$ and $V$ be complex Banach spaces and $Y$ and $U$ be complex Hilbert spaces. Moreover, we assume that the norm on the cartesian product of two normed spaces $W_{1}$ and $W_{2}$ is given by

$$
\begin{equation*}
\left\|\binom{\xi}{\zeta}\right\|_{W_{1} \times W_{2}}:=\sqrt{\|\xi\|_{W_{1}}^{2}+\|\zeta\|_{W_{2}}^{2}} \quad \forall \xi \in W_{1}, \forall \zeta \in W_{2} . \tag{5.1}
\end{equation*}
$$

### 5.1 Preliminaries

We split this initial section into four, and begin with a short presentation of exponential stability of bounded linear operators. Following this, we then give theory regarding infinite-dimensional linear difference equations, and, in particular, investigate linear output feedback. Subsequently, we discuss convolution operators and causality, which culminates in determining a result that is of key importance to the main results of this chapter (see Theorem 5.2.5). Finally, we give the forced infinite-dimensional discretetime Lur'e system which will be the focus of our stability investigations in later sections.

### 5.1.1 Exponential stability, stabilisability and detectability

We begin by recalling the following definitions.
Definition 5.1.1. Let $A \in \mathcal{L}(X)$.
(i) We say that $A$ is exponentially stable if there exist $M \geq 1$ and $\mu \in(0,1)$ such that

$$
\begin{equation*}
\left\|A^{i}\right\| \leq M \mu^{i} \quad \forall i \in \mathbb{Z}_{+} \tag{5.2}
\end{equation*}
$$

(ii) We define the exponential growth constant of $A$ as the infimum of all $\mu>0$ that satisfy (5.2), for some $M \geq 1$.
The following lemma comprises two results from the literature regarding the exponential stability of bounded linear operators. Indeed, statement (i) is a direct consequence of [72, Lemma 1] and statement (ii) can be found in, for example, [97, Theorem 18.9, p. 360].
Lemma 5.1.2. Let $A \in \mathcal{L}(X)$ and denote the spectral radius of $A$ by $\rho(A)$. The following statements hold.
(i) $A$ is exponentially stable if, and only if, $\rho(A)<1$.
(ii) $\rho(A)=\lim _{k \rightarrow \infty}\left\|A^{k}\right\|^{1 / k}$.

Remark 5.1.3. As a consequence of the previous result, $A \in \mathcal{L}(X)$ is exponentially stable if, and only if, its spectrum is contained in $\mathbb{D}$. Moreover, we also see that the spectral radius of $A$ is precisely the exponential growth constant of $A$.

We now define the notion of exponential stabilisability and exponential detectability.
Definition 5.1.4. (i) We say that $(A, B) \in \mathcal{L}(X) \times \mathcal{L}(U, X)$ is exponentially stabilisable if there exists $F \in \mathcal{B}(X, U)$ such that $A+B F$ is exponentially stable.
(ii) We say that $(A, C) \in \mathcal{L}(X) \times \mathcal{L}(X, Y)$ is exponentially detectable if there exists $H \in \mathcal{B}(Y, X)$ such that $A+H C$ is exponentially stable.

Remark 5.1.5. We comment that, for the most part, we will omit the word "exponential" and shall simply say that a pair of operators is stabilisable or detectable. $\diamond$ We conclude this initial subsection with the following useful, well-known result, the proof of which is straightforward and is thus omitted.
Lemma 5.1.6. Let $A \in \mathcal{L}(X)$. If $A$ is exponentially stable, then $I-A$ is bijective and its inverse is given by

$$
(I-A)^{-1}=\sum_{j=0}^{\infty} A^{j}
$$

### 5.1.2 Linear systems theory and linear output feedback

Our attention now turns to the theory of infinite-dimensional linear controlled and observed difference equations. This work will underpin our development of the rest of this chapter. We shall consider

$$
\left.\begin{array}{rl}
x^{+} & =A x+B u+B_{\mathrm{e}} v,  \tag{5.3}\\
y & =C x+D u+D_{\mathrm{e}} v,
\end{array}\right\}
$$

where $\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right) \in \mathcal{L}(X) \times \mathcal{L}(U, X) \times \mathcal{L}(V, X) \times \mathcal{L}(X, Y) \times \mathcal{L}(U, Y) \times \mathcal{L}(V, Y)$, $u \in U^{\mathbb{Z}_{+}}$and $v \in V^{\mathbb{Z}_{+}}$. The variables $x$ and $y$ in (5.3) are called the state and output, respectively, and $u$ and $v$ are inputs. Occasionally, it will be convenient to identify the linear system (5.3) and the sextuple ( $A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}$ ) and to refer to the linear system $\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right)$.

Remark 5.1.7. In the case that $X=\mathbb{R}^{n}, U=\mathbb{R}^{m}, Y=\mathbb{R}^{p}$ and $V=\mathbb{R}^{q}$, where $n, m, p, q \in \mathbb{N}$, (5.3) is precisely the finite-dimensional controlled and observed linear difference equation given by (2.6).

We now make a series of definitions and give several results regarding (5.3). Many of these definitions and results can be considered to be infinite-dimensional versions of those laid out in Section 2.1.2. We shall therefore be brief here and only go into detail where the infinite-dimensionality is important. The notation we use here should not be confused with its finite-dimensional counterparts seen previously in this thesis.

Definition 5.1.8. (i) We define

$$
\mathbb{L}:=\mathcal{L}(X) \times \mathcal{L}(U, X) \times \mathcal{L}(V, X) \times \mathcal{L}(X, Y) \times \mathcal{L}(U, Y) \times \mathcal{L}(V, Y) .
$$

(ii) For $\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right) \in \mathbb{L}$, we define

$$
\Sigma:=\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right) .
$$

Remark 5.1.9. For $\Sigma \in \mathbb{L}$, (5.3) encompasses many (seemingly more general) systems. Indeed, we refer the reader to Remark 2.1.10 where we discussed this in the finitedimensional setting. The idea there applies here also.

We also record the following definitions associated with (5.3).
Definition 5.1.10. Let $\Sigma \in \mathbb{L}$.
(i) We denote by $\mathbf{G}$ the transfer function of (5.3) from $u$ to $y$, that is,

$$
\mathbf{G}(z)=C(z I-A)^{-1} B+D,
$$

for all $z \in \mathbb{C}$ for which this makes sense.
(ii) We say that $\Sigma$ is exponentially stable if $A$ is, stabilisable if $(A, B)$ is, and detectable if $(A, C)$ is.
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(iii) We define the behaviour of (5.3) as

$$
\mathcal{B}^{\operatorname{lin}}(\Sigma):=\left\{(u, v, x, y) \in U^{\mathbb{Z}_{+}} \times V^{\mathbb{Z}_{+}} \times X^{\mathbb{Z}_{+}} \times Y^{\mathbb{Z}_{+}}:(u, v, x, y) \text { satisfies }(5.3)\right\}
$$ and, when the context is clear, we will suppress this to just $\mathcal{B}^{\operatorname{lin}}$.

The following lemma is [72, Theorem 2], which we present here for completeness.
Lemma 5.1.11. Let $\Sigma \in \mathbb{L}$. Then $\Sigma$ is exponentially stable if, and only if, $\Sigma$ is stabilisable and detectable and $\mathbf{G} \in H^{\infty}(\mathcal{L}(U, Y))$.

The next result shows that the transfer function of (5.3) is always bounded and holomorphic on the exterior of any open disc in $\mathbb{C}$ centred at 0 with radius greater than the exponential growth constant of $A$.

Lemma 5.1.12. Let $\Sigma \in \mathbb{L}$ and let $\mu$ be the exponential growth constant of $A$. Then

$$
\mathbf{G} \in H_{\alpha}^{\infty}(\mathcal{L}(U, Y)) \quad \forall \alpha>\mu
$$

Whilst Lemma 5.1 .12 is a known result, we include a proof here since one in the literature is difficult to locate.

Proof of Lemma 5.1.12. Let $\alpha>\mu$ and note that $\mu / \alpha \in(0,1)$. Hence, $A / \alpha$ is exponentially stable and so, by using Lemma 5.1.11, we obtain that $\mathbf{G}_{\alpha} \in H^{\infty}(\mathcal{L}(U, Y))$, where $\mathbf{G}_{\alpha}$ denotes the transfer function of the system with linear component given by $\left(A / \alpha, B, B_{\mathrm{e}}, C, \alpha D, D_{\mathrm{e}}\right)$. We may write $\mathbf{G}_{\alpha}$ as

$$
\mathbf{G}_{\alpha}(z)=\alpha C(\alpha z I-A)^{-1} B+\alpha D=\alpha \mathbf{G}(\alpha z) \quad \forall z \in \mathbb{E}
$$

which thus gives that

$$
\sup _{z \in \mathbb{E}_{\alpha}} \mathbf{G}(z)=\sup _{z \in \mathbb{E}_{\alpha}} \frac{1}{\alpha} \mathbf{G}_{\alpha}\left(\frac{z}{\alpha}\right)=\sup _{z \in \mathbb{E}} \frac{1}{\alpha} \mathbf{G}_{\alpha}(z)
$$

Therefore, $\mathbf{G} \in H_{\alpha}^{\infty}(\mathcal{L}(U, Y))$, hence completing the proof.
For the rest of this subsection, we will discuss linear output feedback of the linear system (5.3). The process is often termed "loop shifting" (see, for example, [44]). For motivation, we refer the reader to Section 2.1.2, where this is discussed in the finitedimensional setting. The idea of loop-shifting shown there, applies here also. With this motivation in mind, we now give a series of definitions and results. As previously mentioned, for brevity, we shall only explicitly prove the results that are inherently different from the results given in the finite-dimensional setting in Section 2.1.2.

Definition 5.1.13. Let $\Sigma \in \mathbb{L}$. We define the set of admissible feedback operators by

$$
\mathbb{A}(D):=\{L \in \mathcal{L}(Y, U): I-D L \text { is invertible }\}
$$

The following result gives a characterisation of the definition of admissibility. We shall not prove it here, since an inspection of the proof of Lemma 2.1.15 shows that it also applies in the infinite-dimensional setting.

Lemma 5.1.14. Let $\Sigma \in \mathbb{L}$. For $L \in \mathcal{L}(Y, U), I-D L$ is invertible if, and only if, $I-L D$ is invertible. Moreover,

$$
L(I-D L)^{-1}=(I-L D)^{-1} L \quad \forall L \in \mathbb{A}(D)
$$

We now define feedback operators associated with the linear components of (5.3).
Definition 5.1.15. Let $\Sigma \in \mathbb{L}$ and $L \in \mathbb{A}(D)$. We define the quadruple of feedback operators

$$
\begin{gathered}
A^{L}:=A+B L(I-D L)^{-1} C, \quad B^{L}:=B+B L(I-D L)^{-1} D \\
C^{L}:=(I-D L)^{-1} C, \quad D^{L}:=(I-D L)^{-1} D
\end{gathered}
$$

Remark 5.1.16. For $\Sigma \in \mathbb{L}$ and $L \in \mathbb{A}(D)$, it can easily be shown, by use of Lemma 5.1.14, that

$$
\begin{equation*}
B^{L}=B(I-L D)^{-1} \tag{5.4}
\end{equation*}
$$

The following lemma gives relations between systems once loop shifting has occured. We omit the proof of the result, since the argument is the same as that given in the proof of Lemma 2.1.18.

Lemma 5.1.17. Let $\Sigma \in \mathbb{L}$ and $L \in \mathbb{A}(D)$. Then $(u, v, x, y)$ is in $\mathcal{B}^{\text {lin }}$ if, and only if, $(u, v, x, y)$ satisfies

$$
\left.\begin{array}{rl}
x^{+} & =A^{L} x+B^{L}(u-L y)+\left(B_{\mathrm{e}}+B^{L} L D_{\mathrm{e}}\right) v  \tag{5.5}\\
y & =C^{L} x+D^{L}(u-L y)+(I-D L)^{-1} D_{\mathrm{e}} v
\end{array}\right\}
$$

We shall now give the final definitions of this subsection.
Definition 5.1.18. Let $\Sigma \in \mathbb{L}$ and $L \in \mathbb{A}(D)$.
(i) We denote the linear components of the system given by (5.5) by $\Sigma^{L}$, that is,

$$
\Sigma^{L}:=\left(A^{L}, B^{L}, B_{\mathrm{e}}+B^{L} L D_{\mathrm{e}}, C^{L}, D^{L},(I-D L)^{-1} D_{\mathrm{e}}\right)
$$

(ii) We denote by $\mathbf{G}^{L}$ the transfer function of the system given by $\Sigma^{L}$, that is,

$$
\mathbf{G}^{L}(z)=C^{L}\left(z I-A^{L}\right)^{-1} B^{L}+D^{L}
$$

We may express $\mathbf{G}^{L}$ as $\mathbf{G}^{L}=\mathbf{G}(I-L \mathbf{G})^{-1}$.
(iii) We define the set of stabilising feedback operators by

$$
\mathbb{S}(\mathbf{G}):=\left\{M \in \mathbb{A}(D): \mathbf{G}^{M} \in H^{\infty}(\mathcal{L}(U, Y))\right\} .
$$

The next result highlights an associativity condition for admissible feedback operators. Once again, we shall not prove the result since it can be done so identically, mutatis mutandis, to the proof of Lemma 2.1.20.

Lemma 5.1.19. Let $\Sigma \in \mathbb{L}$ and $L \in \mathbb{A}(D)$. For $M \in \mathcal{L}(Y, U)$, it follows that $M \in$ $\mathbb{A}\left(D^{L}\right)$ if, and only if, $L+M \in \mathbb{A}(D)$, and in which case,

$$
\Sigma^{L+M}=\left(\Sigma^{L}\right)^{M} \quad \text { and } \quad\left(\mathbf{G}^{L}\right)^{M}=\mathbf{G}^{L+M}
$$

In the following, we see that applying feedback operators preserves stabilisability and detectability.

Lemma 5.1.20. Let $\Sigma \in \mathbb{L}$ and $L \in \mathbb{A}(D)$. The following statements hold.
(i) $\Sigma$ is stabilisable if, and only if, $\Sigma^{L}$ is stabilisable.
(ii) $\Sigma$ is detectable if, and only if, $\Sigma^{L}$ is detectable.

The proof is straightforward and so we leave it to the reader to verify.
We now provide a state-space characterisation of the set of stabilising output feedback operators for stablisable and detectable systems.
Lemma 5.1.21. Let $\Sigma \in \mathbb{L}$. If $\Sigma$ is stabilisable and detectable, then

$$
\mathbb{S}(\mathbf{G})=\left\{L \in \mathbb{A}(D): \sigma\left(A^{L}\right) \subseteq \mathbb{D}\right\} .
$$

Proof. Let $L \in \mathbb{A}(D)$. If $\sigma\left(A^{L}\right) \subseteq \mathbb{D}$, then Lemma 5.1.2 implies that $A^{L}$ is exponentially stable. By combining this with Lemma 5.1.11, we yield that $\mathbf{G}^{L} \in H^{\infty}(\mathcal{L}(U, Y))$, or that $L \in \mathbb{S}(\mathbf{G})$. Now assume that $L \in \mathbb{S}(\mathbf{G})$. We begin with an application of Lemma 5.1.20 to obtain that $\Sigma^{L}$ is stabilisable and detectable. Hence, from Lemma 5.1.11, we see that $A^{L}$ is exponentially stable, or, equivalently (see Lemma 5.1.2), that $\sigma\left(A^{L}\right) \subseteq \mathbb{D}$.

The final result that we present here is the following, and is given in the continuous-time setting in [46, Proposition 5.6].

Lemma 5.1.22. Let $\Sigma \in \mathbb{L}, L \in \mathcal{L}(Y, U)$ and $r>0$. Then

$$
\mathbb{B}(L, r) \subseteq \mathbb{S}(\mathbf{G}) \Longleftrightarrow\left\|\mathbf{G}^{L}\right\|_{H^{\infty}} \leq 1 / r
$$

A method similar to that used to prove [46, Proposition 5.6] may be applied to prove Lemma 5.1.22. For clarity, we briefly provide such a proof.

Proof of Lemma 5.1.2. To begin with, let us assume that $\left\|\mathbf{G}^{L}\right\|_{H^{\infty}} \leq 1 / r$. Let $K \in \mathbb{B}(L, r)$ and define $M:=K-L$, which has norm less than $r$. Consequently, $\left\|M \mathbf{G}^{L}\right\|_{H^{\infty}}<1$ which implies that $I-M \mathbf{G}^{L}(z)$ is invertible for every $z \in \mathbb{E} \cup\{\infty\}$. In particular, $M \in \mathbb{A}\left(D^{L}\right)$. We claim that $M \in \mathbb{S}\left(\mathbf{G}^{L}\right)$. To see this, note that

$$
\left\|\left(I-M \mathbf{G}^{L}(z)\right)^{-1}\right\| \leq \frac{1}{1-\left\|M \mathbf{G}^{L}(z)\right\|} \leq \frac{1}{1-\left\|M \mathbf{G}^{L}\right\|_{H^{\infty}}} \quad \forall z \in \mathbb{E} \cup\{\infty\}
$$

Hence, $\left(\mathbf{G}^{L}\right)^{M}=\mathbf{G}^{L}\left(I-M \mathbf{G}^{L}\right)^{-1} \in H^{\infty}(\mathcal{L}(U, Y))$, that is, $M \in \mathbb{S}\left(\mathbf{G}^{L}\right)$. A subsequent application of Lemma 5.1.19 then yields that $K \in \mathbb{A}(D)$ and $\mathbf{G}^{K}=\left(\mathbf{G}^{L}\right)^{M} \in$ $H^{\infty}(\mathcal{L}(U, Y))$. We have therefore shown that $K \in \mathbb{S}(\mathbf{G})$, which completes the first part of the proof.
As for the converse, let us now assume that $\mathbb{B}(L, r) \subseteq \mathbb{S}(\mathbf{G})$. Seeking a contradiction, suppose that $\left\|\mathbf{G}^{L}\right\|_{H^{\infty}}>1 / r$. This then implies the existence of $z_{0} \in \mathbb{E}$ such that $\left\|\mathbf{G}^{L}\left(z_{0}\right)\right\|>1 / r$. Acting in the same manner as that done in the proof of [46, Proposition 5.6], we let $\left(u_{j}\right)_{j \in \mathbb{N}} \subseteq U$ be such that $\left\|u_{j}\right\|_{U}=1$ for all $j \in \mathbb{N}$ and $\left\|\mathbf{G}^{L}\left(z_{0}\right) u_{j}\right\|_{Y} \rightarrow\left\|\mathbf{G}^{L}\left(z_{0}\right)\right\|$ as $j \rightarrow \infty$. We also define

$$
v_{j}:=\frac{1}{\left\|\mathbf{G}^{L}\left(z_{0}\right) u_{j}\right\|_{Y}} \mathbf{G}^{L}\left(z_{0}\right) u_{j} \in Y \quad \forall j \in \mathbb{N},
$$

and $K_{j}: Y \rightarrow U$ by

$$
K_{j} \xi:=\frac{\left\langle\xi, v_{j}\right\rangle_{Y}}{\left\|\mathbf{G}^{L}\left(z_{0}\right) u_{j}\right\|_{Y}} u_{j} \quad \forall \xi \in Y, \forall j \in \mathbb{N}
$$

It is easy to verify that $\left\|K_{j}\right\|=1 /\left\|\mathbf{G}^{L}\left(z_{0}\right) u_{j}\right\|_{Y} \rightarrow 1 /\left\|\mathbf{G}^{L}\left(z_{0}\right)\right\|<r$ as $j \rightarrow \infty$. Moreover, it is also easy to check that $\left(I-K_{j} \mathbf{G}^{L}\left(z_{0}\right)\right) u_{j}=0$ for all $j \in \mathbb{N}$. Therefore, for $j$ large enough, we have that $K_{j} \in \mathbb{B}(0, r)$ and $K_{j} \notin \mathbb{S}\left(\mathbf{G}^{L}\right)$. However, for all $j \in \mathbb{N}$ large enough, by setting $M_{j}:=K_{j}+L$, it is easily seen that $M_{j} \in \mathbb{B}(L, r) \subseteq \mathbb{S}(\mathbf{G})$. Hence, again from Lemma 5.1.19, $\left(\mathbf{G}^{L}\right)^{K_{j}}=\mathbf{G}^{M_{j}} \in H^{\infty}(\mathcal{L}(U, Y)$ for all $j \in \mathbb{N}$ sufficiently large, which yields the desired contradiction. We thus have that $\left\|\mathbf{G}^{L}\right\|_{H^{\infty}} \leq 1 / r$ and the proof is complete.

Remark 5.1.23. We note that Lemma 5.1.22 shows that $\mathbb{S}(\mathbf{G})$ is open. Indeed, for every element $L$ in $\mathbb{S}(\mathbf{G})$, either: $\left\|\mathbf{G}^{L}\right\|_{H^{\infty}}=0$, in which case $\mathbf{G}=0$ and so $\mathbb{S}(\mathbf{G})=$ $\mathcal{B}(Y, U)$; or, $\left\|\mathbf{G}^{L}\right\|_{H^{\infty}} \neq 0$ and the ball of radius $1 /\left\|\mathbf{G}^{L}\right\|_{H^{\infty}}$ centred at $L$ is contained in $\mathbb{S}(\mathbf{G})$.

### 5.1.3 The impulse response and convolution operator

We now discuss convolution operators and causality. We also define what we mean by an impulse response and present a preliminary result which, as previously mentioned, will be key in order to prove the main results of this chapter. With the definition of the truncation of a sequence given in the notation section in mind, we begin by giving the following definition.

Definition 5.1.24. Let $\mathcal{F}: U^{\mathbb{Z}_{+}} \rightarrow Y^{\mathbb{Z}_{+}}$.
(i) We say that $\mathcal{F}$ is causal if $\mathcal{F}$ is linear and $\pi_{t} \mathcal{F}=\pi_{t} \mathcal{F} \pi_{t}$ for every $t \in \mathbb{Z}_{+}$.
(ii) We say that $\mathcal{F}$ is a convolution operator if there exists $\mathcal{V}: \mathbb{Z}_{+} \rightarrow \mathcal{L}(U, Y)$ such that $\mathcal{F}(u)=\mathcal{V} * u$ for all $u \in U^{\mathbb{Z}_{+}}$, where

$$
(\mathcal{V} * u)(t):=\sum_{j=0}^{t} \mathcal{V}(t-j) u(j) \quad \forall u \in U^{\mathbb{Z}_{+}}, \forall t \in \mathbb{Z}_{+} .
$$

The following lemma asserts that all convolution operators are causal.
Lemma 5.1.25. If $\mathcal{F}: U^{\mathbb{Z}_{+}} \rightarrow Y^{\mathbb{Z}_{+}}$is a convolution operator, then $\mathcal{F}$ is causal.
Whilst Lemma 5.1.25 is a generally known result, it is difficult to find an explicit reference. We hence provide a proof in order to preserve completeness.

Proof of Lemma 5.1.25. Let $\mathcal{V}: \mathbb{Z}_{+} \rightarrow \mathcal{L}(U, Y)$ be such that $\mathcal{F}(\cdot)=\mathcal{V} *$. The linearity of $\mathcal{F}$ follows from the linearity of $\mathcal{V}(t)$ for all $t \in \mathbb{Z}_{+}$. Hence, to prove the result it suffices to show that $\pi_{\tau} \mathcal{F}=\pi_{\tau} \mathcal{F} \pi_{\tau}$ for every $\tau \in \mathbb{Z}_{+}$. To see this, let $\tau, t \in \mathbb{Z}_{+}$and $u \in U^{\mathbb{Z}_{+}}$be arbitrary. We note that if $t>\tau$, then

$$
\left(\pi_{\tau}\left(\mathcal{F}\left(\pi_{\tau} u\right)\right)\right)(t)=0=\left(\pi_{\tau}(\mathcal{F} u)\right)(t) .
$$

Moreover, if $t \leq \tau$, then

$$
\begin{aligned}
\left(\pi_{\tau}\left(\mathcal{F}\left(\pi_{\tau} u\right)\right)\right)(t) & =\left(\mathcal{F}\left(\pi_{\tau} u\right)\right)(t) \\
& =\sum_{j=0}^{t} \mathcal{V}(t-j)\left(\pi_{\tau} u\right)(j) \\
& =\sum_{j=0}^{t} \mathcal{V}(t-j) u(j) \\
& =(\mathcal{F} u)(t) \\
& =\left(\pi_{\tau}(\mathcal{F} u)\right)(t),
\end{aligned}
$$

which therefore completes the proof.
We now define the impulse response and convolution operator associated with (5.3).
Definition 5.1.26. Let $\Sigma \in \mathbb{L}$.
(i) We denote the impulse response of (5.3) (or of $\Sigma$ ) by $\mathcal{G}: \mathbb{Z}_{+} \rightarrow \mathcal{L}(U, Y)$, that is,

$$
\mathcal{G}(t):= \begin{cases}D, & \text { if } t=0 \\ C A^{t-1} B, & \text { if } t \in \mathbb{N}\end{cases}
$$

(ii) We define the convolution operator corresponding to (5.3) (or of $\Sigma$ ) as

$$
\mathcal{H}: U^{\mathbb{Z}_{+}} \rightarrow Y^{\mathbb{Z}_{+}}, \quad \mathcal{H}(u):=\mathcal{G} * u \quad \forall u \in U^{\mathbb{Z}_{+}} .
$$

The following lemma asserts that the $H^{\infty}$-norm of a transfer function is equal to the $\ell^{2}$ induced operator norm of the associated convolution operator. The result is well-known in the literature (see, for example, $[23,96]$ ) and so we shall not provide a proof.

Lemma 5.1.27. Let $\Sigma \in \mathbb{L}$ be exponentially stable. Then the restriction of $\mathcal{H}$ to $\ell^{2}\left(\mathbb{Z}_{+}, U\right)$ is in $\mathcal{L}\left(\ell^{2}\left(\mathbb{Z}_{+}, U\right), \ell^{2}\left(\mathbb{Z}_{+}, Y\right)\right)$ and $\|\mathcal{H}\|_{2,2}=\|\mathbf{G}\|_{H}$, where we denote by $\|\cdot\|_{2,2}$ the $\ell^{2}$-induced operator norm.

The next lemma is the aforementioned key result of this section, underpinning future development.

Lemma 5.1.28. Let $\Sigma \in \mathbb{L}$ be exponentially stable. Then, there exist $c_{1}, c_{2}, c_{3}>0$ such that, for every $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$,

$$
\begin{equation*}
\left\|\pi_{t} x\right\|_{\ell^{2}} \leq c_{1}\|x(0)\|_{X}+c_{2}\left\|\pi_{t-1} u\right\|_{\ell^{2}}+c_{3}\left\|\pi_{t-1} v\right\|_{\ell^{2}} \quad \forall t \in \mathbb{N}, \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\pi_{t} y\right\|_{\ell^{2}} \leq c_{1}\|x(0)\|_{X}+\|\mathbf{G}\|_{H^{\infty}}\left\|\pi_{t} u\right\|_{\ell^{2}}+c_{3}\left\|\pi_{t} v\right\|_{\ell^{2}} \quad \forall t \in \mathbb{Z}_{+} \tag{5.7}
\end{equation*}
$$

Proof. Let $(u, v, x, y) \in \mathcal{B}^{\text {lin }}$. To begin with, we note that $y(0)=C x(0)+D u(0)+D_{\mathrm{e}} v(0)$ and

$$
y(t)=C A^{t} x(0)+\sum_{k=0}^{t-1} C A^{t-1-k}\left(B u(k)+B_{\mathrm{e}} v(k)\right)+D u(t)+D_{\mathrm{e}} v(t) \quad \forall t \in \mathbb{N} .
$$

By denoting the impulse response of the system with $B=B_{\mathrm{e}}$ and $D=D_{\mathrm{e}}$ by $\mathcal{G}_{\mathrm{e}}$ (see Definition 5.1.26), we thus see that, for all $t \in \mathbb{N}$,

$$
\begin{align*}
y(t) & =C A^{t} x(0)+\sum_{k=0}^{t-1} \mathcal{G}(t-k) u(k)+D u(t)+\sum_{k=0}^{t-1} \mathcal{G}_{\mathrm{e}}(t-k) v(k)+D_{\mathrm{e}} v(t) \\
& =C A^{t} x(0)+\sum_{k=0}^{t} \mathcal{G}(t-k) u(k)+\sum_{k=0}^{t} \mathcal{G}_{\mathrm{e}}(t-k) v(k) . \tag{5.8}
\end{align*}
$$

By further denoting the corresponding convolution operator to $\mathcal{G}_{\mathrm{e}}$ by $\mathcal{H}_{\mathrm{e}}$ (see again Definition 5.1.26), and by defining $g \in Y^{\mathbb{Z}_{+}}$by

$$
g(t):=C A^{t} x(0) \quad \forall t \in \mathbb{Z}_{+},
$$

we see that (5.8) implies

$$
y(t)=g(t)+(\mathcal{H} u)(t)+\left(\mathcal{H}_{\mathrm{e}} v\right)(t) \quad \forall t \in \mathbb{Z}_{+} .
$$

We now utilise Lemma 5.1.25, to yield that

$$
\begin{equation*}
\pi_{t} y=\pi_{t} g+\pi_{t} \mathcal{H}\left(\pi_{t} u\right)+\pi_{t} \mathcal{H}_{\mathrm{e}}\left(\pi_{t} v\right) \quad \forall t \in \mathbb{Z}_{+} \tag{5.9}
\end{equation*}
$$

To obtain (5.7), we make the following estimates. First, for all $t \in \mathbb{Z}_{+}$,

$$
\left\|\pi_{t} g\right\|_{\ell^{2}}=\left(\sum_{k=0}^{t}\left\|C A^{k} x(0)\right\|_{Y}^{2}\right)^{\frac{1}{2}} \leq\|C\|\left(\sum_{k=0}^{\infty}\left\|A^{k}\right\|^{2}\right)^{\frac{1}{2}}\|x(0)\|_{X} \leq c_{1}\|x(0)\|_{X}
$$

where $c_{1}>0$ exists by the exponential stability of $\Sigma$. With this in mind, we take norms of (5.9) to yield, for all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\left\|\pi_{t} y\right\|_{\ell^{2}} & \leq\left\|\pi_{t} g\right\|_{\ell^{2}}+\left\|\pi_{t} \mathcal{H}\left(\pi_{t} u\right)\right\|_{\ell^{2}}+\left\|\pi_{t} \mathcal{H}_{\mathrm{e}}\left(\pi_{t} v\right)\right\|_{\ell^{2}} \\
& \leq c_{1}\|x(0)\|_{X}+\left\|\mathcal{H}\left(\pi_{t} u\right)\right\|_{\ell^{2}}+\left\|\mathcal{H}_{\mathrm{e}}\left(\pi_{t} v\right)\right\|_{\ell^{2}} \\
& \leq c_{1}\|x(0)\|_{X}+\|\mathcal{H}\|_{2,2}\left\|\pi_{t} u\right\|_{\ell^{2}}+c_{3}\left\|\pi_{t} v\right\|_{\ell^{2}},
\end{aligned}
$$

where $c_{3}:=\left\|\mathcal{H}_{\mathrm{e}}\right\|_{2,2}$ and is finite by the exponential stability of $\Sigma$. We now utilise an application of Lemma 5.1.27 to yield (5.7). In an entirely similar manner, one can easily show that (5.6) holds. In the interest of avoiding repetition, we omit the details.

### 5.1.4 The Lur'e system and the initial-value problem

The nonlinear control systems considered in this chapter are given by the interconnection of (5.3) with the nonlinear feedback $u=f(y+w)$ for some $f: Y \rightarrow U$, where $w \in Y^{\mathbb{Z}_{+}}$is an output disturbance (see Figure 5.1).
Namely, we study

$$
\left.\begin{array}{rl}
x^{+} & =A x+B u+B_{\mathrm{e}} v  \tag{5.10}\\
y & =C x+D u+D_{\mathrm{e}} v \\
u & =f(y+w),
\end{array}\right\}
$$

where $\Sigma \in \mathbb{L}, v \in V^{\mathbb{Z}_{+}}, w \in Y^{\mathbb{Z}_{+}}$and $f: Y \rightarrow U$.
For some commentary relevant to (5.10), we refer the reader to Remark 2.1.30.
We now proceed to give a series of definitions and preliminary results regarding (5.10).
To begin with, similar to the behaviour of (5.3), we define the behaviour of (5.10).


Figure 5.1: Block diagram of the feedback interconnection of (5.3) with $u=f(y+w)$.

Definition 5.1.29. Let $\Sigma \in \mathbb{L}$ and $f: Y \rightarrow U$. We define the behaviour of (5.10) as

$$
\mathcal{B}_{f}(\Sigma):=\left\{(v, w, x, y) \in V^{\mathbb{Z}_{+}} \times Y^{\mathbb{Z}_{+}} \times X^{\mathbb{Z}_{+}} \times Y^{\mathbb{Z}_{+}}:(v, w, x, y) \text { satisfies }(5.10)\right\}
$$

and, when the context is clear, we will suppress this to just $\mathcal{B}$.
The following lemma contains an important (although trivial to prove) property of (the behaviour of) (5.10), which will be crucial throughout this chapter.

Lemma 5.1.30. Let $\Sigma \in \mathbb{L}$ and $f: Y \rightarrow U$.

$$
(v, w, x, y) \in \mathcal{B} \quad \Longrightarrow \quad\left(\Lambda_{\tau} v, \Lambda_{\tau} w, \Lambda_{\tau} x, \Lambda_{\tau} y\right) \in \mathcal{B} \quad \forall \tau \in \mathbb{Z}_{+}
$$

The following definition explains what we mean when we talk about the initial-value problem associated with (5.10).

Definition 5.1.31. Let $\Sigma \in \mathbb{L}$ and $f: Y \rightarrow U$. Associated with (5.10) is the following initial-value problem (IVP)

$$
\left.\begin{array}{rl}
x^{+} & =A x+B u+B_{\mathrm{e}} v, \quad x(0)=x^{0} \in X,  \tag{5.11}\\
y & =C x+D u+D_{\mathrm{e}} v, \\
u & =f(y+w),
\end{array}\right\}
$$

where $v \in V^{\mathbb{Z}_{+}}, w \in Y^{\mathbb{Z}_{+}}$. For a given $x^{0} \in X, v \in V^{\mathbb{Z}_{+}}$and $w \in Y^{\mathbb{Z}_{+}}$, we say that $(x, y) \in X^{\mathbb{Z}_{+}} \times Y^{\mathbb{Z}_{+}}$is a solution to the IVP (5.11) if $x(0)=x^{0}$ and $(v, w, x, y) \in \mathcal{B}$.

The next two results present sufficient conditions for when, given an initial condition and inputs, solutions to the IVP (5.11) exist and when there is at most one solution. We shall not provide a proof of these results, and shall instead refer the reader to the proofs of Propositions 2.1.36 and 2.1.37. Although they are in the finite-dimensional setting, that property is not utilised and so the proofs apply here also.

Proposition 5.1.32. Let $\Sigma \in \mathbb{L}, f: Y \rightarrow U, x^{0} \in X, v \in V^{\mathbb{Z}_{+}}$and $w \in Y^{\mathbb{Z}_{+}}$. The following statements hold.
(i) If the map $I-D f$ is surjective, then there exists a solution to the IVP (5.11).
(ii) If the map $I-D f$ is injective, then there is at most one solution to the IVP (5.11).

Proposition 5.1.33. Let $\Sigma \in \mathbb{L}, f: Y \rightarrow U, x^{0} \in X, v \in V^{\mathbb{Z}_{+}}, w \in Y^{\mathbb{Z}_{+}}$and $K \in \mathbb{A}(D)$. The following statements hold.
(i) If the map $I-D^{K}(f-K)$ is surjective, then there exists a solution to the IVP (5.11).
(ii) If the map $I-D^{K}(f-K)$ is injective, then there is at most one solution to the IVP (5.11).

We conclude this section by recalling Example 2.1.38. There, two systems are presented (in the finite-dimensional setting) that satisfy that $I-D f$ is not surjective and not injective, respectively. In the first example, for certain initial conditions and inputs, the corresponding IVP has no solutions. In the second illustration, again for certain initial conditions and inputs, the IVP has more than one solution. This whence tells us that the conclusions of statement (i) and (ii) of Proposition 5.1.32 need not hold if the respective assumptions fail.

### 5.2 Input-to-state stability properties

This section concerns input-to-state stability properties of systems of the form (5.10). In particular, we consider incremental stability notions (see, for example, [5, 47]). We split the section in two, and begin in the first part by defining relevant stability notions and by presenting the main incremental stability result (see Theorem 5.2.5) of this chapter. In the latter part of this section, we give various corollaries of this result, which have assumptions in terms of positive realness conditions.

### 5.2.1 Incremental input-to-state stability

In what follows, we shall abuse notation and, when the context is clear, consider an element $\xi$ of a vector space as a constant function mapping $t \mapsto \xi$ for all $t \in \mathbb{Z}_{+}$.

Definition 5.2.1. Let $\Sigma \in \mathbb{L}$ and $f: Y \rightarrow U$.
(i) A quadruple $\left(v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right) \in V \times Y \times X \times Y$ is called an equilibrium quadruple of $(5.10)$ if $\left(v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right) \in \mathcal{B}$.
(ii) An equilibrium quadruple ( $v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}$ ) is said to be exponentially input-to-state stable (ISS) if there exist $c>0$ and $a \in(0,1)$ such that, for all $(v, w, x, y) \in \mathcal{B}$,

$$
\begin{equation*}
\left\|x(t)-x^{\mathrm{e}}\right\|_{X} \leq c\left(a^{t}\left\|x(0)-x^{\mathrm{e}}\right\|_{X}+\max _{s \in \underline{t-1}}\left\|\binom{v(s)}{w(s)}-\binom{v^{\mathrm{e}}}{w^{\mathrm{e}}}\right\|_{V \times Y}\right) \quad \forall t \in \mathbb{N} \tag{5.12}
\end{equation*}
$$

(iii) An equilibrium quadruple $\left(v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right)$ is said to be exponentially input-tostate/output stable (ISOS) if there exist $c>0$ and $a \in(0,1)$ such that, for all $(v, w, x, y) \in \mathcal{B}$, (5.12) holds and

$$
\left\|y(t)-y^{\mathrm{e}}\right\|_{Y} \leq c\left(a^{t}\left\|x(0)-x^{\mathrm{e}}\right\|_{X}+\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}-\binom{v^{\mathrm{e}}}{w^{\mathrm{e}}}\right\|_{V \times Y}\right) \quad \forall t \in \mathbb{Z}_{+}
$$

(iv) We say that (5.10) is exponentially ISS (respectively, ISOS) if ( $0,0,0,0$ ) is an exponentially ISS (respectively, ISOS) equilibrium quadruple of (5.10).

Remark 5.2.2. An interesting question is whether or not ISOS of (5.10) is a consequence of ISS. Of course, in the case where the feedthrough is zero, ISOS is trivially implied by ISS. The system given in Example 2.2 .6 can be used here as an example of a system which is ISS but not ISOS. This hence gives credence to the justification of our investigation of output stability. Moreover, this justification is furthered by the fact that the aforementioned example is in the finite-dimensional setting.

We now continue with giving stability notions that are attached to (5.10).
Definition 5.2.3. Let $\Sigma \in \mathbb{L}, f: Y \rightarrow U$, and let $S, S_{1}, S_{2}$ be non-empty subsets of $Y$.
(i) We define the sub-behaviour of (5.10) on $S$ by

$$
\mathcal{B}_{f}^{S}(\Sigma):=\left\{(v, w, x, y) \in \mathcal{B}_{f}(\Sigma): y(t)+w(t) \in S \forall t \in \mathbb{Z}_{+}\right\}
$$

and, when the context is clear, will suppress this to simply $\mathcal{B}^{S}$.
(ii) We say that (5.10) is exponentially incrementally input-to-state stable ( $\delta$ ISS) with respect to $S_{1}$ and $S_{2}$ if there exist $c>0$ and $a \in(0,1)$ such that, for all $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \mathcal{B}^{S_{1}}$, all $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}^{S_{2}}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
\left\|x_{1}(t)-x_{2}(t)\right\|_{X} \leq c\left(a^{t}\left\|x_{1}(0)-x_{2}(0)\right\|_{X}+\max _{s \in \underline{t-1}}\left\|\binom{v_{1}(s)}{w_{1}(s)}-\binom{v_{2}(s)}{w_{2}(s)}\right\|_{V \times Y}\right) \tag{5.13}
\end{equation*}
$$

(iii) We say that (5.10) is exponentially incrementally input-to-state/output stable ( $\delta$ ISOS) with respect to $S_{1}$ and $S_{2}$ if there exist $c>0$ and $a \in(0,1)$ such that, for all $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \mathcal{B}^{S_{1}}$, all $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}^{S_{2}}$ and all $t \in \mathbb{Z}_{+}$, (5.13) holds and

$$
\left\|y_{1}(t)-y_{2}(t)\right\|_{Y} \leq c\left(a^{t}\left\|x_{1}(0)-x_{2}(0)\right\|_{X}+\max _{s \in \underline{t}}\left\|\binom{v_{1}(s)}{w_{1}(s)}-\binom{v_{2}(s)}{w_{2}(s)}\right\|_{V \times Y}\right)
$$

(iv) We say that (5.10) is exponentially $\delta$ ISS (respectively, $\delta$ ISOS) if $S_{1}=S_{2}=Y$ in statement (ii) (respectively, statement (iii)).

Remark 5.2.4. In the case that $f(0)=0$, if (5.10) is $\delta$ ISS (respectively, $\delta$ ISOS) with respect to $S_{1}:=Y$ and $S_{2}:=\{0\}$, then, trivially, (5.10) is also ISS (respectively, ISOS). Moreover, exponential $\delta$ ISOS with respect to $S_{1}$ and $S_{2}$ implies exponential $\delta$ ISS with respect to the same sets. However, Example 2.2 .6 (as discussed in Remark 5.2.2) shows that the converse implication is false.

By recalling the definition of a weighted $\ell^{2}$-space given in the notation section of this thesis, we are now ready to present the aforementioned main theorem of this chapter.

Theorem 5.2.5. Let $\Sigma \in \mathbb{L}$ be stabilisable and detectable, $f: Y \rightarrow U$, and let $S_{1}, S_{2} \subseteq$ $Y$ be non-empty. Assume that $r>0$ and $K \in \mathcal{L}(Y, U)$ satisfy $\mathbb{B}(K, r) \subseteq \mathbb{S}(\mathbf{G})$ and that there exists $\delta \in(0, r)$ such that

$$
\begin{equation*}
\|f(\xi)-f(\zeta)-K(\xi-\zeta)\|_{U} \leq(r-\delta)\|\xi-\zeta\|_{Y} \quad \forall \xi \in S_{1}, \forall \zeta \in S_{2} \tag{5.14}
\end{equation*}
$$

Then the following hold.
(i) There exist constants $a>0, b>0$ and $\omega>1$ such that, for all $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in$ $\mathcal{B}^{S_{1}},\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}^{S_{2}}$, and all $\rho \in[1, \omega]$,

$$
\begin{equation*}
\left\|\pi_{t}\left(x_{1}-x_{2}\right)\right\|_{\ell_{\rho}^{2}} \leq a\left(\left\|x_{1}(0)-x_{2}(0)\right\|_{X}+\left\|\pi_{t-1}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell_{\rho}^{2}}\right) \quad \forall t \in \mathbb{N} \tag{5.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\pi_{t}\left(y_{1}-y_{2}\right)\right\|_{\ell_{\rho}^{2}} \leq b\left(\left\|x_{1}(0)-x_{2}(0)\right\|_{X}+\left\|\pi_{t}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell_{\rho}^{2}}\right) \quad \forall t \in \mathbb{Z}_{+} \tag{5.16}
\end{equation*}
$$

(ii) For $q \in[2, \infty]$, there exist constants $c>0, d>0$ and $\theta \in(0,1)$ such that, for all $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \mathcal{B}^{S_{1}}$ and $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}^{S_{2}}$,

$$
\begin{equation*}
\left\|x_{1}(t)-x_{2}(t)\right\|_{X} \leq c\left(\theta^{t}\left\|x_{1}(0)-x_{2}(0)\right\|_{X}+\left\|\pi_{t-1}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell^{q}}\right) \quad \forall t \in \mathbb{N} \tag{5.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|y_{1}(t)-y_{2}(t)\right\|_{Y} \leq d\left(\theta^{t}\left\|x_{1}(0)-x_{2}(0)\right\|_{X}+\left\|\pi_{t}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell^{q}}\right) \quad \forall t \in \mathbb{Z}_{+} \tag{5.18}
\end{equation*}
$$

Here $c$ and $d$ depend on $q$, but $\theta$ does not.
Before proving Theorem 5.2.5, we note that, by taking $q=\infty$, the following immediate consequence of Theorem 5.2.5 holds.

Corollary 5.2.6. Under the assumptions of Theorem 5.2.5, the Lur'e system (5.10) is exponentially $\delta I S O S$ with respect to $S_{1}$ and $S_{2}$. In particular, the following statements hold.
(i) If (5.14) holds with $S_{1}=S_{2}=Y$, then (5.10) is exponentially $\delta$ ISOS.
(ii) If ( $\left.v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right)$ is an equilibrium quadruple of (5.10) and (5.14) holds with $S_{1}=$ $Y$ and $S_{2}=\left\{y^{\mathrm{e}}+w^{\mathrm{e}}\right\}$, then $\left(v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right)$ is an exponentially ISOS equilibrium quadruple of (5.10).

Proof of Theorem 5.2.5. The proof uses a combination of small-gain and exponential weighting arguments. Since $\Sigma$ is stabilisable and detectable, it follows from Lemma 5.1.20 that $\Sigma^{K}$ is as well. Moreover, since $\mathbf{G}^{K} \in H^{\infty}(\mathcal{L}(U, Y))$, an application of Lemma 5.1.11 yields that $A^{K}$ is exponentially stable, with exponential growth constant $\mu \in(0,1)$. Let $\alpha \in(\mu, 1)$. Lemma 5.1.12 gives that $\mathbf{G}^{K} \in H_{\alpha}^{\infty}(\mathcal{L}(U, Y))$. Let us consider $\mathbf{G}^{K}$ on the closed annulus $\mathcal{A}:=\{z \in \mathbb{C}: \beta \leq|z| \leq 1\}$, where $\beta \in(\alpha, 1)$. Owing to the continuity of $\mathbf{G}^{K}$ on $\mathbb{E}_{\alpha}, \mathbf{G}^{K}$ is uniformly continuous on $\mathcal{A}$. Thus, there exists $\gamma \in(0,1-\beta)$ such that, for all $z_{1}, z_{2} \in \mathcal{A}$ with $\left|z_{1}-z_{2}\right|<\gamma$,

$$
\left\|\mathbf{G}^{K}\left(z_{1}\right)-\mathbf{G}^{K}\left(z_{2}\right)\right\|<\frac{1}{r-\delta / 2}-\frac{1}{r}
$$

Since, from Lemma 5.1.22, $\left\|\mathbf{G}^{K}\right\|_{H \infty} \leq 1 / r$, the above inequality implies that, for all $z \in \mathbb{C}$ with $1-\gamma<|z| \leq 1$,

$$
\begin{aligned}
\left\|\mathbf{G}^{K}(z)\right\| & \leq\left\|\mathbf{G}^{K}(z)-\mathbf{G}^{K}\left(z^{*}\right)\right\|+\left\|\mathbf{G}^{K}\left(z^{*}\right)\right\| \\
& <\frac{1}{r-\delta / 2}-\frac{1}{r}+\frac{1}{r} \\
& =\frac{1}{r-\delta / 2}
\end{aligned}
$$

where $z^{*}=z /|z|$. Here, we have used that, for such a $z, z, z^{*} \in \mathcal{A}$ and $\left|z-z^{*}\right|<\gamma$. Consequently, since $\left\|\mathbf{G}^{K}\right\|_{H^{\infty}} \leq 1 / r$, for $\gamma^{*} \in(1-\gamma, 1)$,

$$
\begin{equation*}
\sup _{z \in \mathbb{E}_{\gamma^{*}}}\left\|\mathbf{G}^{K}(z)\right\| \leq \frac{1}{r-\delta / 2}<\frac{1}{r-\delta} . \tag{5.19}
\end{equation*}
$$

To prove statement (i), set $\omega:=1 / \gamma^{*}>1$ and let $\rho \in[1, \omega]$. We define $\mathbf{H}(z):=\mathbf{G}^{K}(z / \rho)$ to obtain that, from (5.19),

$$
\begin{equation*}
\|\mathbf{H}\|_{H^{\infty}}=\sup _{z \in \mathbb{E}}\|\mathbf{H}(z)\| \leq \sup _{z \in \mathbb{E}_{\gamma^{*}}}\left\|\mathbf{G}^{K}(z)\right\|<\frac{1}{r-\delta} \tag{5.20}
\end{equation*}
$$

By the choice of $\rho$, we have that

$$
\rho \mu<\frac{\mu}{1-\gamma}<\frac{\mu}{\beta}<1
$$

which implies that $\rho A^{K}$ is exponentially stable.
Let $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \mathcal{B}^{S_{1}}$ and $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}^{S_{2}}$. By Lemma 5.1.17, it follows that, for $i \in\{1,2\}$,

$$
\begin{aligned}
x_{i}^{+} & =A^{K} x_{i}+B^{K}\left(f\left(y_{i}+w_{i}\right)-K y_{i}\right)+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v_{i} \\
y_{i} & =C^{K} x_{i}+D^{K}\left(f\left(y_{i}+w_{i}\right)-K y_{i}\right)+(I-D K)^{-1} D_{\mathrm{e}} v_{i}
\end{aligned}
$$

Forming the differences then gives

$$
\begin{align*}
\left(x_{1}-x_{2}\right)^{+}=A^{K}\left(x_{1}-x_{2}\right)+B^{K}( & f\left(y_{1}+w_{1}\right)-f\left(y_{2}+w_{2}\right) \\
& \left.-K\left(y_{1}+w_{1}-y_{2}-w_{2}\right)\right)+\eta \tag{5.21}
\end{align*}
$$

and

$$
\begin{align*}
y_{1}-y_{2}=C^{K}\left(x_{1}-x_{2}\right)+D^{K}( & f\left(y_{1}+w_{1}\right)-f\left(y_{2}+w_{2}\right) \\
& \left.-K\left(y_{1}+w_{1}-y_{2}-w_{2}\right)\right)+\nu \tag{5.22}
\end{align*}
$$

where

$$
\begin{aligned}
\eta & :=\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right)\left(v_{1}-v_{2}\right)+B^{K} K\left(w_{1}-w_{2}\right) \quad \text { and } \\
\nu & :=(I-D K)^{-1} D_{\mathrm{e}}\left(v_{1}-v_{2}\right)+D^{K} K\left(w_{1}-w_{2}\right) .
\end{aligned}
$$

Now, by recalling (5.1) and that $\rho \leq \omega$, it is easy to check that there exists $\kappa>0$ which is independent of $\rho,\left(v_{1}, w_{1}, x_{1}, y_{1}\right)$ and $\left(v_{2}, w_{2}, x_{2}, y_{2}\right)$, and is such that

$$
\begin{equation*}
\left\|\binom{\rho \eta(t)}{\nu(t)}\right\|_{X \times Y} \leq \kappa\left\|\binom{\left(v_{1}-v_{2}\right)(t)}{\left(w_{1}-w_{2}\right)(t)}\right\|_{V \times Y} \quad \forall t \in \mathbb{Z}_{+} \tag{5.23}
\end{equation*}
$$

By defining $\tilde{u}_{\rho}(t)=\rho^{t} \tilde{u}(t)$ for all $t \in \mathbb{Z}_{+}$and all sequences $\tilde{u}$, we see that (5.21) and (5.22) yield

$$
\left.\begin{array}{rl}
\left(x_{1}-x_{2}\right)_{\rho}^{+} & =\rho A^{K}\left(x_{1}-x_{2}\right)_{\rho}+\rho B^{K} g_{\rho}+\rho \eta_{\rho},  \tag{5.24}\\
\left(y_{1}-y_{2}\right)_{\rho} & =C^{K}\left(x_{1}-x_{2}\right)_{\rho}+D^{K} g_{\rho}+\nu_{\rho}
\end{array}\right\}
$$

where
$g(t):=f\left(y_{1}(t)+w_{1}(t)\right)-f\left(y_{2}(t)+w_{2}(t)\right)-K\left(y_{1}(t)+w_{1}(t)-y_{2}(t)-w_{2}(t)\right) \quad \forall t \in \mathbb{Z}_{+}$.
We thus obtain that the quadruple

$$
\left(g_{\rho},\binom{\rho \eta_{\rho}}{\nu_{\rho}},\left(x_{1}-x_{2}\right)_{\rho},\left(y_{1}-y_{2}\right)_{\rho}\right)
$$

is in the behaviour of the linear system given by $\left(\rho A^{K}, \rho B^{K},\left(\begin{array}{ll}I & 0\end{array}\right), C^{K}, D^{K},\left(\begin{array}{ll}0 & I\end{array}\right)\right) \in$ $\mathbb{L}$ where $V=X \times Y$. Therefore, since $\rho A^{K}$ is exponentially stable, an application of Lemma 5.1.28 to system (5.24) yields the existence of constants $c_{1}, c_{2}, c_{3}$ (independent of $\left(v_{1}, w_{1}, x_{1}, y_{1}\right)$ and $\left.\left(v_{2}, w_{2}, x_{2}, y_{2}\right)\right)$ such that, for all $t \in \mathbb{N}$,

$$
\begin{equation*}
\left\|\pi_{t}\left(x_{1}-x_{2}\right)_{\rho}\right\|_{\ell^{2}} \leq c_{1}\left\|\left(x_{1}-x_{2}\right)(0)\right\|_{X}+c_{2}\left\|\pi_{t-1} g_{\rho}\right\|_{\ell^{2}}+c_{3}\left\|\pi_{t-1}\binom{\rho \eta_{\rho}}{\nu_{\rho}}\right\|_{\ell^{2}}, \tag{5.25}
\end{equation*}
$$

and that, for all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
\left\|\pi_{t}\left(y_{1}-y_{2}\right)_{\rho}\right\|_{\ell^{2}} \leq c_{1}\left\|\left(x_{1}-x_{2}\right)(0)\right\|_{X}+\|\mathbf{H}\|_{H^{\infty}}\left\|\pi_{t} g_{\rho}\right\|_{\ell^{2}}+c_{3}\left\|\pi_{t}\binom{\rho \eta_{\rho}}{\nu_{\rho}}\right\|_{\ell^{2}} . \tag{5.26}
\end{equation*}
$$

Now, since $A^{K}$ is exponentially stable with exponential growth constant $\mu \in(0,1)$ and since $\rho \leq \omega=1 / \gamma^{*}$ where $\gamma^{*} \in(\mu, 1)$, it is easy to check that $c_{1}, c_{2}$, and $c_{3}$ are bounded above by positive constants $c_{4}, c_{5}$, and $c_{6}$, respectively, which are independent of $\rho$, $\left(v_{1}, w_{1}, x_{1}, y_{1}\right)$ and $\left(v_{2}, w_{2}, x_{2}, y_{2}\right)$. With this in mind, we now use the previous two estimates to prove that statement (i) holds. To this end, we first note that, by the definition of $g$ and assumption (5.14), we have, for all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\left\|g_{\rho}(t)\right\|_{U} & =\rho^{t}\left\|f\left(y_{1}(t)+w_{1}(t)\right)-f\left(y_{2}(t)+w_{2}(t)\right)-K\left(y_{1}(t)+w_{1}(t)-y_{2}(t)-w_{2}(t)\right)\right\|_{U} \\
& \leq(r-\delta) \rho^{t}\left\|\left(y_{1}+w_{1}-y_{2}-w_{2}\right)(t)\right\|_{Y} \\
& =(r-\delta)\left\|\left(y_{1}+w_{1}-y_{2}-w_{2}\right)_{\rho}(t)\right\|_{Y},
\end{aligned}
$$

which in turn implies that

$$
\begin{equation*}
\left\|\pi_{t} g_{\rho}\right\|_{\ell^{2}} \leq(r-\delta)\left\|\pi_{t}\left(y_{1}-y_{2}\right)_{\rho}\right\|_{\ell^{2}}+(r-\delta)\left\|\pi_{t}\left(w_{1}-w_{2}\right)_{\rho}\right\|_{\ell^{2}} \quad \forall t \in \mathbb{Z}_{+} . \tag{5.27}
\end{equation*}
$$

Substituting (5.20), (5.23) and (5.27) into (5.26) and rearranging, subsequently yields

$$
\begin{align*}
\left\|\pi_{t}\left(y_{1}-y_{2}\right)\right\|_{\ell_{\rho}^{2}} & =\left\|\pi_{t}\left(y_{1}-y_{2}\right)_{\rho}\right\|_{\ell^{2}} \\
& \leq c_{7}\left\|\left(x_{1}-x_{2}\right)_{\rho}(0)\right\|_{X}+c_{8}\left\|\pi_{t}\binom{\left(v_{1}-v_{2}\right)_{\rho}}{\left(w_{1}-w_{2}\right)_{\rho}}\right\|_{\ell^{2}} \quad \forall t \in \mathbb{Z}_{+}, \tag{5.28}
\end{align*}
$$

where

$$
c_{7}:=\frac{c_{4}}{1-(r-\delta)\|\mathbf{H}\|_{H^{\infty}}}>0, \quad c_{8}:=\frac{\kappa c_{6}+(r-\delta)\|\mathbf{H}\|_{H^{\infty}}}{1-(r-\delta)\|\mathbf{H}\|_{H^{\infty}}}>0 .
$$

Inequality (5.16) now follows from (5.28) with $b:=\max \left\{c_{7}, c_{8}\right\}$. Similarly, by substituting (5.27) and (5.28) into (5.25), we see that, for all $t \in \mathbb{N}$,

$$
\begin{aligned}
\left\|\pi_{t}\left(x_{1}-x_{2}\right)\right\|_{\ell_{\rho}^{2}}= & \left\|\pi_{t}\left(x_{1}-x_{2}\right)_{\rho}\right\|_{\ell^{2}} \\
\leq & c_{4}\left\|\left(x_{1}-x_{2}\right)(0)\right\|_{X}+c_{6}\left\|\pi_{t-1}\binom{\rho \eta_{\rho}}{\nu_{\rho}}\right\|_{\ell^{2}} \\
& +c_{5}(r-\delta)\left(\left\|\pi_{t-1}\left(y_{1}-y_{2}\right)_{\rho}\right\|_{\ell^{2}}+\left\|\pi_{t-1}\left(w_{1}-w_{2}\right)_{\rho}\right\|_{\ell^{2}}\right) \\
\leq & c_{9}\left\|\left(x_{1}-x_{2}\right)(0)\right\|_{X}+c_{10}\left\|\pi_{t-1}\binom{\left(v_{1}-v_{2}\right)_{\rho}}{\left(w_{1}-w_{2}\right)_{\rho}}\right\|_{\ell^{2}},
\end{aligned}
$$

where $c_{9}:=c_{4}+c_{5}(r-\delta) c_{7}>0$ and $c_{10}:=c_{6} \kappa+c_{5}(r-\delta)\left(c_{8}+1\right)>0$. We now set $a:=\max \left\{c_{9}, c_{10}\right\}$ so that the above inequality gives (5.15). Since $a$ and $b$ are independent of $\rho,\left(v_{1}, w_{1}, x_{1}, y_{1}\right)$ and $\left(v_{2}, w_{2}, x_{2}, y_{2}\right)$, we have thus proven statement (i). We proceed to prove statement (ii). To this end, we let $\rho \in(1, \omega]$ and note that, since $\rho A^{K}$ is exponentially stable, we have that

$$
c_{11}:=\sup _{t \in \mathbb{Z}_{+}}\left\|\left(\rho A^{K}\right)^{t}\right\|<\infty .
$$

Moreover, let $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \mathcal{B}^{S_{1}}$ and $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}^{S_{2}}$. By applying the variation-of-parameters formula to (5.24), we see that

$$
\begin{aligned}
\left(x_{1}-x_{2}\right)_{\rho}(t)= & \left(\rho A^{K}\right)^{t}\left(x_{1}-x_{2}\right)(0)+\sum_{k=0}^{t-1}\left(\rho A^{K}\right)^{t-1-k} \rho B^{K} g_{\rho}(k) \\
& +\sum_{k=0}^{t-1}\left(\rho A^{K}\right)^{t-1-k} \rho \eta_{\rho}(k) \quad \forall t \in \mathbb{N} .
\end{aligned}
$$

If we then apply the triangle inequality and Hölder's inequality we yield, for all $t \in \mathbb{N}$,

$$
\begin{aligned}
\left\|\left(x_{1}-x_{2}\right)_{\rho}(t)\right\|_{X} \leq & c_{11}\left\|\left(x_{1}-x_{2}\right)(0)\right\|_{X}+\left\|\rho B^{K}\right\| \sum_{k=0}^{t-1}\left\|\left(\rho A^{K}\right)^{t-1-k}\right\|\left\|g_{\rho}(k)\right\|_{U} \\
& +\rho \sum_{k=0}^{t-1}\left\|\left(\rho A^{K}\right)^{t-1-k}\right\|\left\|\eta_{\rho}(k)\right\|_{U} \\
\leq & c_{11}\left\|\left(x_{1}-x_{2}\right)(0)\right\|_{X}+\left\|\rho B^{K}\right\|\left(\sum_{k=0}^{t-1}\left\|\left(\rho A^{K}\right)^{k}\right\|^{2}\right)^{1 / 2}\left\|\pi_{t-1} g_{\rho}\right\|_{\ell^{2}} \\
& +\rho\left(\sum_{k=0}^{t-1}\left\|\left(\rho A^{K}\right)^{k}\right\|^{2}\right)^{1 / 2}\left\|\pi_{t-1} \eta_{\rho}\right\|_{\ell^{2}} .
\end{aligned}
$$

Substituting (5.27), and then (5.28) and (5.23), into the above estimate gives

$$
\begin{align*}
& \left\|\left(x_{1}-x_{2}\right)_{\rho}(t)\right\|_{X} \leq c_{11}\left\|\left(x_{1}-x_{2}\right)(0)\right\|_{X}+\rho\left(\sum_{k=0}^{t-1}\left\|\left(\rho A^{K}\right)^{k}\right\|^{2}\right)^{1 / 2}\left\|\pi_{t-1} \eta_{\rho}\right\|_{\ell} \\
& \quad+(r-\delta)\left\|\rho B^{K}\right\|\left(\sum_{k=0}^{t-1}\left\|\left(\rho A^{K}\right)^{k}\right\|^{2}\right)^{1 / 2}\left(\left\|\pi_{t-1}\left(y_{1}-y_{2}\right)_{\rho}\right\|_{\ell^{2}}+\left\|\pi_{t-1}\left(w_{1}-w_{2}\right)_{\rho}\right\|_{\ell^{2}}\right) \\
& \quad \leq c_{12}\left\|\left(x_{1}-x_{2}\right)(0)\right\|_{X}+c_{13}\left\|\pi_{t-1}\binom{\left(v_{1}-v_{2}\right)_{\rho}}{\left(w_{1}-w_{2}\right)_{\rho}}\right\|_{\ell^{2}} \quad \forall t \in \mathbb{N}, \tag{5.29}
\end{align*}
$$

where

$$
c_{12}:=c_{11}+c_{7}(r-\delta)\left\|\rho B^{K}\right\|\left(\sum_{k=0}^{\infty}\left\|\left(\rho A^{K}\right)^{k}\right\|^{2}\right)^{1 / 2}
$$

and

$$
c_{13}:=\kappa\left(\sum_{k=0}^{\infty}\left\|\left(\rho A^{K}\right)^{k}\right\|^{2}\right)^{1 / 2}+\left(c_{8}+1\right)(r-\delta)\left\|\rho B^{K}\right\|\left(\sum_{k=0}^{\infty}\left\|\left(\rho A^{K}\right)^{k}\right\|^{2}\right)^{1 / 2}
$$

We note that estimate (5.29) can be written as

$$
\begin{equation*}
\left\|\left(x_{1}-x_{2}\right)(t)\right\|_{X} \leq c_{12} \rho^{-t}\left\|\left(x_{1}-x_{2}\right)(0)\right\|_{X}+c_{13} \rho^{-t}\left\|\pi_{t-1}\binom{\left(v_{1}-v_{2}\right)_{\rho}}{\left(w_{1}-w_{2}\right)_{\rho}}\right\|_{\ell^{2}} \quad \forall t \in \mathbb{N} \tag{5.30}
\end{equation*}
$$

If $q \in(2, \infty)$, then there exists $p \in(1, \infty)$ such that $2 / q+1 / p=1$. Whence, by using Hölder's inequality again, we see that

$$
\begin{aligned}
\left\|\pi_{t}\binom{\left(v_{1}-v_{2}\right)_{\rho}}{\left(w_{1}-w_{2}\right)_{\rho}}\right\|_{\ell^{2}}^{2} & =\sum_{k=0}^{t} \rho^{2 k}\left\|\binom{\left(v_{1}-v_{2}\right)(k)}{\left(w_{1}-w_{2}\right)(k)}\right\|_{V \times Y}^{2} \\
& \leq\left(\sum_{k=0}^{t} \rho^{2 k p}\right)^{1 / p}\left\|\pi_{t}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell^{q}}^{2} \quad \forall t \in \mathbb{Z}_{+}
\end{aligned}
$$

which then implies that

$$
\begin{aligned}
\left\|\pi_{t}\binom{\left(v_{1}-v_{2}\right)_{\rho}}{\left(w_{1}-w_{2}\right)_{\rho}}\right\|_{\ell^{2}}^{2} & =\left(\frac{\rho^{2 p(t+1)}-1}{\rho^{2 p}-1}\right)^{1 / p}\left\|\pi_{t}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell^{q}}^{2} \\
& \leq \rho^{2 t}\left(\frac{\rho^{2}}{\left(\rho^{2 p}-1\right)^{1 / p}}\right)\left\|\pi_{t}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell^{q}}^{2} \quad \forall t \in \mathbb{Z}_{+}
\end{aligned}
$$

If $q=2$, then since $\rho>1$,

$$
\begin{aligned}
\left\|\pi_{t}\binom{\left(v_{1}-v_{2}\right)_{\rho}}{\left(w_{1}-w_{2}\right)_{\rho}}\right\|_{\ell^{2}} & =\left(\sum_{k=0}^{t} \rho^{2 k}\left\|\binom{\left(v_{1}-v_{2}\right)(k)}{\left(w_{1}-w_{2}\right)(k)}\right\|_{V \times Y}^{2}\right)^{1 / 2} \\
& \leq \rho^{t}\left\|\pi_{t}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell^{2}} \quad \forall t \in \mathbb{Z}_{+}
\end{aligned}
$$

Finally, if $q=\infty$,

$$
\begin{aligned}
\left\|\pi_{t}\binom{\left(v_{1}-v_{2}\right)_{\rho}}{\left(w_{1}-w_{2}\right)_{\rho}}\right\|_{\ell^{2}} & =\left(\sum_{k=0}^{t} \rho^{2 k}\left\|\binom{\left(v_{1}-v_{2}\right)(k)}{\left(w_{1}-w_{2}\right)(k)}\right\|_{V \times Y}^{2}\right)^{1 / 2} \\
& \leq\left(\sum_{k=0}^{t} \rho^{2 k}\right)^{1 / 2} \max _{s \in \underline{t}}\left\|\binom{\left(v_{1}-v_{2}\right)(s)}{\left(w_{1}-w_{2}\right)(s)}\right\|_{V \times Y} \\
& =\left(\frac{\rho^{2(t+1)}-1}{\rho^{2}-1}\right)^{1 / 2} \max _{s \in \underline{t}}\left\|\binom{\left(v_{1}-v_{2}\right)(s)}{\left(w_{1}-w_{2}\right)(s)}\right\|_{V \times Y} \\
& \leq \rho^{t}\left(\frac{\rho}{\left(\rho^{2}-1\right)^{1 / 2}}\right)\left\|\pi_{t}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell \infty} \quad \forall t \in \mathbb{Z}_{+}
\end{aligned}
$$

Therefore, we have shown that for every $q \in[2, \infty]$, there exists a positive constant $c_{14}$ (independent of $\left(v_{1}, w_{1}, x_{1}, y_{1}\right)$ and $\left.\left(v_{2}, w_{2}, x_{2}, y_{2}\right)\right)$ such that

$$
\left\|\pi_{t}\binom{\left(v_{1}-v_{2}\right)_{\rho}}{\left(w_{1}-w_{2}\right)_{\rho}}\right\|_{\ell^{2}} \leq \rho^{t} c_{14}\left\|\pi_{t}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell^{q}} \quad \forall t \in \mathbb{Z}_{+},
$$

which, when substituted into (5.30), gives that, for any $q \in[2, \infty]$,

$$
\begin{aligned}
\left\|\left(x_{1}-x_{2}\right)(t)\right\|_{X} & \leq c_{12} \rho^{-t}\left\|\left(x_{1}-x_{2}\right)(0)\right\|_{X}+c_{13} \rho^{-1} c_{14}\left\|\pi_{t-1}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell^{q}} \\
& \leq c_{12} \rho^{-t}\left\|\left(x_{1}-x_{2}\right)(0)\right\|_{X}+c_{13} c_{14}\left\|\pi_{t-1}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell^{q}} \quad \forall t \in \mathbb{N} .
\end{aligned}
$$

Setting $c:=\max \left\{c_{12}, c_{13} c_{14}\right\}$ and $\theta=\rho^{-1}$ then yields (5.17).
It remains to establish (5.18). To this end, we note that

$$
\begin{equation*}
\left\|D^{K}\right\| \leq\left\|\mathbf{G}^{K}\right\|_{H^{\infty}} \leq \frac{1}{r}<\frac{1}{r-\delta} \tag{5.31}
\end{equation*}
$$

Whence, appealing to (5.14) and (5.22),

$$
\begin{align*}
\left\|\left(y_{1}-y_{2}\right)(t)\right\|_{Y} \leq & \left\|C^{K}\right\|\left\|\left(x_{1}-x_{2}\right)(t)\right\|_{X} \\
& +\left\|D^{K}\right\|(r-\delta)\left(\left\|\left(y_{1}-y_{2}\right)(t)\right\|_{Y}+\left\|\left(w_{1}-w_{2}\right)(t)\right\|_{Y}\right) \\
& +\|\nu(t)\|_{Y} \quad \forall t \in \mathbb{Z}_{+} \tag{5.32}
\end{align*}
$$

Define

$$
d_{1}:=\frac{1}{1-(r-\delta)\left\|D^{K}\right\|}
$$

which is positive by (5.31). Substituting (5.17) into (5.32) and setting $d_{2}:=d_{1}\left\|C^{K}\right\| c$ and $d_{3}:=d_{1}\left(\left\|C^{K}\right\| c+\kappa+(r-\delta)\left\|D^{K}\right\|\right)$, we see that

$$
\left\|\left(y_{1}-y_{2}\right)(t)\right\|_{Y} \leq d_{2} \theta^{t}\left\|\left(x_{1}-x_{2}\right)(0)\right\|_{X}+d_{3}\left\|\pi_{t}\binom{\left(v_{1}-v_{2}\right)_{\rho}}{\left(w_{1}-w_{2}\right)_{\rho}}\right\|_{\ell^{q}} \quad \forall t \in \mathbb{Z}_{+}
$$

Finally, by setting $d:=\max \left\{d_{2}, d_{3}\right\}$, we complete the proof.
Remark 5.2.7. (i) By inspecting the above proof, we are able to see that Theorem 5.2.5 holds true if $X, Y, U$ and $V$ are real spaces, provided that the complex ball condition $\mathbb{B}_{\mathrm{c}}(K, r) \subseteq \mathbb{S}_{\mathrm{c}}(\mathbf{G})$ holds, with $\mathbb{B}_{\mathrm{c}}(K, r):=\left\{M \in \mathcal{L}\left(Y_{\mathrm{c}}, U_{\mathrm{c}}\right):\right.$ $\|M-K\|<r\}$ and

$$
\mathbb{S}_{\mathrm{c}}(\mathbf{G}):=\left\{M \in \mathcal{L}\left(Y_{\mathrm{c}}, U_{\mathrm{c}}\right): I-D M \text { is invertible and } \mathbf{G}^{M} \in H^{\infty}\left(\mathcal{L}\left(U_{\mathrm{c}}, Y_{\mathrm{c}}\right)\right)\right\}
$$

where $Y_{\mathrm{c}}$ and $U_{\mathrm{c}}$ denote the complexifications of $Y$ and $U$, respectively. The same can be said of the rest of the results in the subsequent sections.
(ii) For later purposes, it will be useful to consider Theorem 5.2.5 in the (rather degenerate) situation wherein $\mathbf{G}=0$. If $\mathbf{G}=0$, then $\mathbf{G}^{K}=0$ for all $K \in \mathcal{L}(Y, U)$ and by Lemma 5.1.22, it follows that $\mathbb{B}(K, r) \subseteq \mathbb{S}(\mathbf{G})$ for all $r>0$. Consequently, in the case wherein $\mathbf{G}=0$, the conclusions of Theorem 5.2 .5 hold, provided that there exists $K \in \mathcal{L}(Y, U)$ such that

$$
\begin{equation*}
\sup _{(\xi, \zeta) \in S_{1} \times S_{2}, \xi \neq \zeta} \frac{\|f(\xi)-f(\zeta)-K(\xi-\zeta)\|_{U}}{\|\xi-\zeta\|_{Y}}<\infty \tag{5.33}
\end{equation*}
$$

The following result is another consequence of Theorem 5.2.5, and will be especially useful in Section 5.5 and Chapter 6.

Corollary 5.2.8. Let $\Sigma \in \mathbb{L}$ be stabilisable and detectable and $f: Y \rightarrow U$. Assume that $r>0$ and $K \in \mathcal{L}(Y, U)$ satisfy $\mathbb{B}(K, r) \subseteq \mathbb{S}(\mathbf{G})$ and that there exists $\delta \in(0, r)$ such that

$$
\begin{equation*}
\|f(\xi)-K \xi\|_{U} \leq(r-\delta)\|\xi\|_{Y} \quad \forall \xi \in Y \tag{5.34}
\end{equation*}
$$

Then the following statements hold.
(i) There exist constants $a>0, b>0$ and $\omega>1$ such that, for all $(v, w, x, y) \in \mathcal{B}$ and $\rho \in[1, \omega]$,

$$
\begin{equation*}
\left\|\pi_{t} x\right\|_{\ell_{\rho}^{2}} \leq a\left(\|x(0)\|_{X}+\left\|\pi_{t-1}\binom{v}{w}\right\|_{\ell_{\rho}^{2}}\right) \quad \forall t \in \mathbb{N}, \tag{5.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\pi_{t} y\right\|_{\ell_{\rho}^{2}} \leq b\left(\|x(0)\|_{X}+\left\|\pi_{t}\binom{v}{w}\right\|_{\ell_{\rho}^{2}}\right) \quad \forall t \in \mathbb{Z}_{+} \tag{5.36}
\end{equation*}
$$

(ii) For $q \in[2, \infty]$, there exist constants $c>0, d>0$ and $\theta \in(0,1)$ such that, for all $(v, w, x, y) \in \mathcal{B}$,

$$
\begin{equation*}
\|x(t)\|_{X} \leq c\left(\theta^{t}\|x(0)\|_{X}+\left\|\pi_{t-1}\binom{v}{w}\right\|_{\ell q}\right) \quad \forall t \in \mathbb{N} \tag{5.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\|y(t)\|_{Y} \leq d\left(\theta^{t}\|x(0)\|_{X}+\left\|\pi_{t}\binom{v}{w}\right\|_{\ell^{q}}\right) \quad \forall t \in \mathbb{Z}_{+} \tag{5.38}
\end{equation*}
$$

Here $c$ and $d$ depend on $q$, but $\theta$ does not.
Proof. From (5.34), we obtain that $f(0)=0$, which in turn implies that $(0,0,0,0)$ is an equilibrium quadruple. By subsequently defining $S_{1}:=Y$ and $S_{2}:=\{0\}$, we see that (5.14) is satisfied. Therefore, since the rest of the hypotheses of Theorem 5.2.5 are also satisfied, we may apply the theorem to yield the result.

### 5.2.2 Positive real assumptions

We now present several corollaries to Theorem 5.2 .5 which have assumptions in terms of "positive realness". We therefore begin by giving the following definition of a positive real operator. We recall that, for a self-adjoint operator $M \in \mathcal{L}(U)$, we use the notation $M \geq 0$ to mean that $\langle\xi, M \xi\rangle_{U} \geq 0$ for all $\xi \in U$.

Definition 5.2.9. Let $\alpha \in(0,1]$.
(i) We denote by $H_{\alpha}^{*}(\mathcal{L}(U, Y))$ the set of functions $\mathbf{H}: \mathbb{E}_{\alpha} \rightarrow \mathcal{L}(U, Y)$ that are holomorphic on $\mathbb{E}_{\alpha}$, with the exception of isolated singularities, that is, poles and essential singularities. We always assume that removable singularities have been removed via holomorphic extension. For convenience, we set $H^{*}(\mathcal{L}(U, Y)):=$ $H_{1}^{*}(\mathcal{L}(U, Y))$.
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(ii) For $\mathbf{H} \in H_{\alpha}^{*}(\mathcal{L}(U))$, we define $\Sigma_{\mathbf{H}} \subseteq \mathbb{E}_{\alpha}$ to be the set of isolated singularities of $\mathbf{H}$. The function $\mathbf{H}$ is said to be positive real if

$$
\begin{equation*}
\mathbf{H}(z)+\mathbf{H}(z)^{*} \geq 0 \quad \forall z \in \mathbb{E} \backslash \Sigma_{\mathbf{H}} \tag{5.39}
\end{equation*}
$$

Remark 5.2.10. We note that an equivalent statement to (5.39) is the assertion that

$$
\begin{equation*}
\operatorname{Re}\langle\mathbf{H}(z) u, u\rangle_{U} \geq 0 \quad \forall u \in U, \forall z \in \mathbb{E} \backslash \Sigma_{\mathbf{H}} \tag{5.40}
\end{equation*}
$$

In the sequel, we will interchange between (5.39) and (5.40) depending on which is the most useful representation in the current situation.

Before coming to the aforementioned corollaries of Theorem 5.2.5, we first require the use of two lemmas. The first lemma shows that if a function is positive real then it must be holomorphic on $\mathbb{E} \cup\{\infty\}$. The continuous-time analogue is given in [46, Proposition $3.3]$, however, there the region of analyticity does not include $\{\infty\}$.

Lemma 5.2.11. Let $\mathbf{H} \in H^{*}(\mathcal{L}(U))$ be positive real. Then $\mathbf{H}$ does not have any singularities in $\mathbb{E} \cup\{\infty\}$.

Proof. We begin by showing that $\Sigma_{\mathbf{H}} \cap \mathbb{E}=\emptyset$. To do so, we act analogously to that done in the proof of [46, Proposition 3.3]. To this end, we seek a contradiction and so we suppose that $\Sigma_{\mathbf{H}} \cap \mathbb{E} \neq \emptyset$ and let $z_{0} \in \Sigma_{\mathbf{H}} \cap \mathbb{E}$. From this, we deduce the existence of a punctured open disc $\Delta:=\left\{z \in \mathbb{C}:\left|z-z_{0}\right|<\varepsilon, z \neq z_{0}\right\}$ centred at $z_{0}$ and of radius $\varepsilon>0$ such that $\mathbf{H}$ has Laurent expansion

$$
\mathbf{H}(z)=\sum_{-\infty}^{\infty} H_{j}\left(z-z_{0}\right)^{j} \quad \forall z \in \Delta
$$

where $H_{j} \in \mathcal{L}(U)$ for all $j \in \mathbb{Z}$ (see, for example, [43, 1.10.2, p.25]). For $u \in U$, we define

$$
J_{u}:=\left\{j>0:\left\langle H_{-j} u, u\right\rangle_{U} \neq 0\right\} .
$$

Let $v \in U$ be such that $J_{v} \neq \emptyset$. Such a $v \in U$ does exist, because otherwise [46, Lemma 2.1] would yield that $H_{-j}=0$ for every $j>1$ and so $z_{0}$ would not be a singularity, thus yielding a contradiction. Continuing, define $h \in H^{*}(\mathbb{C})$ by $h(z)=\langle\mathbf{H}(z) v, v\rangle_{U}$ for all $z \in \mathbb{E}$. If $J_{v}$ is infinite, then $h$ has an essential singularity at $z_{0}$ and so, using the Casorati-Weierstrass theorem (see, for example, [97, Theorem 10.21]), there exists $z^{*} \in \Delta$ such that

$$
\operatorname{Re}\left\langle\mathbf{H}\left(z^{*}\right) u, u\right\rangle_{U}=\operatorname{Re} h\left(z^{*}\right)<0
$$

contradicting the positive realness of $\mathbf{H}$.
We therefore assume that $J_{v}$ is finite and set $k:=\max J_{v}$. In this case, $h$ has a pole of order $k$ at $z_{0}$ and so $h$ can be written as

$$
h(z)=\frac{h_{0}+g(z)}{\left(z-z_{0}\right)^{k}} \quad \forall z \in \Delta
$$

where $h_{0} \neq 0, g$ is holomorphic on $\Delta \cup\left\{z_{0}\right\}$ and $g\left(z_{0}\right)=0$. For sufficiently small $r>0$, we have

$$
h\left(z_{0}+r e^{i \theta}\right)=r^{-k} e^{-i k \theta}\left(h_{0}+g\left(z_{0}+r e^{i \theta}\right)\right) \quad \forall \theta \in(-\pi, \pi] .
$$

Let $\theta_{0} \in(-\pi, \pi]$ be such that $\operatorname{Re}\left(e^{-i k \theta_{0}} h_{0}\right)<0$ and note that, from the fact that $g\left(z_{0}\right)=0$, for sufficiently small $r>0$,

$$
\operatorname{Re}\left\langle\mathbf{H}\left(z_{0}+r e^{i \theta_{0}}\right) v, v\right\rangle=\operatorname{Re} h\left(z_{0}+r e^{i \theta_{0}}\right)<0
$$

This contradicts the positive realness of $\mathbf{H}$, consequently showing that $\mathbf{H}$ does not have any singularities in $\mathbb{E}$.
Finally, we show that $\mathbf{H}$ is holomorphic at infinity. To this end, we define $\tilde{\mathbf{H}}: \mathbb{D} \backslash\{0\} \rightarrow$ $\mathcal{L}(U, Y)$ by

$$
\tilde{\mathbf{H}}(z):=\mathbf{H}(1 / z) \quad \forall z \in \mathbb{D} \backslash\{0\}
$$

and note that $\operatorname{Re}\langle\tilde{\mathbf{H}}(z) u, u\rangle \geq 0$ for all $u \in U$ and $z \in \mathbb{D} \backslash\{0\}$. Thus, by supposing that $0 \in \Sigma_{\tilde{\mathbf{H}}}$ and by following the same method as above, we obtain a contradiction, completing the proof.

We shall also require the following technical lemma, which is a direct consequence of Lemma 5.2.11 and [46, Corollary 2.3].

Lemma 5.2.12. Let $\mathbf{H} \in H^{*}(\mathcal{L}(U))$ be positive real. Then, $I+\mathbf{H}(z)$ is invertible for every $z \in \mathbb{E}$ and

$$
\left\|(I-\mathbf{H})(I+\mathbf{H})^{-1}\right\|_{H^{\infty}} \leq 1
$$

We now present the first corollary to Theorem 5.2.5, which is reminiscent of the circle criterion.

Corollary 5.2.13. Let $\Sigma \in \mathbb{L}$ be stabilisable and detectable, $f: Y \rightarrow U, S \subseteq Y$ be non-empty and $K_{1}, K_{2} \in \mathcal{L}(Y, U)$ with $K_{1} \in \mathbb{A}(D)$. If $\left(I-K_{2} \mathbf{G}\right)\left(I-K_{1} \mathbf{G}\right)^{-1}$ is positive real and there exists $\varepsilon>0$ such that

$$
\begin{equation*}
\operatorname{Re}\left\langle f(\zeta+\xi)-f(\xi)-K_{1} \zeta, f(\zeta+\xi)-f(\xi)-K_{2} \zeta\right\rangle_{U} \leq-\varepsilon\|\zeta\|_{Y}^{2} \quad \forall \zeta \in Y, \forall \xi \in S \tag{5.41}
\end{equation*}
$$

then statements (i) and (ii) of Theorem 5.2 .5 with $S_{1}=Y, S_{2}=S$ hold.
The following proof is in part inspired by a method outlined in the proof of [46, Theorem 6.8].

Proof of Corollary 5.2.13. We define

$$
L:=\left(K_{1}-K_{2}\right) / 2, \quad M:=\left(K_{1}+K_{2}\right) / 2
$$

and rewrite (5.41) so that

$$
\begin{align*}
-\varepsilon\|\zeta\|_{Y}^{2} & \geq \operatorname{Re}\langle f(\zeta+\xi)-f(\xi)-(L+M) \zeta, f(\zeta+\xi)-f(\xi)+(L-M) \zeta\rangle_{U} \\
& =-\|L \zeta\|_{U}^{2}+\|f(\zeta+\xi)-f(\xi)-M \zeta\|_{U}^{2} \quad \forall \zeta \in Y, \forall \xi \in S \tag{5.42}
\end{align*}
$$

We deduce from (5.42) that $\|L \zeta\|_{U} \geq \sqrt{\varepsilon}\|\zeta\|_{Y}$ for all $\zeta \in Y$, which in turn implies that

$$
\left\|L^{*} L \zeta\right\|_{Y}\|\zeta\|_{Y} \geq\left|\left\langle L^{*} L \zeta, \zeta\right\rangle_{Y}\right|=\|L \zeta\|_{U}^{2} \geq \varepsilon\|\zeta\|_{Y}^{2} \quad \forall \zeta \in Y
$$

Hence $L^{*} L$ is bounded away from 0 and, by combining this with the self-adjointness of $L^{*} L$, we have that $L^{*} L$ is invertible. We define $L^{\#}:=\left(L^{*} L\right)^{-1} L^{*}$ and let $Q:=L L^{\#}$. It is clear that $Q^{2}=L L^{\#} L L^{\#}=Q$ and, since $L$ has a left inverse, im $L$ is closed. Thus,

$$
\operatorname{im} L=\left(\operatorname{ker} L^{*}\right)^{\perp}=\left(\operatorname{ker} L^{\#}\right)^{\perp}
$$

where the superscript $\perp$ denotes the orthogonal complement. Therefore, $Q$ is the orthogonal projection onto $\left(\operatorname{ker} L^{\#}\right)^{\perp}$ along ker $L^{\#}$. Utilising this with (5.42) gives that

$$
\begin{align*}
&\left\|\left(f \circ L^{\#}\right)(\zeta+\xi)-\left(f \circ L^{\#}\right)(\xi)-M L^{\#} \zeta\right\|_{U}^{2} \leq\|Q \zeta\|_{U}^{2}-\varepsilon\left\|L^{\#} \zeta\right\|_{Y}^{2} \\
& \leq\|\zeta\|_{Y}^{2}-\varepsilon\left\|L^{\#} \zeta\right\|_{Y}^{2} \quad \forall \zeta \in Y, \forall \xi \in S . \tag{5.43}
\end{align*}
$$

Moreover, since $L^{\#}$ is bounded away from 0 on im $L$, there exists $\nu>0$ such that

$$
\left\|L^{\#} \zeta\right\|_{Y} \geq \nu\|\zeta\|_{Y} \quad \forall \zeta \in \operatorname{im} L
$$

Hence, since $L^{\#} Q=L^{\#}$, (5.43) yields

$$
\begin{aligned}
\|\left(f \circ L^{\#}\right)(\zeta+\xi) & -\left(f \circ L^{\#}\right)(\xi)-M L^{\#} \zeta \|_{U}^{2} \\
& =\left\|\left(f \circ L^{\#}\right)(Q \zeta+Q \xi)-\left(f \circ L^{\#}\right)(Q \xi)-M L^{\#} Q \zeta\right\|_{U}^{2} \\
\leq & \|Q \zeta\|_{U}^{2}-\varepsilon \nu^{2}\|Q \zeta\|_{U}^{2} \quad \forall \zeta \in Y, \forall \xi \in S,
\end{aligned}
$$

and so

$$
\begin{equation*}
\left\|\left(f \circ L^{\#}\right)(\zeta+\xi)-\left(f \circ L^{\#}\right)(\xi)-M L^{\#} \zeta\right\|_{U} \leq \sqrt{1-\varepsilon \nu^{2}}\|\zeta\|_{Y} \quad \forall \zeta \in Y, \forall \xi \in S . \tag{5.44}
\end{equation*}
$$

Next, on the one hand we compute that

$$
\begin{equation*}
\left(I-K_{2} \mathbf{G}\right)\left(I-K_{1} \mathbf{G}\right)^{-1}=\left(I-K_{1} \mathbf{G}+2 L \mathbf{G}\right)\left(I-K_{1} \mathbf{G}\right)^{-1}=I+2 L \mathbf{G}\left(I-K_{1} \mathbf{G}\right)^{-1}, \tag{5.45}
\end{equation*}
$$

and, on the other, that

$$
\begin{equation*}
\left(I-K_{2} \mathbf{G}\right)\left(I-K_{1} \mathbf{G}\right)^{-1}=\left(I-2 M \mathbf{G}+K_{1} \mathbf{G}\right)\left(I-K_{1} \mathbf{G}\right)^{-1} . \tag{5.46}
\end{equation*}
$$

By invoking the positive realness of $\left(I-K_{2} \mathbf{G}\right)\left(I-K_{1} \mathbf{G}\right)^{-1}$ along with Lemma 5.2.12, the expressions (5.45) and (5.46) yield that

$$
\begin{align*}
1 & \geq\left\|2 L \mathbf{G}\left(I-K_{1} \mathbf{G}\right)^{-1}\left(I+\left(I-2 M \mathbf{G}+K_{1} \mathbf{G}\right)\left(I-K_{1} \mathbf{G}\right)^{-1}\right)^{-1}\right\|_{H^{\infty}} \\
& =\left\|2 L \mathbf{G}(2 I-2 M \mathbf{G})^{-1}\right\|_{H^{\infty}} \\
& =\left\|L \mathbf{G}(I-M \mathbf{G})^{-1}\right\|_{H^{\infty}} . \tag{5.47}
\end{align*}
$$

In addition, by recalling Definition 5.1.18, we evidently see that

$$
L \mathbf{G}(I-M \mathbf{G})^{-1}=L \mathbf{G}\left(I-M L^{\#} L \mathbf{G}\right)^{-1}=(L \mathbf{G})^{M L^{\#}},
$$

and thus, by Lemma 5.1 .22 , (5.47) obtains that

$$
\begin{equation*}
\mathbb{B}\left(M L^{\#}, 1\right) \subseteq \mathbb{S}(L \mathbf{G}) \tag{5.48}
\end{equation*}
$$

Finally, let $(v, w, x, y) \in \mathcal{B}$ and note that, since $I=L^{\#} L$,

$$
\begin{aligned}
& x^{+}=A x+B\left(f \circ L^{\#}\right)(L y+L w)+B_{\mathrm{e}} v, \\
& L y=L C x+L D\left(f \circ L^{\#}\right)(L y+L w)+L D_{\mathrm{e}} v,
\end{aligned}
$$

which shows that ( $v, L w, x, L y$ ) satisfies (5.10) with non-linearity $f \circ L^{\#}$ and linear component given by ( $A, B, B_{\mathrm{e}}, L C, L D, L D_{\mathrm{e}}$ ). Moreover, since $\Sigma$ is stabilisable and detectable, it is clear, by the left invertibility of $L$, that ( $A, B, B_{\mathrm{e}}, L C, L D, L D_{\mathrm{e}}$ ) is also stabilisable and detectable. By combining this with (5.44) and (5.48), we see that the hypotheses of Theorem 5.2.5 are satisfied, and so the left-invertibility of $L$ completes the proof.

Remark 5.2.14. An inspection of the proof of Corollary 5.2 .13 shows that if instead the estimate given in (5.41) holds for all $\zeta \in S_{1}$ and for all $\xi \in S$, where $S_{1}$ is a nonempty subset of $Y$, then statements (i) and (ii) of Theorem 5.2.5 with $S_{2}=S$ hold, provided that $K_{1}-K_{2}$ is left invertible.

To conclude this section, we present two more corollaries of Theorem 5.2.5 that present slightly different assumptions than that given in Corollary 5.2.13. Namely, the two results, in order to obtain the same conclusions, weaken the sector condition given by (5.41), but in doing so, strengthen the notion of positive realness that we assert. With this in mind, we make the following definition.

Definition 5.2.15. Let $\alpha \in(0,1]$.
(i) We say $\mathbf{H} \in H_{\alpha}^{*}(\mathcal{L}(U))$ is strictly positive real if $\alpha \in(0,1)$ and there exists $\varepsilon \in(\alpha, 1)$ such that the function $z \mapsto \mathbf{H}(\varepsilon z)$ is positive real.
(ii) We say a positive real function $\mathbf{H} \in H_{\alpha}^{*}(\mathcal{L}(U))$ is strongly positive real, if there exists $\delta>0$ such that

$$
\begin{equation*}
\mathbf{H}(z)+\mathbf{H}(z)^{*}-\delta I_{U} \geq 0 \quad \forall z \in \mathbb{E}, \tag{5.49}
\end{equation*}
$$

where $I_{U}$ is the identity operator on $U$.
Remark 5.2.16. An equivalent condition to strong positive realness is that there exists $\delta>0$ such that

$$
\begin{equation*}
\operatorname{Re}\langle\mathbf{H}(z) u, u\rangle_{U} \geq \delta\|u\|_{U}^{2} \quad \forall u \in U, \forall z \in \mathbb{E} . \tag{5.50}
\end{equation*}
$$

Similar to (standard) positive realness, we will interchange between (5.49) and (5.50) depending on which is the most useful representation in the current setting.

Before presenting the final two corollaries of this section, we first provide the following two lemmas.

Lemma 5.2.17. Let $\alpha \in(0,1)$ and $\mathbf{H} \in H_{\alpha}^{*}(\mathcal{L}(U))$ be strictly positive real. If

$$
\begin{equation*}
\lim _{|z| \rightarrow \infty} \operatorname{Re}\langle\mathbf{H}(z) u, u\rangle_{U}>0 \quad \forall u \in U \backslash\{0\}, \tag{5.51}
\end{equation*}
$$

then

$$
\operatorname{Re}\langle\mathbf{H}(z) u, u\rangle_{U}>0 \quad \forall z \in \mathbb{E}_{\varepsilon}, \forall u \in U \backslash\{0\},
$$

where $\varepsilon \in(\alpha, 1)$ is such that the function $z \mapsto \mathbf{H}(\varepsilon z)$ is positive real.
Proof. We shall employ a contradiction argument. To this end, suppose that there exist $z^{*} \in \mathbb{E}_{\varepsilon}$ and $u \in U \backslash\{0\}$ such that $\operatorname{Re}\left\langle\mathbf{H}\left(z^{*}\right) u, u\right\rangle_{U}=0$. Define $\tilde{\mathbf{H}}: \mathbb{D}_{1 / \varepsilon} \rightarrow \mathcal{L}(U)$ by

$$
\tilde{\mathbf{H}}(z):= \begin{cases}\mathbf{H}(1 / z), & \text { if } z \in \mathbb{D}_{1 / \varepsilon} \backslash\{0\}, \\ \lim _{|w| \rightarrow \infty} \mathbf{H}(w), & \text { if } z=0,\end{cases}
$$

where the limit is in the uniform operator topology and exists by Lemma 5.2.11. Note that the function $z \mapsto e^{-\langle\tilde{\mathbf{H}}(z) u, u\rangle_{U}}$ is holomorphic on $\mathbb{D}_{1 / \varepsilon}$. Moreover,

$$
\left|e^{-\langle\tilde{\mathbf{H}}(z) u, u\rangle_{U}}\right|=e^{-\operatorname{Re}(\tilde{\mathbf{H}}(z) u, u\rangle_{U}} \quad \forall z \in \mathbb{D}_{1 / \varepsilon},
$$

which implies, in particular, that

$$
\left|e^{-\left\langle\tilde{\mathbf{H}}\left(1 / z^{*}\right) u, u\right\rangle_{U}}\right|=1 \geq e^{-\operatorname{Re}\langle\tilde{\mathbf{H}}(z) u, u\rangle_{U}} \quad \forall z \in \mathbb{D}_{1 / \varepsilon}
$$

Therefore, an application of the maximum modulus principle applied to the function $z \mapsto e^{-\langle\tilde{\mathbf{H}}(z) u, u\rangle_{U}}$ yields that $\operatorname{Re}\langle\tilde{\mathbf{H}}(z) u, u\rangle_{U}=0$ for all $z \in \mathbb{D}_{1 / \varepsilon}$. However, by (5.51), we have

$$
\lim _{|z| \rightarrow 0} \operatorname{Re}\langle\tilde{\mathbf{H}}(z) u, u\rangle_{U}>0
$$

This is a contradiction, and thus the proof is complete.
Lemma 5.2.18. Let $\alpha \in(0,1)$ and $\mathbf{H} \in H_{\alpha}^{*}(\mathcal{L}(U))$ be strictly positive real. If there exists $\tilde{z} \in \operatorname{clos}(\mathbb{E}) \cup\{\infty\}$ such that

$$
\begin{equation*}
\inf _{\|u\|_{U}=1} \operatorname{Re}\langle\mathbf{H}(\tilde{z}) u, u\rangle_{U}>0 \tag{5.52}
\end{equation*}
$$

then there exists $\delta>0$ such that

$$
\begin{equation*}
\operatorname{Re}\langle\mathbf{H}(z) u, u\rangle_{U} \geq \delta\|u\|_{U}^{2} \quad \forall u \in U, \forall z \in \operatorname{clos}(\mathbb{E}) \cup\{\infty\} \tag{5.53}
\end{equation*}
$$

In particular, $\mathbf{H}$ is strongly positive real.
Proof. To prove the result, we shall utilise a contradiction argument. To this end, suppose that the claim is false. From this we deduce the existence of a sequence $\left(z_{k}\right)_{k \in \mathbb{N}} \subseteq \operatorname{clos}(\mathbb{E}) \cup\{\infty\}$ such that

$$
\inf _{\|u\|_{U}=1} \operatorname{Re}\left\langle\mathbf{H}\left(z_{k}\right) u, u\right\rangle_{U} \rightarrow 0 \text { as } k \rightarrow \infty
$$

Without loss of generality, we may assume that $\left(z_{k}\right)_{k \in \mathbb{N}}$ converges to $\lambda \in \operatorname{clos}(\mathbb{E}) \cup\{\infty\}$. Now, we claim that the function $h: \operatorname{clos}(\mathbb{E}) \cup\{\infty\} \rightarrow \mathbb{R}_{+}$, defined by

$$
h(z):=\inf _{\|u\|_{U}=1} \operatorname{Re}\langle\mathbf{H}(z) u, u\rangle_{U} \quad \forall z \in \operatorname{clos}(\mathbb{E}) \cup\{\infty\}
$$

is continuous. We omit the verification of this claim, since the proof is identical, mutatis mutandis, to that done in [46, pp.56-57]. Continuing with the proof of the lemma, the continuity of $h$ implies that

$$
\inf _{\|u\|_{U}=1} \operatorname{Re}\langle\mathbf{H}(\lambda) u, u\rangle_{U}=0
$$

By denoting the square root of a self-adjoint positive semi-definite operator $M$ by $M^{1 / 2}$ (see, for example, [87, Proposition $3.2 .11, \mathrm{p} .92]$ ), the above equality yields that

$$
\inf _{\|u\|_{U}=1}\left\|\left(\mathbf{H}(\lambda)+\mathbf{H}(\lambda)^{*}\right)^{1 / 2} u\right\|_{U}^{2}=0
$$

which in turn gives that

$$
\inf _{\|u\|_{U}=1}\left\|\left(\mathbf{H}(\lambda)+\mathbf{H}(\lambda)^{*}\right) u\right\|_{U}^{2}=0
$$

Therefore, we have shown that $0 \in \sigma_{\text {ap }}\left(\mathbf{H}(\lambda)+\mathbf{H}(\lambda)^{*}\right)$, where $\sigma_{\text {ap }}\left(\mathbf{H}(\lambda)+\mathbf{H}(\lambda)^{*}\right)$ denotes the set of approximate eigenvalues of $\mathbf{H}(\lambda)+\mathbf{H}(\lambda)^{*}$, that is, numbers $\eta \in \mathbb{C}$
satisfying $\inf _{\|u\|_{U}=1}\left\|\left(\mathbf{H}(\lambda)+\mathbf{H}(\lambda)^{*}-\eta I\right) u\right\|_{U}=0$. An application of [74, Theorem 4.4] then gives that $0 \in \sigma_{\mathrm{ap}}\left(\mathbf{H}(z)+\mathbf{H}(z)^{*}\right)$ for all $z \in \operatorname{clos}(\mathbb{E}) \cup\{\infty\}$. (Technically, [74, Theorem 4.4] holds for positive real operators defined on the open right halfplane, instead of $\mathbb{E}$. An inspection of the proof shows that it extends very easily to the discrete-time case and so, in the interest of brevity, we do not provide an explicit proof.) In particular, we see that $0 \in \sigma_{\mathrm{ap}}\left(\mathbf{H}(\tilde{z})+\mathbf{H}(\tilde{z})^{*}\right)$, which contradicts (5.52), thus completing the proof.

Remark 5.2.19. We note that if $\mathbf{H}$ satisfies (5.52) for some $\tilde{z} \in \mathbb{E} \cup\{\infty\}$, but is only positive real, and not strictly positive real, then the conclusions of Lemma 5.2.18 need not hold. Indeed, for a counterexample consider the function $z \mapsto 1 /(z-1)+1 / 2$, which has real part given by $\left(|z|^{2}-1\right) /\left(2|z-1|^{2}\right)$. It is clear that the function is positive real, but is not strongly positive real since the real part is zero on the unit circle (except at $z=1$ ) and tends towards zero as it approaches the unit circle.

We are now ready to present the final two corollaries of this section.
Corollary 5.2.20. Let $\Sigma \in \mathbb{L}$ be stabilisable and detectable, $f: Y \rightarrow U, S, S_{1} \subseteq Y$ be non-empty and $K_{1}, K_{2} \in \mathcal{L}(Y, U)$ with $K_{1} \in \mathbb{A}(D)$. If $K_{1}-K_{2}$ is left invertible, $\mathbf{H}:=\left(I-K_{2} \mathbf{G}\right)\left(I-K_{1} \mathbf{G}\right)^{-1} \in H^{\infty}(\mathcal{L}(U)), \mathbf{H}$ is strongly positive real and

$$
\begin{equation*}
\operatorname{Re}\left\langle f(\zeta+\xi)-f(\xi)-K_{1} \zeta, f(\zeta+\xi)-f(\xi)-K_{2} \zeta\right\rangle_{U} \leq 0 \quad \forall \zeta \in S_{1}, \forall \xi \in S \tag{5.54}
\end{equation*}
$$

then statements (i) and (ii) of Theorem 5.2.5 with $S_{2}=S$ hold.
In order to prove Corollary 5.2.20, we follow a similar method to that shown in [46, Theorem 6.11].

Proof of Corollary 5.2.20. Define $M:=K_{2}-K_{1}$ and note that, by assumption,

$$
I-M \mathbf{G}\left(I-K_{1} \mathbf{G}\right)^{-1}=\left(I-\left(M+K_{1}\right) \mathbf{G}\right)\left(I-K_{1} \mathbf{G}\right)^{-1}=\mathbf{H} \in H^{\infty}(\mathcal{L}(U))
$$

Since $M$ is left-invertible, we have that $\mathbf{G}\left(I-K_{1} \mathbf{G}\right)^{-1} \in H^{\infty}(\mathcal{L}(U, Y))$, or, equivalently, that $K_{1} \in \mathbb{S}(\mathbf{G})$. Lemma 5.1.22 implies that $\mathbb{S}(\mathbf{G})$ is open (see Remark 5.1.23) and so there exists $\rho^{*}>0$ such that $K_{1}-\rho M \in \mathbb{S}(\mathbf{G})$ for all $\rho \in\left[0, \rho^{*}\right]$. We define

$$
\mathbf{H}_{\rho}:=\left(I-\left(K_{2}+\rho M\right) \mathbf{G}\right)\left(I-\left(K_{1}-\rho M\right) \mathbf{G}\right)^{-1} \quad \forall \rho \in\left[0, \rho^{*}\right]
$$

and claim that the map

$$
\begin{equation*}
\left[0, \rho^{*}\right] \rightarrow H^{\infty}(\mathcal{L}(U)), \quad \rho \mapsto \mathbf{H}_{\rho} \tag{5.55}
\end{equation*}
$$

is continuous. In order to verify this claim, we shall only prove that $\rho \mapsto\left(I-\left(K_{1}-\right.\right.$ $\rho M) \mathbf{G})^{-1}$ is continuous and leave the rest to the reader. To this end, let $\rho \in\left[0, \rho^{*}\right]$ and $\left(\rho_{n}\right)_{n \in \mathbb{N}} \subseteq\left[0, \rho^{*}\right]$ be such that $\rho_{n} \rightarrow \rho$ as $n \rightarrow \infty$. For ease of notation, define $T_{n}:=I-\left(K_{1}-\rho_{n} M\right) \mathbf{G}$ and $T:=I-\left(K_{1}-\rho M\right) \mathbf{G}$. Note that, for all $n \in \mathbb{Z}_{+}$,

$$
\left\|T_{n}^{-1}-T^{-1}\right\|=\left\|T_{n}^{-1}\left(T-T_{n}\right) T^{-1}\right\|
$$

Since $T_{n} \rightarrow T$ as $n \rightarrow \infty$, if we can show that $\sup _{n \in \mathbb{Z}_{+}}\left\|T_{n}^{-1}\right\|_{H^{\infty}}<\infty$, then the claim follows. To this end, we define $P_{n}:=T^{-1}\left(T_{n}-T\right)$ so that $P_{n} \rightarrow 0$ as $n \rightarrow \infty$. As
a consequence, there exists $N \in \mathbb{Z}_{+}$such that $\left\|P_{n}\right\|<1$ for all $n \in \bar{N}$. This in turn implies that $\left(I+P_{n}\right)^{-1}=\sum_{k=0}^{\infty}\left(-P_{n}\right)^{k}$ for all $n>N$. Therefore,

$$
\left\|\left(I+P_{n}\right)^{-1}\right\| \leq \frac{1}{1-\left\|P_{n}\right\|} \rightarrow 1, \text { as } n \rightarrow \infty
$$

Finally, we note that $T_{n}^{-1}=\left(I+P_{n}\right)^{-1}\left(I+P_{n}\right) T_{n}^{-1}=\left(I+P_{n}\right)^{-1} T^{-1}$ for all $n \in \mathbb{Z}_{+}$ and so $\sup _{n \in \mathbb{Z}_{+}}\left\|T_{n}^{-1}\right\|_{H^{\infty}}<\infty$, completing the proof of the claim.
Continuing again with the proof, by using the continuity of (5.55) along with the strong positive realness of $\mathbf{H}_{0}=\mathbf{H}$, we obtain that there exists $\rho^{\dagger} \in\left(0, \rho^{*}\right]$ such that

$$
\operatorname{Re}\left\langle\mathbf{H}_{\rho}(z) u, u\right\rangle_{U} \geq 0 \quad \forall u \in U, \forall z \in \mathbb{E}, \forall \rho \in\left[0, \rho^{\dagger}\right]
$$

Now, we note that the left invertibility of $K_{1}-K_{2}$ implies that $\left(K_{1}-\rho M\right)-\left(K_{2}+\rho M\right)$ is left invertible. Whence, from Remark 5.2 .14 , if we can show that for all $\rho \in\left(0, \rho^{\dagger}\right]$ there exists $\varepsilon>0$ such that

$$
\left.\begin{array}{r}
\operatorname{Re}\left\langle f(\zeta+\xi)-f(\xi)-\left(K_{1}-\rho M\right) \zeta, f(\zeta+\xi)-f(\xi)-\left(K_{2}+\rho M\right) \zeta\right\rangle_{U}  \tag{5.56}\\
\leq-\varepsilon\|\zeta\|_{Y}^{2} \quad \forall \zeta \in S_{1}, \forall \xi \in S,
\end{array}\right\}
$$

then the result follows from Corollary 5.2.13. Indeed, this is what we shall now do. To this end, by using (5.54), we have, for all $\rho \in\left(0, \rho^{\dagger}\right]$, all $\zeta \in S_{1}$ and all $\xi \in S$,

$$
\begin{aligned}
\operatorname{Re}\langle & \left.f(\zeta+\xi)-f(\xi)-\left(K_{1}-\rho M\right) \zeta, f(\zeta+\xi)-f(\xi)-\left(K_{2}+\rho M\right) \zeta\right\rangle_{U} \\
\quad= & \operatorname{Re}\left\langle f(\zeta+\xi)-f(\xi)-K_{1} \zeta, f(\zeta+\xi)-f(\xi)-\left(K_{2}+\rho M\right) \zeta\right\rangle_{U} \\
\quad & +\operatorname{Re}\left\langle\rho M \zeta, f(\zeta+\xi)-f(\xi)-\left(K_{2}+\rho M\right) \zeta\right\rangle_{U} \\
& =\operatorname{Re}\left\langle f(\zeta+\xi)-f(\xi)-K_{1} \zeta, f(\zeta+\xi)-f(\xi)-K_{2} \zeta\right\rangle_{U}+\operatorname{Re}\langle\rho M \zeta,-\rho M \zeta\rangle_{U} \\
\quad & +\operatorname{Re}\left\langle f(\zeta+\xi)-f(\xi)-K_{1} \zeta,-\rho M \zeta\right\rangle_{U}+\operatorname{Re}\left\langle\rho M \zeta, f(\zeta+\xi)-f(\xi)-K_{2} \zeta\right\rangle_{U} \\
& \leq 0-\rho\|M \zeta\|_{U}^{2}-\rho^{2}\|M \zeta\|_{U}^{2} \\
& =-\rho(\rho+1)\|M \zeta\|_{U}^{2}
\end{aligned}
$$

By the left-invertibility of $M$, there exists $\mu>0$ such that $\|M \zeta\|_{U}^{2} \geq \mu\|\zeta\|_{Y}^{2}$ for all $\zeta \in Y$ and so we see that (5.56) holds with $\varepsilon:=\mu \rho(\rho+1)>0$, completing the proof.

Corollary 5.2.21. Let $\Sigma \in \mathbb{L}$ be stabilisable and detectable, $\alpha \in(0,1), f: Y \rightarrow U$, $S, S_{1} \subseteq Y$ be non-empty and $K_{1}, K_{2} \in \mathcal{L}(Y, U)$ with $K_{1} \in \mathbb{A}(D)$. Assume that $K_{1}-K_{2}$ is left invertible, $\mathbf{H}:=\left(I-K_{2} \mathbf{G}\right)\left(I-K_{1} \mathbf{G}\right)^{-1} \in H_{\alpha}^{*}(\mathcal{L}(U))$ is strictly positive real and there exists $\tilde{z} \in \operatorname{clos}(\mathbb{E}) \cup\{\infty\}$ such that (5.52) holds. If (5.54) holds, then statements (i) and (ii) of Theorem 5.2.5 with $S_{2}=S$ hold

Proof. The result is immediately obtained by combining Lemma 5.2.18 with Corollary 5.2.20.

Remark 5.2.22. Due to the strict positive realness assumption used in the statement of Corollary 5.2 .21 , we may perceive this result to be 'closest', of the three corollaries presented, to the circle-criterion (see, for example, [66, Theorem 7.1, p.265]).

### 5.3 Convergence properties

In this section, we provide two applications of Theorem 5.2.5. Indeed, we begin by determining conditions for when (5.10) exhibits a notion of convergence known as the converging-input converging-state property [15] (see also Section 2.3). We then present assumptions that guarantee that asymptotically almost periodic inputs generate asymptotically almost periodic state and output trajectories (see, for example, $[1,14$, 21] and Appendix C).

### 5.3.1 The converging-input converging-state property

We begin with the following definition.
Definition 5.3.1. Let $\Sigma \in \mathbb{L}$ and $f: Y \rightarrow U$.
(i) We say that (5.10) has the converging-input converging-state (CICS) property if, for every $v^{\infty} \in V$ and $w^{\infty} \in Y$, there exists $x^{\infty} \in X$ such that, for every $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$, we have that $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$.
(ii) We say that (5.10) has the converging-input converging-state/output (CICSO) property if, for every $v^{\infty} \in V$ and $w^{\infty} \in Y$, there exists $x^{\infty} \in X$ and $y^{\infty} \in Y$ such that, for every $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$, we have that $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$ and $\lim _{t \rightarrow \infty} y(t)=y^{\infty}$.

Remark 5.3.2. (i) We note that some authors (see, for example, [113]) use the term CICS for the special case wherein $v^{\infty}=0, w^{\infty}=0$ and $x^{\infty}=0$.
(ii) In the case that $D=0$, the CICS property trivially implies the CICSO property. In the nonzero feedthrough situation however, the CICS property does not necessarily imply the CICSO property and there exist systems which exhibit the former but not the latter. Indeed, even in the finite-dimensional case this is true, and an example is presented in Example 2.3.14.
(iii) If $w$ in (5.10) is perceived to be an output disturbance to the system, then convergence of $w$ is not an assumption which will be generically satisfied. Therefore, in what follows, we shall not only investigate the conditions that guarantee the CICS property, but will also develop a result for bounded but not necessarily convergent $w$.
Before coming to a result that guarantees the CICS property for (5.10), we first present some relevant definitions and results.
Definition 5.3.3. Let $\Sigma \in \mathbb{L}$ be stabilisable and detectable, $f: Y \rightarrow U$ and $K \in \mathbb{S}(\mathbf{G})$. We define

$$
\begin{equation*}
F_{K}: Y \rightarrow Y, \quad F_{K}(\xi):=\xi-\mathbf{G}^{K}(1)(f(\xi)-K \xi) \tag{5.57}
\end{equation*}
$$

To facilitate the proofs of the main results in this subsection, it is useful to state the following two lemmas.

Lemma 5.3.4. Let $\Sigma \in \mathbb{L}$ be stabilisable and detectable, $f: Y \rightarrow U, S \subseteq Y$ be non-empty, $r>0$ and $K \in \mathcal{L}(Y, U)$. Assume that $\mathbb{B}(K, r) \subseteq \mathbb{S}(\mathbf{G})$ and

$$
\begin{equation*}
\|f(\xi+\zeta)-f(\zeta)-K \xi\|_{U}<r\|\xi\|_{Y} \quad \forall \zeta \in S, \forall \xi \in Y \backslash\{0\} \tag{5.58}
\end{equation*}
$$

Then the following statements hold.
(i) $\# F_{K}^{-1}(\xi)=1$ for all $\xi \in Y$ such that $F_{K}^{-1}(\xi) \cap S \neq \emptyset$.

If there exists $\delta>0$ such that $f$ and $K$ satisfy (5.14) with $S_{1}=S_{2}=Y$, then
(ii) $F_{K}$ is globally Lipschitz and bijective;
(iii) the inverse $F_{K}^{-1}$ is globally Lipschitz.

Remark 5.3.5. In the case that $\left\|\mathbf{G}^{K}\right\|_{H^{\infty}}=0, F_{K}$ is the identity map which is trivially globally Lipschitz and bijective.

Proof of Lemma 5.3.4. We begin with the assumption that $\mathbf{G}^{K}(1) \neq 0$, since otherwise the result is trivial. We first prove statement (i) and so we let $\xi \in Y$ be such that $F_{K}^{-1}(\xi) \cap S \neq \emptyset$. Furthermore, let $\xi_{1} \in F_{K}^{-1}(\xi) \cap S$ and $\xi_{2} \in F_{K}^{-1}(\xi)$. We seek to show that $\xi_{1}=\xi_{2}$. To this end, note that

$$
\begin{aligned}
\left\|\xi_{2}-\xi_{1}\right\|_{Y} & =\left\|F_{K}\left(\xi_{2}\right)+\mathbf{G}^{K}(1)\left(f\left(\xi_{2}\right)-K \xi_{2}\right)-F_{K}\left(\xi_{1}\right)-\mathbf{G}^{K}(1)\left(f\left(\xi_{1}\right)-K \xi_{1}\right)\right\|_{Y} \\
& \leq\left\|\mathbf{G}^{K}\right\|_{H^{\infty}}\left\|f\left(\xi_{2}\right)-f\left(\xi_{1}\right)-K\left(\xi_{2}-\xi_{1}\right)\right\|_{U}
\end{aligned}
$$

Seeking a contradiction, suppose that $\xi_{1} \neq \xi_{2}$. Then, by (5.58) and an application of Lemma 5.1.22, we obtain that

$$
\left\|\xi_{2}-\xi_{1}\right\|_{Y}<r\left\|\mathbf{G}^{K}\right\|_{H^{\infty}}\left\|\xi_{2}-\xi_{1}\right\|_{Y} \leq\left\|\xi_{2}-\xi_{1}\right\|_{Y}
$$

which is a contradiction. Hence, $\xi_{1}=\xi_{2}$ and $\# F_{K}^{-1}(\xi)=1$. Turning our attention now to proving statement (ii), since there exists $\delta>0$ such that $f$ and $K$ satisfy (5.14) with $S_{1}=S_{2}=Y$, we obtain that, for all $\xi, \zeta \in Y$,

$$
\begin{aligned}
\left\|F_{K}(\xi)-F_{K}(\zeta)\right\|_{Y} & \leq\|\xi-\zeta\|_{Y}+\left\|\mathbf{G}^{K}(1)\right\|\|f(\xi)-f(\zeta)-K(\xi-\zeta)\|_{U} \\
& \leq\left(1+(r-\delta)\left\|\mathbf{G}^{K}(1)\right\|\right)\|\xi-\zeta\|_{Y}
\end{aligned}
$$

This shows that $F_{K}$ is globally Lipschitz with Lipschitz constant $\left(1+(r-\delta)\left\|\mathbf{G}^{K}(1)\right\|\right)$. We now proceed to show surjectivity of $F_{K}$. To that end, observe that the map $Y \rightarrow Y$, $\xi \mapsto \mathbf{G}^{K}(1)(f(\xi)-K \xi)$ is a contraction. Indeed, by (5.14) with $S_{1}=S_{2}=Y$,

$$
\left\|\mathbf{G}^{K}(1)(f(\xi)-K \xi)-\mathbf{G}^{K}(1)(f(\zeta)-K \zeta)\right\|_{Y} \leq(r-\delta)\left\|\mathbf{G}^{K}(1)\right\|\|\xi-\zeta\|_{Y} \quad \forall \zeta, \xi \in Y
$$

and, furthermore, $(r-\delta)\left\|\mathbf{G}^{K}(1)\right\|<r\left\|\mathbf{G}^{K}\right\|_{H^{\infty}} \leq 1$. Fix $\eta \in Y$ and define the map $h_{\eta}: Y \rightarrow Y$ by

$$
h_{\eta}(\xi):=\xi-F_{K}(\xi)+\eta \quad \forall \xi \in Y
$$

We note that $h_{\zeta}$ is also a contraction since,

$$
\begin{aligned}
\left\|h_{\eta}(\xi)-h_{\eta}(\zeta)\right\|_{Y} & =\left\|\mathbf{G}^{K}(1)(f(\xi)-K \xi)-\mathbf{G}^{K}(1)(f(\zeta)-K \zeta)\right\|_{Y} \\
& \leq(r-\delta)\left\|\mathbf{G}^{K}(1)\right\|\|\xi-\zeta\|_{Y} \quad \forall \xi, \zeta \in Y
\end{aligned}
$$

Hence, by the contraction mapping theorem, there exists a (unique) fixed point of $h_{\eta}$, that is, there exists $\xi^{*} \in Y$ such that $h_{\eta}\left(\xi^{*}\right)=\xi^{*}$. This is equivalent to

$$
\xi^{*}-F_{K}\left(\xi^{*}\right)+\eta=\xi^{*}
$$

and so $F_{K}\left(\xi^{*}\right)=\eta$, showing that $F_{K}$ is surjective. As for injectivity of $F_{K}$, this follows immediately from statement (i) since (5.14) holds with $S_{1}=S_{2}=Y$ and $F_{K}$ is
surjective. Finally, let us now prove statement (iii). To this end, let $\xi, \zeta \in Y$ and note that, since $F_{K}$ is surjective, there exist $\eta_{1}, \eta_{2} \in Y$ such that

$$
F_{K}\left(\eta_{1}\right)=\xi, \quad F_{K}\left(\eta_{2}\right)=\zeta .
$$

Now, by the definition of $F_{K}$ and by (5.14) with $S_{1}=S_{2}=Y$,

$$
\begin{aligned}
\left\|\eta_{1}-\eta_{2}\right\|_{Y} & =\left\|F_{K}\left(\eta_{1}\right)+\mathbf{G}^{K}(1)\left(f\left(\eta_{1}\right)-K \eta_{1}\right)-F_{K}\left(\eta_{2}\right)-\mathbf{G}^{K}(1)\left(f\left(\eta_{2}\right)-K \eta_{2}\right)\right\|_{Y} \\
& \leq\|\xi-\zeta\|_{Y}+\left\|\mathbf{G}^{K}(1)\right\|\left\|f\left(\eta_{1}\right)-f\left(\eta_{2}\right)-K\left(\eta_{1}-\eta_{2}\right)\right\|_{U} \\
& \leq\|\xi-\zeta\|_{Y}+(r-\delta)\left\|\mathbf{G}^{K}(1)\right\|\left\|\eta_{1}-\eta_{2}\right\|_{Y} .
\end{aligned}
$$

Moreover, $F_{K}^{-1}(\xi)=\eta_{1}, F_{K}^{-1}(\zeta)=\eta_{2},(r-\delta)\left\|\mathbf{G}^{K}(1)\right\|<1$, and so we conclude that

$$
\left\|F_{K}^{-1}(\xi)-F_{K}^{-1}(\zeta)\right\|_{Y} \leq \frac{1}{1-(r-\delta)\left\|\mathbf{G}^{K}(1)\right\|}\|\xi-\zeta\|_{Y}
$$

completing the proof.
For the next result, recall that $\left(v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right) \in V \times Y \times X \times Y$ is an equilibrium quadruple of the Lur'e system (5.10), if $\left(v^{\mathrm{e}}, w^{\mathrm{e}}, x^{\mathrm{e}}, y^{\mathrm{e}}\right) \in \mathcal{B}$.

Lemma 5.3.6. Let $\Sigma \in \mathbb{L}$ be stabilisable and detectable, $f: Y \rightarrow U, v^{\infty} \in V$ and $w^{\infty} \in Y$. Assume that $K \in \mathbb{S}(\mathbf{G})$ and

$$
\mathcal{T}_{K}:=F_{K}^{-1}\left(\begin{array}{rl}
C^{K}\left(I-A^{K}\right)^{-1} & \left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v^{\infty}  \tag{5.59}\\
& +(I-D K)^{-1} D_{\mathrm{e}} v^{\infty}+\left(I+\mathbf{G}^{K}(1) K\right) w^{\infty}
\end{array}\right)
$$

is nonempty. Let $z^{\infty} \in \mathcal{T}_{K}$ and define $y^{\infty}:=z^{\infty}-w^{\infty}$ and

$$
\begin{equation*}
x^{\infty}:=\left(I-A^{K}\right)^{-1}\left(B^{K}\left(f\left(z^{\infty}\right)-K\left(z^{\infty}-w^{\infty}\right)\right)+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) v^{\infty}\right) . \tag{5.60}
\end{equation*}
$$

Then

$$
\begin{equation*}
y^{\infty}=C^{K} x^{\infty}+D^{K}\left(f\left(z^{\infty}\right)-K\left(z^{\infty}-w^{\infty}\right)\right)+(I-D K)^{-1} D_{\mathrm{e}} v^{\infty}, \tag{5.61}
\end{equation*}
$$

and ( $v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}$ ) is an equilibrium quadruple of the Lur'e system (5.10).
We shall not prove the previous lemma since it can be done so identically, mutatis mutandis, to the proof of Proposition 2.3.6. Moreover, we also refer the reader to Remark 2.3.7, since the comments there can analogously be applied to Lemma 5.3.6. Indeed, the remark outlines motiviation for (5.60) and (5.61) and also discusses simple situations for clarity.
The following theorem gives sufficient conditions for when (5.10) exhibits the CICSO property.

Theorem 5.3.7. Let $\Sigma \in \mathbb{L}$ be stabilisable and detectable, $f: Y \rightarrow U, S \subseteq Y$ be non-empty, $r>0, K \in \mathcal{L}(Y, U), v^{\infty} \in V$ and $w^{\infty} \in Y$. Assume that $\mathbb{B}(K, r) \subseteq \mathbb{S}(\mathbf{G})$, $\mathcal{T}_{K} \cap S \neq \emptyset$, where $\mathcal{T}_{K}$ is given by (5.59), and there exists $\delta \in(0, r)$ such that (5.14) holds with $S_{1}=Y$ and $S_{2}=S$. Then $\# \mathcal{T}_{K}=1$ and, writing $z^{\infty} \in \mathcal{T}_{K},\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an equilibrium quadruple of (5.10) where $y^{\infty}:=z^{\infty}-w^{\infty}$ and $x^{\infty}$ is as in (5.60).

Furthermore, there exist $c>0$ and $a \in(0,1)$ such that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{align*}
\left\|\binom{x(t)-x^{\infty}}{y(t)-y^{\infty}}\right\|_{X \times Y} \leq c & \left(a^{t}\left\|x(0)-x^{\infty}\right\|_{X}+a^{\lceil t / 2\rceil} \max _{s \in \underline{\lfloor t / 2\rfloor}}\left\|\binom{v(s)}{w(s)}-\binom{v^{\infty}}{w^{\infty}}\right\|_{V \times Y}\right. \\
& \left.+\max _{s \in \underline{\lceil t / 2\rceil}}\left\|\binom{\left(\Lambda_{\lfloor t / 2\rfloor} v\right)(s)}{\left(\Lambda_{\lfloor t / 2\rfloor} w\right)(s)}-\binom{v^{\infty}}{w^{\infty}}\right\|_{V \times Y}\right) \tag{5.62}
\end{align*}
$$

In particular, for all $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$, we have $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$ and $\lim _{t \rightarrow \infty} y(t)=y^{\infty}$.

Before proving Theorem 5.3.7, we provide some commentary.
Remark 5.3.8. (i) Under the hypotheses of Theorem 5.3.7, we note that $x^{\infty}$ and $y^{\infty}$ given by (5.60) and (5.61) do not depend on the choice of $K$. Indeed, if $K_{1}, K_{2} \in \mathbb{S}(\mathbf{G}), v^{\infty} \in V, w^{\infty} \in Y, \Sigma$ is stabilisable and detectable, $f: Y \rightarrow Y$, and each of the relevant assumptions regarding $K_{1}$ and $K_{1}$ respectively hold, then it can be shown directly, or as a consequence of Theorem 5.3.7, that $x_{1}^{\infty}=x_{2}^{\infty}$ and $y_{1}^{\infty}=y_{2}^{\infty}$, where

$$
\begin{aligned}
& x_{l}^{\infty}:=\left(I-A^{K_{l}}\right)^{-1}\left(B^{K_{l}}\left(f\left(y_{l}^{\infty}+w^{\infty}\right)-K_{l} y_{l}^{\infty}\right)+\left(B_{\mathrm{e}}+B^{K_{l}} K_{l} D_{\mathrm{e}}\right) v^{\infty}\right), \\
& y_{l}^{\infty}=C^{K_{l}} x^{\infty}+D^{K_{l}}\left(f\left(y_{l}^{\infty}+w^{\infty}\right)-K_{l} y_{l}^{\infty}\right)+\left(I-D K_{l}\right)^{-1} D_{\mathrm{e}} v^{\infty}
\end{aligned}
$$

for $l \in\{1,2\}$. By "directly", we mean that it can be shown without the use of Theorem 5.3.7. We shall not explicitly show this since the argument given in the proof of Lemma 2.3 .19 can be used for this infinite-dimensional setting.
(ii) Assumption (5.14) with $S_{1}=S_{2}=Y$ may be rewritten as

$$
\begin{equation*}
\sup _{\substack{\zeta, \xi \in Y \\ \xi \neq 0}} \frac{\|f(\xi+\zeta)-f(\zeta)-K \xi\|_{U}}{\|\xi\|_{Y}}<r \tag{5.63}
\end{equation*}
$$

which trivially implies (5.58) with $S=Y$, and is itself equivalent to the function $\xi \mapsto f(\xi)-K \xi$ being globally Lipschitz with Lipschitz constant smaller than $r$. Furthermore, by acting in a similar manner to that shown in the proof of Proposition 2.3.10, we can deduce that (5.63) implies that $I-D^{K}(f-K)$ is bijective. By then combining this with Proposition 5.1.33, we see that, for given $x^{0} \in X, v \in V^{\mathbb{Z}_{+}}$and $w \in Y^{\mathbb{Z}_{+}}$, the IVP (5.11) has a unique solution.
(iii) Recalling the notion of equi-convergence from Definiton 2.3.15, the convergence property provided by Theorem 5.3.7 is uniform in the following sense: given a set of inputs $\mathcal{V} \subseteq V^{\mathbb{Z}_{+}} \times Y^{\mathbb{Z}_{+}}$which is equi-convergent to $\left(v^{\infty}, w^{\infty}\right)$ and $\kappa>0$, the set of solutions

$$
\begin{aligned}
&\left\{\binom{x}{y} \in X^{\mathbb{Z}_{+}} \times Y^{\mathbb{Z}_{+}}: \exists\binom{v}{w} \in \mathcal{V} \text { s.t. }(v, w, x, y) \in \mathcal{B}\right. \\
&\text { and } \left.\|x(0)\|_{X}+\sup _{t \in \mathbb{Z}_{+}}\left\|\binom{v(t)}{w(t)}\right\|_{V \times Y} \leq \kappa\right\}
\end{aligned}
$$

is equi-convergent to $\left(x^{\infty}, y^{\infty}\right)$.

Proof of Theorem 5.3.7. First, statement (i) of Lemma 5.3.4 yields that $\# \mathcal{T}_{K}=1$. Moreover, an application of Lemma 5.3.6 gives that $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right)$ is an equilibrium quadruple of (5.10) and, since $y^{\infty}+w^{\infty} \in S$, we have that $\left(v^{\infty}, w^{\infty}, x^{\infty}, y^{\infty}\right) \in \mathcal{B}^{S}$. We invoke statement (ii) of Theorem 5.2.5, with $q=\infty$, to obtain $\tilde{c}>0$ and $a \in(0,1)$ such that, for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
\left\|\binom{x(t)-x^{\infty}}{y(t)-y^{\infty}}\right\|_{X \times Y} \leq \tilde{c} a^{t}\left\|x(0)-x^{\infty}\right\|_{X}+\tilde{c} \max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}-\binom{v^{\infty}}{w^{\infty}}\right\|_{V \times Y} \tag{5.64}
\end{equation*}
$$

Let $(v, w, x, y) \in \mathcal{B}$ and fix $t \in \mathbb{Z}_{+}$. Note that (5.64) holds for

$$
\left(\Lambda_{\lfloor t / 2\rfloor} v, \Lambda_{\lfloor t / 2\rfloor} w, \Lambda_{\lfloor t / 2\rfloor} x, \Lambda_{\lfloor t / 2\rfloor} y\right) \in \mathcal{B},
$$

from the time-invariance property given by Lemma 5.1.30. In light of the identity $\lceil t / 2\rceil+\lfloor t / 2\rfloor=t$, it follows from (5.64) that

$$
\begin{aligned}
& \left\|\binom{x(t)-x^{\infty}}{y(t)-y^{\infty}}\right\|_{X \times Y}=\left\|\binom{\left(\Lambda_{\lfloor t / 2\rfloor} x\right)(\lceil t / 2\rceil)-x^{\infty}}{\left(\Lambda_{\lfloor t / 2\rfloor} y\right)(\lceil t / 2\rceil)-y^{\infty}}\right\|_{X \times Y} \\
& \leq \tilde{c} a^{[t / 2\rceil}\left\|x(\lfloor t / 2\rfloor)-x^{\infty}\right\|_{X}+\tilde{c} \max _{s \in \underline{[t / 2\rceil}}\left\|\binom{\Lambda_{\lfloor t / 2\rfloor} v(s)}{\Lambda_{\lfloor t / 2\rfloor} w(s)}-\binom{v^{\infty}}{w^{\infty}}\right\|_{V \times Y}
\end{aligned}
$$

Appealing to (5.64) again, and also using that $a^{\lceil t / 2\rceil} a^{\lfloor t / 2\rfloor}=a^{t}$, yields

$$
\begin{gathered}
\left\|\binom{x(t)-x^{\infty}}{y(t)-y^{\infty}}\right\|_{X \times Y} \leq \tilde{c}^{2} a^{t}\left\|x(0)-x^{\infty}\right\|_{X}+\tilde{c}^{2} a^{[t / 2\rceil} \max _{s \in \underline{t / 2\rfloor}}\left\|\binom{v(s)}{w(s)}-\binom{v^{\infty}}{w^{\infty}}\right\|_{V \times Y} \\
+\tilde{c} \max _{s \in[t / 2\rceil}\left\|\binom{\Lambda_{\lfloor t / 2\rfloor} v(s)}{\Lambda_{\lfloor t / 2\rfloor} w(s)}-\binom{v^{\infty}}{w^{\infty}}\right\|_{V \times Y} .
\end{gathered}
$$

Therefore, by defining $c:=\max \left\{\tilde{c}, \tilde{c}^{2}\right\}$, we obtain that (5.62) holds, whence completing the proof.

Remark 5.3.9. By inspecting the above proof we see that in the situation where $\mathbf{G}=0$ and (5.33) holds with $S_{1}=Y$ and $S_{2}=S$ for some $K \in \mathcal{L}(Y, U)$, then the conclusions of Theorem 5.3.7 remain valid (see Statement (ii) of Remark 5.2.7 and also Remark 5.3.5).
The following corollary provides succinct hypotheses for when (5.10) exhibits the CICSO property.
Corollary 5.3.10. Let $\Sigma \in \mathbb{L}$ be stabilisable and detectable, $f: Y \rightarrow U$, and $r>0$ and $K \in \mathcal{L}(Y, U)$ be such that $\mathbb{B}(K, r) \subseteq \mathbb{S}(\mathbf{G})$. If either:
(i) there exists $\delta \in(0, r)$ such that (5.14) holds with $S_{1}=S_{2}=Y$, or;
(ii) $\mathbf{G}=0$ and (5.33) holds with $S_{1}=S_{2}=Y$,
then (5.10) has the CICSO property.
Proof. Let $v^{\infty} \in V$ and $w^{\infty} \in Y$. In either case, Lemma 5.3.4 implies that $F_{K}$ is bijective. Therefore, $\mathcal{T}_{K} \neq \emptyset$, where $\mathcal{T}_{K}$ is given by (5.59). An application of Thereom 5.3.7 (see also Remark 5.3.9) then yields that $\lim _{t \rightarrow \infty} x(t)=x^{\infty}$ and $\lim _{t \rightarrow \infty} y(t)=y^{\infty}$ for all $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and $\lim _{t \rightarrow \infty} w(t)=w^{\infty}$, and where $y^{\infty}+$ $w^{\infty}=z^{\infty} \in \mathcal{T}_{K}$ and $x^{\infty}$ is given by (5.60). Thus, (5.10) has the CICSO property.

As previously mentioned in Remark 5.3.2, if $w$ in (5.10) is considered to be an output disturbance, then it may be unreasonable to expect convergence of $w$. The next result is an immediate corollary to Theorem 5.3.7 and yields that asymptotic 'closeness' of the state and output of (5.10) to the equilibrium components $x^{\infty}$ and $y^{\infty}$, respectively, is linearly bounded by $\|w\|_{\ell \infty}$.

Corollary 5.3.11. Under the assumptions of Theorem 5.3.7 with $w^{\infty}=0$, for all $(v, w, x, y) \in \mathcal{B}$ with $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$ and bounded $w$,

$$
\limsup _{t \rightarrow \infty}\left(\left\|x(t)-x^{\infty}\right\|_{X}+\left\|y(t)-y^{\infty}\right\|_{Y}\right) \leq c \limsup _{t \rightarrow \infty}\|w(t)\|_{Y},
$$

where $c>0$ is as in (5.62).
Proof. The claim follows from (5.62), Lemma 5.1.30, and a standard time-invariance argument.

To conclude this subsection, we briefly comment on the steady-state gain maps associated with (5.10). In the interest of avoiding repetition, we refer the reader to Section 2.3.3 for the motivation of these maps.

Definition 5.3.12. Let $\Sigma \in \mathbb{L}$ and $f: Y \rightarrow U$. If (5.10) has the CICSO property, then the maps

$$
\Gamma_{\text {is }}: V \times Y \rightarrow X, \quad\left(v^{\infty}, w^{\infty}\right) \mapsto x^{\infty},
$$

and

$$
\Gamma_{\mathrm{io}}: V \times Y \rightarrow Y, \quad\left(v^{\infty}, w^{\infty}\right) \mapsto y^{\infty},
$$

are well-defined. As in the finite-dimensional setting, we call $\Gamma_{i s}$ the input-to-state steady-state (ISSS) gain and $\Gamma_{i o}$ the input-to-output steady-state (IOSS) gain.

Under the assumptions of Theorem 5.3.7 with $S=Y$, Lemma 5.3.4 gives that $F_{K}^{-1}$ exists and is globally Lipschitz. When these assumptions are imposed, we shall denote by $G_{K}$ the map

$$
V \times Y \ni\left(\xi_{1}, \xi_{2}\right) \mapsto F_{K}^{-1}\binom{C^{K}\left(I-A^{K}\right)^{-1}\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) \xi_{1}}{+(I-D K)^{-1} D_{\mathrm{e}} \xi_{1}+\left(I+\mathbf{G}^{K}(1) K\right) \xi_{2}} \in Y
$$

We now present the following result concerning the steady-state gain maps. For brevity, we shall not prove the result since it is straightforward to do so.

Corollary 5.3.13. Under the assumptions of Theorem 5.3.7 with $S=Y$, for all $(\xi, \zeta) \in V \times Y$,

$$
\Gamma_{\mathrm{is}}\left(\xi_{1}, \xi_{2}\right)=\left(I-A^{K}\right)^{-1}\left(B^{K}(f-K) G_{K}\left(\xi_{1}, \xi_{2}\right)+B^{K} K \xi_{2}+\left(B_{\mathrm{e}}+B^{K} K D_{\mathrm{e}}\right) \xi_{1}\right),
$$

and

$$
\Gamma_{\mathrm{io}}\left(\xi_{1}, \xi_{2}\right)=G_{K}\left(\xi_{1}, \xi_{2}\right)-\xi_{2} .
$$

Furthermore, $\Gamma_{\mathrm{is}}$ and $\Gamma_{\mathrm{io}}$ are globally Lipschitz.

### 5.3.2 The response to asymptotically almost periodic inputs

We now apply Theorem 5.2.5 to obtain a result that guarantees that asymptotically almost periodic inputs generate asymptotically almost periodic state and output trajectories of (5.10). Almost periodic functions were used in Chapter 3 and a thorough presentation is given in Appendix C. Therefore, in what follows, we will not define almost and asymptotically almost periodic functions or give much relevant theory, and instead refer the reader to the aforementioned parts of this thesis. For background reading, we also refer the reader to literature such as $[1,14,17,21,22,52]$.

What we will recall here, however, is that $A P(Z, X)$ denotes the space of almost periodic functions mapping $Z \rightarrow X$, where $Z=\mathbb{Z}$ or $\mathbb{Z}_{+} ; P\left(v^{\text {ap }}, \varepsilon\right)$ denotes the set of $\varepsilon$-periods of an almost periodic function $v^{\text {ap }}$, where $\varepsilon>0$; the space of asymptotically almost periodic functions $\mathbb{Z}_{+} \rightarrow X$ is denoted by $\operatorname{AAP}\left(\mathbb{Z}_{+}, X\right)$; and $c_{0}\left(\mathbb{Z}_{+}, X\right)$ denotes the space of all functions $\mathbb{Z}_{+} \rightarrow X$ that converge to zero. Moreover, we recall that every $v^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, X\right)$ has a unique extension $v_{\mathrm{e}}^{\mathrm{ap}} \in A P(\mathbb{Z}, X)$ such that

$$
v_{\mathrm{e}}^{\mathrm{ap}}(t)=v^{\mathrm{ap}}(t) \quad \forall t \in \mathbb{Z}_{+} \quad \text { and } \quad \sup _{t \in \mathbb{Z}}\left\|v_{\mathrm{e}}^{\mathrm{ap}}(t)\right\|_{X}=\sup _{t \in \mathbb{Z}_{+}}\left\|v^{\mathrm{ap}}(t)\right\|_{X} .
$$

Indeed, as done in Appendix C, by following an idea in [12, Remark on p.318], we define $v_{\mathrm{e}}^{\text {ap }}$ by

$$
\begin{equation*}
v_{\mathrm{e}}^{\mathrm{ap}}(t)=\lim _{k \rightarrow \infty} v^{\mathrm{ap}}\left(t+\tau_{k}\right) \quad \forall t \in \mathbb{Z} \tag{5.65}
\end{equation*}
$$

where, for each $k \in \mathbb{N}, \tau_{k} \in P\left(v^{\text {ap }}, 1 / k\right)$ and $\tau_{k} \nearrow \infty$ as $k \rightarrow \infty$. In Appendix C, this function is shown to be well-defined and having all of the previously mentioned properties. As a consequence, we obtain the following, which is Theorem C.1.35 in the appendix.

Theorem 5.3.14. The map $A P\left(\mathbb{R}_{+}, X\right) \rightarrow A P(\mathbb{R}, X)$ which maps $v^{\text {ap }}$ to $v_{\mathrm{e}}^{\mathrm{ap}}$, where $v_{\mathrm{e}}^{\mathrm{ap}}$ is given by (5.65), is an isometric isomorphism.

The following is a corollary of Theorem 5.2.5 and is the main result of this subsection.
Corollary 5.3.15. Let $v^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, V\right)$ and $w^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, Y\right)$. If the assumptions of Theorem 5.2.5 hold with $S_{1}=S_{2}=Y$, then the following statements are true.
(i) There exists a unique pair $\left(x^{\text {ap }}, y^{\text {ap }}\right) \in A P\left(\mathbb{Z}_{+}, X\right) \times A P\left(\mathbb{Z}_{+}, Y\right)$ such that ( $v^{\text {ap }}$, $\left.w^{\text {ap }}, x^{\text {ap }}, y^{\text {ap }}\right) \in \mathcal{B}$ and, for all $(v, w, x, y) \in \mathcal{B}$ such that $v-v^{\text {ap }} \in c_{0}\left(\mathbb{Z}_{+}, V\right)$ and $w-w^{\mathrm{ap}} \in c_{0}\left(\mathbb{Z}_{+}, Y\right)$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|x(t)-x^{\mathrm{ap}}(t)\right\|_{X}=0=\lim _{t \rightarrow \infty}\left\|y(t)-y^{\mathrm{ap}}(t)\right\|_{Y} \tag{5.66}
\end{equation*}
$$

Furthermore, for all $\varepsilon>0$, there exists $\delta>0$ such that $P\left(v^{\text {ap }}, \delta\right) \cap P\left(w^{\text {ap }}, \delta\right) \subseteq$ $P\left(x^{\mathrm{ap}}, \varepsilon\right) \cap P\left(y^{\mathrm{ap}}, \varepsilon\right)$. In particular, if $v^{\text {ap }}$ and $w^{\mathrm{ap}}$ are $\tau$-periodic, then $x^{\text {ap }}$ and $y^{\text {ap }}$ are $\tau$-periodic.
(ii) The pair of almost periodic extensions $\left(x_{\mathrm{e}}^{\mathrm{ap}}, y_{\mathrm{e}}^{\mathrm{ap}}\right)$ of $\left(x^{\mathrm{ap}}, y^{\mathrm{ap}}\right)$ to $\mathbb{Z}$, is the unique bounded pair of functions which satisfy

$$
\left.\begin{array}{rl}
z_{1}(t+1) & =A z_{1}(t)+B f\left(z_{2}(t)+w_{\mathrm{e}}^{\mathrm{ap}}(t)\right)+B_{\mathrm{e}} v_{\mathrm{e}}^{\mathrm{ap}}(t),  \tag{5.67}\\
z_{2}(t) & =C z_{1}(t)+D f\left(z_{2}(t)+w_{\mathrm{e}}^{\mathrm{ap}}(t)\right)+D_{\mathrm{e}} v_{\mathrm{e}} \mathrm{ap}^{\mathrm{ap}}(t),
\end{array}\right\} \quad \forall t \in \mathbb{Z}
$$

Remark 5.3.16. Corollary 5.3 .15 shows that, under the assumptions of Theorem 5.2 .5 with $S_{1}=S_{2}=Y$, asymptotically almost periodic inputs generate asymptotically almost periodic state and output trajectories.

Proof of Corollary 5.3.15. We shall begin with the proof of statement (i). An application of Lemma 5.3.4 gives that $F_{K}$ is bijective and, consequently, an application of Lemma 5.3.6 yields that, for every $v^{*} \in V$ and $w^{*} \in Y$, there exist (unique) $x^{*} \in X$ and $y^{*} \in Y$ such that $\left(v^{*}, w^{*}, x^{*}, y^{*}\right)$ is an equilibrium quadruple. We now fix such a quadruple ( $v^{*}, w^{*}, x^{*}, y^{*}$ ). Moreover, we note that since (5.14) holds with $S_{1}=S_{2}=Y$, then $I-D^{K}(f-K)$ is bijective (see Remark 5.3.8) and so Proposition 5.1.33 yields that, for all $x^{0} \in X$, all $v \in V^{\mathbb{Z}_{+}}$and all $w \in Y^{\mathbb{Z}_{+}}$, the IVP (5.11) has a unique solution. With this in mind, we let ( $\left.v^{\text {ap }}, w^{\text {ap }}, x, y\right) \in \mathcal{B}$. We also note that, since $v^{\text {ap }}$ and $w^{\text {ap }}$ are almost periodic, $v^{\text {ap }}$ and $w^{\text {ap }}$ are bounded. Now, since the hypotheses of Theorem 5.2.5 hold, we see that the conclusions of statement (ii) of that result hold with $q=\infty$. Hence, it follows that there exist $c, d>0$ and $\theta \in(0,1)$ such that (5.17) and (5.18) hold for all ( $v_{1}, w_{1}, x_{1}, y_{1}$ ) and $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \mathcal{B}$. In particular, we may use (5.17) and (5.18) with the trajectories $\left(v^{*}, w^{*}, x^{*}, y^{*}\right)$ and ( $v^{\text {ap }}, w^{\text {ap }}, x, y$ ). By now utilising the boundedness of $\left(v^{*}, w^{*}, x^{*}, y^{*}\right)$ and $v^{\text {ap }}$ and $w^{\text {ap }}$, it is clear that there exists $\mu>0$ such that

$$
\begin{equation*}
\|x\|_{\ell_{\infty}}+\|y\|_{\ell_{\infty}} \leq \mu, \tag{5.68}
\end{equation*}
$$

whence showing that $x$ and $y$ are bounded. Moreover, since $v^{\text {ap }}$ and $w^{\text {ap }}$ are almost periodic, by Lemma C.1.37, we may obtain a sequence $\left(\tau_{k}\right)_{k \in \mathbb{N}} \subseteq \mathbb{Z}_{+}$such that

$$
\begin{equation*}
\tau_{k} \in P\left(v^{\text {ap }}, \frac{1}{k}\right) \cap P\left(w^{\text {ap }}, \frac{1}{k}\right) \quad \forall k \in \mathbb{N} \quad \text { and } \quad \tau_{k} \rightarrow \infty \text { as } k \rightarrow \infty \tag{5.69}
\end{equation*}
$$

Inspired by an argument from the proof of [5, Proposition 4.4], we claim that $\left(\Lambda_{\tau_{k}} x\right)_{k \in \mathbb{N}}$ and $\left(\Lambda_{\tau_{k}} y\right)_{k \in \mathbb{N}}$ are Cauchy sequences in $\ell^{\infty}\left(\mathbb{Z}_{+}, X\right)$ and $\ell^{\infty}\left(\mathbb{Z}_{+}, Y\right)$, respectively. To see this, we let $\varepsilon>0$ and let $k, l \in \mathbb{N}$ be sufficiently large so that

$$
2 \mu \theta^{\tau_{k}}, 2 \mu \theta^{\tau_{l}} \leq \frac{\varepsilon}{2(c+d)} \quad \text { and } \quad 2\left(\frac{1}{k}+\frac{1}{l}\right) \leq \frac{\varepsilon}{2(c+d)}
$$

and, without loss of generality, assume that $\tau_{l} \geq \tau_{k}$. Then, for all $t \in \mathbb{Z}_{+}$,

$$
\left.\begin{array}{rl}
\sup _{s \in \underline{\tau_{k}}} \|\left(\begin{array}{c}
v^{\mathrm{ap}}(s+t)-v^{\mathrm{ap}}(s+ \\
w^{\mathrm{ap}}(s+t)-w^{\mathrm{ap}}(s+
\end{array}+\right. & \left.\left.+\tau_{l}-\tau_{l}\right)-\tau_{k}\right)
\end{array}\right) \|_{V \times Y} .
$$

Hence, by combining this with Lemma 5.1.30 and (5.17), (5.18) and (5.68), we obtain
that, for all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\left\|\binom{\left(\Lambda_{\tau_{k}} x\right)(t)-\left(\Lambda_{\tau_{l}} x\right)(t)}{\left(\Lambda_{\tau_{k}} y\right)(t)-\left(\Lambda_{\tau_{l}} y\right)(t)}\right\|_{X \times Y} & =\left\|\binom{\left(\Lambda_{t} x\right)\left(\tau_{k}\right)-\left(\Lambda_{t+\tau_{l}-\tau_{k}} x\right)\left(\tau_{k}\right)}{\left(\Lambda_{t} y\right)\left(\tau_{k}\right)-\left(\Lambda_{t+\tau_{l}-\tau_{k}} y\right)\left(\tau_{k}\right)}\right\|_{X \times Y} \\
& \leq(c+d)\left(\theta^{\tau_{k}}\left\|x(t)-x\left(t+\tau_{l}-\tau_{k}\right)\right\|_{X}+2\left(\frac{1}{l}+\frac{1}{k}\right)\right) \\
& \leq(c+d)\left(\theta^{\tau_{k}} 2 \mu+2\left(\frac{1}{l}+\frac{1}{k}\right)\right)
\end{aligned}
$$

$$
\leq \varepsilon
$$

Whence, we have shown that $\left(\Lambda_{\tau_{k}} x\right)_{k \in \mathbb{N}}$ and $\left(\Lambda_{\tau_{k}} y\right)_{k \in \mathbb{N}}$ are Cauchy sequences in $\ell^{\infty}\left(\mathbb{Z}_{+}, X\right)$ and $\ell^{\infty}\left(\mathbb{Z}_{+}, Y\right)$, respectively. They therefore converge to functions $x^{\text {ap }} \in$ $\ell^{\infty}\left(\mathbb{Z}_{+}, X\right)$ and $y^{\text {ap }} \in \ell^{\infty}\left(\mathbb{Z}_{+}, Y\right)$, respectively.
In order to show that ( $\left.v^{\text {ap }}, w^{\text {ap }}, x^{\text {ap }}, y^{\text {ap }}\right) \in \mathcal{B}$, we note that, by once again applying Lemma 5.1.30, for all $k \in \mathbb{Z}_{+}$and $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\left(\Lambda_{\tau_{k}} x\right)(t+1) & =A\left(\Lambda_{\tau_{k}} x\right)(t)+B f\left(\left(\Lambda_{\tau_{k}} y\right)(t)+\left(\Lambda_{\tau_{k}} w^{\mathrm{ap}}\right)(t)\right)+B_{\mathrm{e}}\left(\Lambda_{\tau_{k}} \mathrm{v}^{\mathrm{ap}}\right)(t) \\
\left(\Lambda_{\tau_{k}} y\right)(t) & =C\left(\Lambda_{\tau_{k}} x\right)(t)+D f\left(\left(\Lambda_{\tau_{k}} y\right)(t)+\left(\Lambda_{\tau_{k}} w^{\mathrm{ap}}\right)(t)\right)+D_{\mathrm{e}}\left(\Lambda_{\tau_{k}} v^{\mathrm{ap}}\right)(t)
\end{aligned}
$$

Since $f$ is continuous, we recall (5.69) and take the limit in the above equality as $k \rightarrow \infty$, to obtain that ( $\left.v^{\text {ap }}, w^{\text {ap }}, x^{\text {ap }}, y^{\text {ap }}\right) \in \mathcal{B}$.
Our attention now turns to showing that $x^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, X\right)$ and $y^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, Y\right)$. To this end, we fix $\varepsilon>0$ and let $\delta:=\varepsilon /(2(c+d))$ and let $\tau \in P\left(v^{\text {ap }}, \delta\right) \cap P\left(w^{\text {ap }}, \delta\right)$, which exists by Lemma C.1.37. Then, by combining Lemma 5.1 .30 with (5.17) and (5.18), we see that, for all $t \in \mathbb{Z}_{+}$and all $k \in \mathbb{N}$,

$$
\left.\begin{array}{l}
\left\|\binom{\left(\Lambda_{\tau_{k}} x\right)(t)-\left(\Lambda_{\tau_{k}} x\right)(t+\tau)}{\left(\Lambda_{\tau_{k}} y\right)(t)-\left(\Lambda_{\tau_{k}} y\right)(t+\tau)}\right\|_{X \times Y}=\left\|\binom{\left(\Lambda_{t} x\right)\left(\tau_{k}\right)-\left(\Lambda_{t+\tau} x\right)\left(\tau_{k}\right)}{\left(\Lambda_{t} y\right)\left(\tau_{k}\right)-\left(\Lambda_{t+\tau} y\right)\left(\tau_{k}\right)}\right\|_{X \times Y} \\
\leq(c+d)\left(\theta^{\tau_{k}}\|x(t)-x(t+\tau)\|_{X}+\sup _{s \in \tau_{k}}\left\|\binom{v^{\mathrm{ap}}(s+t)-v^{\mathrm{ap}}(s+t+\tau)}{w^{\mathrm{ap}}(s+t)-w^{\mathrm{ap}}(s+t+\tau)}\right\|_{V \times Y}\right.
\end{array}\right) .
$$

Since $\left(\tau_{k}\right)_{k \in \mathbb{N}}$ converges to $\infty$ as $k \rightarrow \infty$, (5.70) hence yields

$$
\left\|\binom{x^{\mathrm{ap}}(t)-x^{\mathrm{ap}}(t+\tau)}{y^{\mathrm{ap}}(t)-y^{\mathrm{ap}}(t+\tau)}\right\|_{X \times Y} \leq \varepsilon \quad \forall t \in \mathbb{Z}_{+},
$$

showing that $\tau \in P\left(x^{\text {ap }}, \varepsilon\right) \cap P\left(y^{\text {ap }}, \varepsilon\right)$. It thus follows that $P\left(v^{\text {ap }}, \delta\right) \cap P\left(w^{\text {ap }}, \delta\right) \subseteq$ $P\left(x^{\text {ap }}, \varepsilon\right) \cap P\left(y^{\text {ap }}, \varepsilon\right)$, and, since $P\left(v^{\text {ap }}, \delta\right) \cap P\left(w^{\text {ap }}, \delta\right)$ is relatively dense in $\mathbb{Z}_{+}$(see Defintion C.1.29) by Lemma C.1.37, we obtain that $P\left(x^{\text {ap }}, \varepsilon\right) \cap P\left(y^{\text {ap }}, \varepsilon\right)$ is also relatively dense in $\mathbb{Z}_{+}$. We have therefore shown that $x^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, X\right)$ and $y^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, Y\right)$. To prove that (5.66) holds, let $(v, w, x, y) \in \mathcal{B}$ be such that $v-v^{\text {ap }} \in c_{0}\left(\mathbb{Z}_{+}, V\right)$ and $w-w^{\mathrm{ap}} \in c_{0}\left(\mathbb{Z}_{+}, Y\right)$, and define $\tilde{v}:=v-v^{\text {ap }}$ and $\tilde{w}:=w-w^{\text {ap }}$. By utilising more applications of Lemma 5.1.30, (5.17) and (5.18), we yield, for all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
& \left\|\binom{x(t)-x^{\mathrm{ap}}(t)}{y(t)-y^{\mathrm{ap}}(t)}\right\|_{X \times Y}=\left\|\binom{\left(\Lambda_{\lfloor t / 2\rfloor} x\right)(\lceil t / 2\rceil)-\left(\Lambda_{\lfloor t / 2\rfloor} x^{\mathrm{ap}}\right)(\lceil t / 2\rceil)}{\left(\Lambda_{\lfloor t / 2\rfloor} y\right)(\lceil t / 2\rceil)-\left(\Lambda_{\lfloor t / 2\rfloor} y^{\mathrm{ap}}\right)(\lceil t / 2\rceil)}\right\|_{X \times Y} \\
& \quad \leq(c+d)\left(\theta^{[t / 27}\left\|x(\lfloor t / 2\rfloor)-x^{\mathrm{ap}}(\lfloor t / 2\rfloor)\right\|_{X}+\left\|\pi_{\lceil t / 2\rceil}\binom{\left(\Lambda_{\lfloor t / 2\rfloor} \tilde{v}\right)}{\left(\Lambda_{\lfloor t / 2\rfloor} \tilde{w}\right)}\right\|_{\ell \infty}\right) .
\end{aligned}
$$

By estimating the term $\left\|x(\lfloor t / 2\rfloor)-x^{\text {ap }}(\lfloor t / 2\rfloor)\right\|$ in the above inequality via (5.17), we deduce that, for all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\left\|\binom{x(t)-x^{\mathrm{ap}}(t)}{y(t)-y^{\mathrm{ap}}(t)}\right\|_{X \times Y} \leq & (c+d) \theta^{\lceil t / 2\rceil} c\left(\theta^{\lfloor t / 2\rfloor}\left\|x(0)-x^{\mathrm{ap}}(0)\right\|_{X}+\left\|\pi_{\lfloor t / 2\rfloor}\binom{\tilde{v}}{\tilde{w}}\right\|_{\ell \infty}\right) \\
& +(c+d)\left\|_{\lceil t / 2\rceil}\binom{\left(\Lambda_{\lfloor t / 2\rfloor} \tilde{v}\right)}{\left(\Lambda_{\lfloor t / 2\rfloor} \tilde{w}\right)}\right\|_{\ell \infty} .
\end{aligned}
$$

Finally, the right hand side of the above inequality converges to 0 as $t \rightarrow \infty$, showing that (5.66) holds. To conclude the proof of statement (i), we combine (5.66) with Lemma C.1.39 to yield that $\left(x^{\text {ap }}, y^{\text {ap }}\right)$ is the unique almost periodic pair such that $\left(v^{\mathrm{ap}}, w^{\mathrm{ap}}, x^{\mathrm{ap}}, y^{\mathrm{ap}}\right) \in \mathcal{B}$ and, for all $(v, w, x, y) \in \mathcal{B}$ such that $v-v^{\mathrm{ap}} \in c_{0}\left(\mathbb{Z}_{+}, V\right)$ and $w-w^{\text {ap }} \in c_{0}\left(\mathbb{Z}_{+}, Y\right),(5.66)$ holds.

We shall now prove statement (ii). We begin by noting that the almost periodic extensions $x_{\mathrm{e}}^{\mathrm{ap}}$ and $y_{\mathrm{e}}^{\text {ap }}$ of $x^{\mathrm{ap}}$ and $y^{\text {ap }}$ to $\mathbb{Z}$, respectively, are bounded. To see that $\left(x_{\mathrm{e}}^{\mathrm{ap}}, y_{\mathrm{e}}^{\mathrm{ap}}\right)$ satisfies (5.67), we highlight that since $\Lambda_{1} x_{\mathrm{e}}^{\text {ap }}$ is the almost periodic extension of $\Lambda_{1} x^{\text {ap }}$, we deduce that $\Lambda_{1} x_{\mathrm{e}}^{\mathrm{ap}}$ is also the almost periodic extension of $A x^{\mathrm{ap}}+B f\left(y^{\mathrm{ap}}+w^{\mathrm{ap}}\right)+$ $B_{\mathrm{e}} v^{\mathrm{ap}}$. Moreover, since $f$ is (globally) Lipschitz, $f\left(y_{\mathrm{e}}^{\mathrm{ap}}+w_{\mathrm{e}}^{\mathrm{ap}}\right)$ is almost periodic and, consequently, $A x_{\mathrm{e}}^{\mathrm{ap}}+B f\left(y_{\mathrm{e}}^{\mathrm{ap}}+w_{\mathrm{e}}^{\mathrm{ap}}\right)+B_{\mathrm{e}} v_{\mathrm{e}}^{\mathrm{ap}}$ is also an almost periodic extension of $A x^{\mathrm{ap}}+B f\left(y^{\mathrm{ap}}+w^{\mathrm{ap}}\right)+B_{\mathrm{e}} v^{\text {ap }}$. Therefore, Theorem 5.3 .14 gives that

$$
\Lambda_{1} x_{\mathrm{e}}^{\mathrm{ap}}=A x_{\mathrm{e}}^{\mathrm{ap}}+B f\left(y_{\mathrm{e}}^{\mathrm{ap}}+w_{\mathrm{e}}^{\mathrm{ap}}\right)+B_{\mathrm{e}} v_{\mathrm{e}}^{\mathrm{ap}}
$$

Similarly, it is straight forward to show that

$$
y_{\mathrm{e}}^{\mathrm{ap}}=C x_{\mathrm{e}}^{\mathrm{ap}}+D f\left(y_{\mathrm{e}}^{\mathrm{ap}}+w_{\mathrm{e}}^{\mathrm{ap}}\right)+D_{\mathrm{e}} v_{\mathrm{e}}^{\mathrm{ap}}
$$

which thus yields that $\left(x_{\mathrm{e}}^{\mathrm{ap}}, y_{\mathrm{e}}^{\mathrm{ap}}\right)$ satisfies (5.67).
To prove that $\left(x_{\mathrm{e}}^{\mathrm{ap}}, y_{\mathrm{e}}^{\mathrm{ap}}\right)$ is the unique pair which satisfies (5.67) on $\mathbb{Z}$, let $(\tilde{x}, \tilde{y}) \in$ $X^{\mathbb{Z}} \times Y^{\mathbb{Z}}$ be another bounded pair satisfying (5.67). Furthermore, let $M>0$ be such that

$$
\left\|x^{\mathrm{ap}}\right\|_{\ell \infty}+\|\tilde{x}\|_{\ell \infty} \leq M
$$

We fix $\varepsilon>0$ and $t \in \mathbb{Z}$, and we also choose $\tau \in \mathbb{Z}$ such that $\tau \leq t$ and

$$
\theta^{t-\tau} \leq \frac{\varepsilon}{2 M(c+d)}
$$

Now, since, from Lemma 5.1.30, the restrictions of $\left(\Lambda_{\tau} v_{\mathrm{e}}^{\mathrm{ap}}, \Lambda_{\tau} w_{\mathrm{e}}^{\mathrm{ap}}, \Lambda_{\tau} x_{\mathrm{e}}^{\mathrm{ap}}, \Lambda_{\tau} y_{\mathrm{e}}^{\mathrm{ap}}\right)$ and $\left(\Lambda_{\tau} v_{\mathrm{e}}^{\mathrm{ap}}, \Lambda_{\tau} w_{\mathrm{e}}^{\mathrm{ap}}, \Lambda_{\tau} \tilde{x}, \Lambda_{\tau} \tilde{y}\right)$ to $\mathbb{Z}_{+}$are in $\mathcal{B},(5.17)$ and (5.18) then yield that

$$
\begin{aligned}
\left\|\binom{x_{\mathrm{e}}^{\mathrm{ap}}(t)-\tilde{x}(t)}{y_{\mathrm{e}}^{\mathrm{ap}}(t)-\tilde{y}(t)}\right\|_{X \times Y} & =\left\|\binom{\left(\Lambda_{\tau} x_{\mathrm{e}}^{\mathrm{ap}}\right)(t-\tau)+\left(\Lambda_{\tau} \tilde{x}\right)(t-\tau)}{\left(\Lambda_{\tau} y_{\mathrm{e}}^{\mathrm{ap}}\right)(t-\tau)+\left(\Lambda_{\tau} \tilde{y}\right)(t-\tau)}\right\|_{X \times Y} \\
& \leq(c+d) \theta^{t-\tau}\left\|x^{\mathrm{ap}}(\tau)-\tilde{x}(\tau)\right\|_{X} \\
& \leq(c+d) \theta^{t-\tau} 2 M \\
& \leq \varepsilon
\end{aligned}
$$

Therefore, since $\varepsilon$ was arbitrary, we obtain that $x_{\mathrm{e}}^{\mathrm{ap}}(t)=\tilde{x}(t)$ and $y_{\mathrm{e}}^{\mathrm{ap}}(t)=\tilde{y}(t)$ and, since $t$ was also arbitrary, it follows that $x_{\mathrm{e}}^{\mathrm{ap}}=\tilde{x}$ and $y_{\mathrm{e}}^{\mathrm{ap}}=\tilde{y}$, completing the proof.

### 5.4 Application to the four-block problem

In the following, we demonstrate how the results of earlier sections apply to the related class of so-called 'four-block' Lur'e systems which are informally described by the block diagram arrangement in Figure 5.2 , where $\Sigma=\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right) \in \mathbb{L}$ and the signal $y$ is given by

$$
y=\binom{y_{1}}{y_{2}}
$$

We highlight that the output space is split in two, and only one part is utilised for feedback purposes. The four-block system we shall investigate here, is an infinitedimensional version of the finite-dimensional four-block forced discrete-time Lur'e system seen in Section 2.4 (see (2.76)). Similar to that situation, the key to developing analogous results of the prior sections for the four-block Lur'e system, will be to rewrite the system in terms of one that is of the form (5.10).


Figure 5.2: Block diagram of a four-block forced Lur'e system: the feedback interconnection of a linear system specified by $\Sigma$ and the static nonlinearity $f$, with output disturbance $w$.

We shall now lay foundation so that we may explicitly describe the four-block Lur'e system of interest to us. Moreover, we shall also give some preliminary results regarding the said system. We comment that we shall be brief in doing this, since the finitedimensional versions of these can be found in Section 2.4. Indeed, we shall only prove results, and go into particular detail, when the infinite-dimensional setting causes us to do so.

We begin by assuming throughout this section, that the output space $Y$ is of the form

$$
Y=Y_{1} \times Y_{2}
$$

where $Y_{1}$ and $Y_{2}$ are complex Hilbert spaces.
Definition 5.4.1. For $i=1,2$, we define

$$
P_{i}: Y \rightarrow Y_{i},\binom{y_{1}}{y_{2}} \mapsto y_{i}
$$

With the previous in mind, we shall now explicitly give the four-block forced discretetime Lur'e system in the infinite-dimensional setting, informally described by Figure 5.2:

$$
\left.\begin{array}{rl}
x^{+} & =A x+B u+B_{\mathrm{e}} v  \tag{5.71}\\
y & =C x+D u+D_{\mathrm{e}} v \\
u & =f\left(P_{i} y+w\right),
\end{array}\right\}
$$

where $\Sigma \in \mathbb{L}, v \in V^{\mathbb{Z}_{+}}, w \in\left(Y_{i}\right)^{\mathbb{Z}_{+}}, f: Y_{i} \rightarrow U$ and $i=1,2$.

By multiplying the output equation of (5.71) by $P_{i}$, we see that the decomposition of the output space $Y=Y_{1} \times Y_{2}$ induces two linear systems, viz.

$$
\begin{equation*}
\left(A, B, B_{\mathrm{e}}, P_{i} C, P_{i} D, P_{i} D_{\mathrm{e}}\right), \quad i=1,2 . \tag{5.72}
\end{equation*}
$$

For the rest of this section, we consider $i \in\{1,2\}$ to be a fixed quantity.
We now make the following definitions associated with (5.71).
Definition 5.4.2. Let $\Sigma \in \mathbb{L}$ and $f: Y_{i} \rightarrow U$.
(i) We denote by $\Sigma_{i}$ the components of the subsystem of (5.71) (generated by applying $P_{i}$ to the output equation), that is,

$$
\Sigma_{i}:=\left(A, B, B_{\mathrm{e}}, P_{i} C, P_{i} D, P_{i} D_{\mathrm{e}}\right)
$$

(ii) We denote the behaviour of (5.71) by $\tilde{\mathcal{B}}$, that is,

$$
\tilde{\mathcal{B}}:=\left\{(v, w, x, y) \in V^{\mathbb{Z}_{+}} \times\left(Y_{i}\right)^{\mathbb{Z}_{+}} \times X^{\mathbb{Z}_{+}} \times Y^{\mathbb{Z}_{+}}:(v, w, x, y) \text { satisfies }(5.71)\right\}
$$

(iii) For $S \subseteq Y_{i}$, we set

$$
\tilde{\mathcal{B}}^{S}:=\left\{(v, w, x, y) \in \tilde{\mathcal{B}}: P_{i} y(t)+w(t) \in S, \forall t \in \mathbb{Z}_{+}\right\}
$$

Remark 5.4.3. It was explained in Remark 2.4.5 how the finite-dimensional four-block forced discrete-time Lur'e system can be written in the form of the finite-dimensional version of (5.10). Identically, (in the infinite-dimensional setting) (5.71) can be expressed in the form of (5.10). For brevity, we do not do this here, and instead refer the reader to Remark 2.4.5.

The following two propositions provide relations between the overall system (5.71) to the subsystem (5.72) once feedback has been applied. We shall not provide a proof of these results since the proofs of Proposition 2.4.6 and Proposition 2.4.7 can be applied to each of the following, respectively.

Proposition 5.4.4. Let $\Sigma \in \mathbb{L}, K_{i} \in \mathcal{L}\left(Y_{i}, U\right)$ and $K:=K_{i} P_{i}$. Then $K_{i} \in \mathbb{A}\left(P_{i} D\right)$ if, and only if, $K \in \mathbb{A}(D)$, and in which case

$$
A^{K_{i}}=A^{K}, \quad B^{K_{i}}=B^{K}, \quad\left(P_{i} C\right)^{K_{i}}=P_{i} C^{K}, \quad\left(P_{i} D\right)^{K_{i}}=P_{i} D^{K}
$$

and

$$
\left(P_{i} \mathbf{G}\right)^{K_{i}}=P_{i} \mathbf{G}^{K} .
$$

Proposition 5.4.5. Let $\Sigma \in \mathbb{L}, K_{i} \in \mathcal{L}\left(Y_{i}, U\right)$ and $K:=K_{i} P_{i}$. The following statements hold.
(i) $\Sigma$ is stabilisable if $\Sigma_{i}$ is stabilisable.
(ii) $\Sigma$ is detectable if $\Sigma_{i}$ is detectable.
(iii) If $\Sigma_{i}$ is stabilisable and detectable, then $K_{i} \in \mathbb{S}\left(P_{i} \mathbf{G}\right)$ if, and only if, $K \in \mathbb{S}(\mathbf{G})$.

One may also associate to (5.71), an initial-value problem. In the interest of not repeating ourselves, we do not do this, and instead refer the reader to Section 2.4 where this is done in the finite-dimensional setting (see Definition 2.4.8, Proposition 2.4.9 and Corollary 2.4.10).

Our attention now turns towards proving that the stability and convergence properties of earlier sections apply analogously to (5.71), provided that the linear system $\Sigma_{i}$ and nonlinearity $f$ satisfy the relevant assumptions. To this end, the following is an analogous result to Theorem 5.2.5.

Corollary 5.4.6. Let $\Sigma \in \mathbb{L}, f: Y_{i} \rightarrow U$, and let $S_{1}, S_{2} \subseteq Y_{i}$ be non-empty. Assume that $\Sigma_{i}$ is stabilisable and detectable, $r>0$ and $K_{i} \in \mathcal{L}\left(Y_{i}, U\right)$ satisfy $\mathbb{B}\left(K_{i}, r\right) \subseteq$ $\mathbb{S}\left(P_{i} \mathbf{G}\right)$, and that there exists $\delta \in(0, r)$ such that

$$
\begin{equation*}
\left\|f(\xi)-f(\zeta)-K_{i}(\xi-\zeta)\right\|_{U} \leq(r-\delta)\|\xi-\zeta\|_{Y_{i}} \quad \forall \xi \in S_{1}, \forall \zeta \in S_{2} \tag{5.73}
\end{equation*}
$$

Then the conclusions of Theorem 5.2.5 hold for the Lur'e system (5.71).
Proof. In the following, we shall only prove that statement (i) of Theorem 5.2.5 holds for (5.71), since the proof of statement (ii) is similar. Let us consider the Lur'e system

$$
\left.\begin{array}{rl}
x^{+} & =A x+B f\left(P_{i} y+w\right)+B_{\mathrm{e}} v  \tag{5.74}\\
P_{i} y & =P_{i} C x+P_{i} D f\left(P_{i} y+w\right)+P_{i} D_{\mathrm{e}} v
\end{array}\right\}
$$

which is obtained from (5.71) by applying $P_{i}$ to the output equation. Note that the Lur'e system (5.74) is of the form (5.10) with $Y, C, D, D_{\mathrm{e}}$ and $y$ replaced by $Y_{i}, P_{i} C$, $P_{i} D, P_{i} D_{\mathrm{e}}$ and $P_{i} y$, respectively.
By hypothesis, the conclusions of Theorem 5.2 .5 apply to (5.74) and so there exist constants $a>0, b>0$ and $\omega>1$ such that, for all $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \tilde{\mathcal{B}}^{S_{1}}$, $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \tilde{\mathcal{B}}^{S_{2}}$, and all $\rho \in[1, \omega]$, we have

$$
\begin{equation*}
\left\|\pi_{t}\left(x_{1}-x_{2}\right)\right\|_{\ell_{\rho}^{2}} \leq a\left(\left\|x_{1}(0)-x_{2}(0)\right\|_{X}+\left\|\pi_{t-1}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell_{\rho}^{2}}\right) \quad \forall t \in \mathbb{N} \tag{5.75}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\pi_{t}\left(P_{i} y_{1}-P_{i} y_{2}\right)\right\|_{\ell_{\rho}^{2}} \leq b\left(\left\|x_{1}(0)-x_{2}(0)\right\|_{X}+\left\|\pi_{t}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell_{\rho}^{2}}\right) \quad \forall t \in \mathbb{Z}_{+} \tag{5.76}
\end{equation*}
$$

It remains to establish that an estimate of the form (5.76) holds for the difference $y_{1}-y_{2}$. For which purpose, fix $\left(v_{1}, w_{1}, x_{1}, y_{1}\right) \in \tilde{\mathcal{B}}^{S_{1}}$ and $\left(v_{2}, w_{2}, x_{2}, y_{2}\right) \in \tilde{\mathcal{B}}^{S_{2}}$. Since $K_{i} \in$ $\mathbb{A}\left(P_{i} D\right)$, Lemma 5.4 .4 gives that $K:=K_{i} P_{i} \in \mathbb{A}(D)$. Hence, by using Lemma 5.1.17 and (5.71), we have that the difference $y_{1}-y_{2}$ satisfies

$$
\left.\begin{array}{rl}
y_{1}-y_{2}= & C^{K}\left(x_{1}-x_{2}\right)  \tag{5.77}\\
& +D^{K}\left(f\left(P_{i} y_{1}+w_{1}\right)-f\left(P_{i} y_{2}+w_{2}\right)-K_{i}\left(P_{i} y_{1}-P_{i} y_{2}\right)\right) \\
& +(I-D K)^{-1} D_{\mathrm{e}}\left(v_{1}-v_{2}\right)
\end{array}\right\}
$$

Estimating (5.77) by invoking (5.73), (5.75) and (5.76) gives

$$
\begin{aligned}
\left\|\pi_{t}\left(y_{1}-y_{2}\right)\right\|_{\ell_{\rho}^{2}} \leq & \left\|C^{K}\right\|\left\|\pi_{t}\left(x_{1}-x_{2}\right)\right\|_{\ell_{\rho}^{2}}+(r-\delta)\left\|D^{K}\right\|\left\|\pi_{t}\left(P_{i} y_{1}-P_{i} y_{2}+w_{1}-w_{2}\right)\right\|_{\ell_{\rho}^{2}} \\
& +\left\|(I-D K)^{-1} D_{\mathrm{e}}\right\|\left\|\pi_{t}\left(v_{1}-v_{2}\right)\right\|_{\ell_{\rho}^{2}}+\left\|D^{K} K_{i}\right\|\left\|\pi_{t}\left(w_{1}-w_{2}\right)\right\|_{\ell_{\rho}^{2}} \\
\leq & a\left\|C^{K}\right\|\left(\left\|x_{1}(0)-x_{2}(0)\right\|_{X}+\left\|\pi_{t}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell_{\rho}^{2}}\right) \\
& +b(r-\delta)\left\|D^{K}\right\|\left(\left\|x_{1}(0)-x_{2}(0)\right\|_{X}+\left\|\pi_{t}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell_{\rho}^{2}}\right) \\
& +\zeta\left\|\pi_{t}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell_{\rho}^{2}},
\end{aligned}
$$

for some $\zeta>0$ independent of $\left(v_{1}, w_{1}, x_{1}, y_{1}\right)$ and $\left(v_{2}, w_{2}, x_{2}, y_{2}\right)$. Thus, by setting $\tilde{b}:=a\left\|C^{K}\right\|+b(r-\delta)\left\|D^{K}\right\|+\zeta$, it follows that

$$
\left\|\pi_{t}\left(y_{1}-y_{2}\right)\right\|_{\ell_{p}^{2}} \leq \tilde{b}\left(\left\|x_{1}(0)-x_{2}(0)\right\|_{X}+\left\|\pi_{t}\binom{v_{1}-v_{2}}{w_{1}-w_{2}}\right\|_{\ell_{\rho}^{2}}\right) \quad \forall t \in \mathbb{Z}_{+}
$$

completing the proof.
We close the current section with the following important remark.
Remark 5.4.7. We make clear that the various other results presented in Sections 5.2 and 5.3 for the forced Lur'e system (5.10), also have obvious extensions to the four-block setting considered here, namely system (5.71). For brevity and to avoid repetition, we do not give formal statements of these results, and instead leave the details to the reader.

### 5.5 Application to sampled-data systems

In this section, we provide an application of Theorem 5.2.5 (or more precisely Corollary 5.2 .8 ) in the form of an ISS result for a class of forced, infinite-dimensional sampleddata control systems (see, for example, [65, 73, 75]). Briefly, in sampled-data control, a continuous-time system is controlled by a discrete-time controller, via the use of sample and hold operations. This discrete-time controller may be thought of, for example, as a processor of a digital computer.

Before coming to the aforementioned result, we need to explicitly give the sampled-data system that we are interested in. To this end, we begin this section by making a series of relevant definitions and assumptions.

Definition 5.5.1. (i) A family $(\mathbf{T}(t))_{t \geq 0}$ of bounded linear operators mapping $X \rightarrow X$ is $a$ strongly continuous semigroup on $X$ if $\mathbf{T}(t+s)=\mathbf{T}(t) \mathbf{T}(s)$ for all $t, s \geq 0$, $\mathbf{T}(0)=I$, and

$$
\lim _{t \rightarrow 0^{+}}\|\mathbf{T}(t) x-x\|_{X}=0 \quad \forall x \in X .
$$

(ii) The generator $A$ of a strongly continous semigroup $(\mathbf{T}(t))_{t \geq 0}$ is defined by

$$
A x=\lim _{t \rightarrow 0^{+}} \frac{1}{t}(\mathbf{T}(t)-I) x
$$

for all $x \in X$ for which the limit exists. The domain of $A$ is the set in $X$ for which the limit exists.
(iii) We denote the exponential growth constant of a strongly continuous semigroup $(\mathbf{T}(t))_{t \geq 0}$ by $\omega(\mathbf{T})$, that is,

$$
\omega(\mathbf{T}):=\lim _{t \rightarrow \infty} \frac{1}{t} \ln \|\mathbf{T}(t)\|
$$

which is finite by, for example, [26, Theorem 2.1.6].
(iv) A strongly continuous semigroup $(\mathbf{T}(t))_{t \geq 0}$ is exponentially stable if there exist $M \geq 1$ and $\omega<0$ such that

$$
\|\mathbf{T}(t)\| \leq M e^{\omega t} \quad \forall t \geq 0
$$

From [26, Theorem 2.1.6], exponential stability is equivalent to the condition $\omega(\mathbf{T})<0$ holding.

For brevity, we do not provide a complete theory regarding strongly continuous semigroups and their generators. We instead refer the reader to sources such as $[26,86,118]$. What we will mention here, however, is the following which is a combination of $[86$, Theorem 2.3, p.6] with [86, Theorem 1.1, p.76].
Lemma 5.5.2. (i) Let $(\mathbf{T}(t))_{t \geq 0}$ and $(\mathbf{S}(t))_{t \geq 0}$ be strongly continuous semigroups with generators $A$ and $B$, respectively. If $A=B$, then $\mathbf{T}(t)=\mathbf{S}(t)$ for all $t \geq 0$.
(ii) Let $(\mathbf{T}(t))_{t \geq 0}$ be a strongly continuous semigroup with generator $A$ satisfying $\|\mathbf{T}(t)\| \leq M e^{\omega t}$ for all $t \geq 0$, for some $M \geq 1$ and $\omega \in \mathbb{R}$. If $B \in \mathcal{L}(X)$, then $A+B$ is the generator of a strongly continuous semigroup $(\mathbf{S}(t))_{t \geq 0}$ such that

$$
\|\mathbf{S}(t)\| \leq M e^{(\omega+M\|B\|) t} \quad \forall t \geq 0
$$

We now fix $A$ to be the generator of a strongly continuous semigroup on $X$, denoted by $(\mathbf{T}(t))_{t \geq 0}$, and fix $B \in \mathcal{L}(U, X)$ and $C \in \mathcal{L}(X, Y)$. We consider the following continuous-time, infinite-dimensional linear system

$$
\left.\begin{array}{rl}
\dot{x} & =A x+B u+v, \quad x(0)=x^{0} \in X  \tag{5.78}\\
y & =C x
\end{array}\right\}
$$

As usual, $x$ and $y$ in (5.78) are respectively called the state and output, and $u$ and $v$ are inputs, with the former being available for feedback purposes.

Throughout this section, we assume that

- $X, U$ and $Y$ are Hilbert spaces, with $U$ and $Y$ finite-dimensional;
- the pair $(A, B)$ is (exponentially) stabilisable, that is, there exists $F \in \mathcal{L}(X, U)$ such that the strongly continuous semigroup generated by $A+B F$ is exponentially stable;
- the pair $(C, A)$ is (exponentially) detectable, that is, there exists $H \in \mathcal{L}(Y, X)$ such that the strongly continuous semigroup generated by $A+H C$ is exponentially stable.

We make the following definitions associated with the linear system (5.78).
Definition 5.5.3. (i) We denote by $\mathbf{H}$ the transfer function of (5.78), that is, $\mathbf{H}(s)=$ $C(s I-A)^{-1} B$.
(ii) For $K \in \mathcal{L}(Y, U)$, we define $\mathbf{H}^{K}:=\mathbf{H}(I-K \mathbf{H})^{-1}$ and we denote the set of stabilising feedback operators by

$$
\mathbb{S}^{\mathrm{c}}(\mathbf{H}):=\left\{K \in \mathcal{L}(Y, U): \mathbf{H}^{K} \text { is a bounded and holomorphic function on } \mathbb{C}_{0}\right\},
$$

where the superscript 'c' indicates the continuous-time setting.
In addition to the previous definitions, in order to define the sampled-data system that we are interested in, we also require the use of two particular operators, namely the sampling and hold operators.

Definition 5.5.4. Let $\tau \in \mathbb{Z}_{+}$.
(i) We define the sampling operator (with respect to $\tau$ ) $\mathcal{S}: C\left(\mathbb{R}_{+}, Y\right) \rightarrow Y^{\mathbb{Z}_{+}}$by

$$
(\mathcal{S} y)(k):=y(k \tau) \quad \forall y \in C\left(\mathbb{R}_{+}, Y\right), \forall k \in \mathbb{Z}_{+} .
$$

(ii) We define the (zero order) hold operator (with respect to $\tau$ ) $\mathcal{H}$ by

$$
(\mathcal{H} u)(t):=u(k) \quad \forall u \in U^{\mathbb{Z}_{+}}, \forall t \in[k \tau,(k+1) \tau),
$$

which maps $U^{\mathbb{Z}_{+}}$into the set of step-functions mapping $\mathbb{R}_{+}$to $U$.
We are now in a position to define the aforementioned sampled-data Lur'e system. Indeed, we shall consider the forced sampled-data Lur'e system arising from the feedback interconnection of (5.78) with the nonlinear sampled-data output feedback control

$$
\begin{equation*}
u=\mathcal{H}(f(\mathcal{S}(y)+w)), \tag{5.79}
\end{equation*}
$$

where $w \in Y^{\mathbb{Z}_{+}}$is an output disturbance and $f: Y \rightarrow U$ with $f(0)=0$. Thus, for given $\tau \in \mathbb{Z}_{+}, x^{0} \in X, v \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, X\right)$ and $w \in Y^{\mathbb{Z}_{+}}$, we consider the initial-value problem

$$
\begin{equation*}
\dot{x}=A x+B \mathcal{H}(f(\mathcal{S}(C x)+w))+v, \quad x(0)=x^{0} \in X \tag{5.80}
\end{equation*}
$$

see Figure 5.3.


Figure 5.3: Block diagram illustrating the sampled-data Lur'e system (5.80).

We say that a continuous function $x: \mathbb{R}_{+} \rightarrow X$ is a (mild) solution to (5.80) if $x$ satisfies $x(0)=x^{0}$ and

$$
\begin{align*}
x(k \tau+t)= & \mathbf{T}(t) x(k \tau)+\int_{0}^{t} \mathbf{T}(t-s) B f(C x(k \tau)+w(k)) d s \\
& +\int_{0}^{t} \mathbf{T}(t-s) v(k \tau+s) d s \quad \forall t \in(0, \tau], \forall k \in \mathbb{Z}_{+} \tag{5.81}
\end{align*}
$$

It is clear that, for all $\tau \in \mathbb{Z}_{+}, x^{0} \in X, v \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, X\right)$ and $w \in Y^{\mathbb{Z}_{+}}$, there exists a unique solution of (5.80). Note that if $x^{0}=0, v=0$ and $w=0$, then 0 is a solution of $(5.80)$, as $f(0)=0$.

We now define what we mean when we say that (5.80) is exponentially input-to-state stable.

Definition 5.5.5. For a given $\tau \in \mathbb{Z}_{+}$, the sampled-data Lur'e system (5.80) is said to be exponentially input-to-state stable (ISS) if there exist constants $c, \gamma>0$ such that, for all initial states $x^{0} \in X$, all inputs $v \in L_{l o c}^{\infty}\left(\mathbb{R}_{+}, X\right)$ and all output disturbances $w \in Y^{\mathbb{Z}_{+}}$, the solution $x$ of (5.80) satisfies

$$
\|x(k \tau+t)\| \leq c\left(e^{-\gamma(k \tau+t)}\left\|x^{0}\right\|+\|v\|_{L^{\infty}([0, k \tau+t])}+\left\|\pi_{k} w\right\|_{l \infty}\right) \quad \forall t \in(0, \tau], \forall k \in \mathbb{Z}_{+} .
$$

The following theorem is the main result of this section and gives a sufficient condition for exponential ISS of (5.80).

Theorem 5.5.6. Assume that $K \in \mathbb{S}^{c}(\mathbf{H})$ and

$$
\begin{equation*}
\|f(\xi)-K \xi\| \leq r\|\xi\| \quad \forall \xi \in Y \tag{5.82}
\end{equation*}
$$

where $r<1 / \sup _{s \in \mathbb{C}_{0}}\left\|\mathbf{H}^{K}(s)\right\|$. Then there exists $\tau^{*}>0$ such that (5.80) is exponentially ISS for all $\tau \in\left(0, \tau^{*}\right)$.
Before proving Theorem 5.5.6, we give some commentary in the form of a remark.
Remark 5.5.7. We note that under the assumptions of Theorem 5.5.6, it follows from [47, Theorem 4.1] that the continuous-time Lur'e system

$$
\begin{equation*}
\dot{x}=A x+B f(C x)+v, \quad x(0)=x^{0} \in X, \tag{5.83}
\end{equation*}
$$

is exponentially ISS. Theorem 5.5.6 shows that exponential ISS is inherited by the sample-hold discretization (5.79) of the continuous-time system (5.83), provided the sampling period is sufficiently small.

To facilitate the proof of Theorem 5.5.6, we state the following definitions and technical lemma.

Definition 5.5.8. (i) For $\tau>0$, we set

$$
A_{\tau}:=\mathbf{T}(\tau) \in \mathcal{L}(X), \quad B_{\tau}:=\int_{0}^{\tau} \mathbf{T}(s) B d s \in \mathcal{L}(U, X)
$$

Moreover, for $L \in \mathcal{L}(Y, U)$, we define

$$
A_{\tau}^{L}=\left(A_{\tau}\right)^{L}:=A_{\tau}+B_{\tau} L C
$$

(See Definition 5.1.15.)
(ii) For $L \in \mathcal{L}(Y, U)$ and $r>0$, we let

$$
\mathbb{B}^{\mathrm{cl}}(L, r):=\{M \in \mathcal{L}(Y, U):\|M-L\| \leq r\}
$$

denote the closed ball of radius $r$, centred at $L$.
Lemma 5.5.9. Let $r>0$ and $K \in \mathcal{L}(Y, U)$ and assume that $\mathbb{B}^{\mathrm{cl}}(K, r) \subseteq \mathbb{S}^{\mathrm{c}}(\mathbf{H})$. Then there exists $\tau^{*}>0$ such that, for all $L \in \mathbb{B}^{\mathrm{cl}}(K, r)$ and every $\tau \in\left(0, \tau^{*}\right)$, the operator $A_{\tau}^{L}$ is (discrete-time) exponentially stable (i.e. stable in the sense of Definition 5.1.1).

To avoid disruption of the flow of the presentation, the proof of Lemma 5.5.9 is placed at the end of this section.

Proof of Theorem 5.5.6. Let $\rho \in \mathbb{R}$ be such that $r<\rho<1 / \sup _{s \in \mathbb{C}_{0}}\left\|\mathbf{H}^{K}(s)\right\|$. Then, by [46, Proposition 5.6], $\mathbb{B}^{\mathrm{cl}}(K, \rho) \subseteq \mathbb{S}^{\mathrm{c}}(\mathbf{H})$. Consequently, by Lemma 5.5.9, there exists $\tau^{*}>0$ such that, for all $L \in \mathbb{B}^{\mathrm{cl}}(K, \rho)$ and every $\tau \in\left(0, \tau^{*}\right)$, the operator $A_{\tau}^{L}$ is exponentially stable. Now, let $\tau \in\left(0, \tau^{*}\right)$ be fixed. Moreover, let $x^{0} \in X$, $v \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}_{+}, X\right), w \in Y^{\mathbb{Z}_{+}}$and let $x$ be a solution of (5.80). Then, for every $k \in \mathbb{Z}_{+}$ and all $t \in(0, \tau], x$ satisfies (5.81). Letting $t=\tau$ in (5.81) and changing variables, it follows that, for every $k \in \mathbb{Z}_{+}$,
$x((k+1) \tau)=\mathbf{T}(\tau) x(k \tau)+\int_{0}^{\tau} \mathbf{T}(s) B d s f(C x(k \tau)+w(k))+\int_{0}^{\tau} \mathbf{T}(s) v((k+1) \tau-s) d s$.
Setting $x_{k}:=x(k \tau), w_{k}:=w(k)$ and $v_{k}:=\int_{0}^{\tau} \mathbf{T}(s) v((k+1) \tau-s) d s$ for all $k \in \mathbb{Z}_{+}$, we see that $\left(v_{k}, w_{k}, x_{k}\right)$ satisfies the following discrete-time system

$$
\begin{aligned}
x_{k+1} & =A_{\tau} x_{k}+B_{\tau} f\left(C x_{k}+w_{k}\right)+v_{k}, \quad x(0)=x^{0} \in X, \\
y_{k} & =C x_{k} .
\end{aligned}
$$

Therefore, statement (ii) of Theorem 5.2 .5 (or more precisely of Corollary 5.2.8) yields the existence of constants $c_{1}>0$ and $\theta \in(0,1)$ (independent of $v, w$ and $x$ ) such that, for all $k \in \mathbb{N}$,

$$
\begin{equation*}
\left\|x_{k}\right\|_{X} \leq c_{1}\left(\theta^{k}\left\|x^{0}\right\|_{X}+\max _{\sigma \in \underline{k-1}}\left\|\binom{v_{\sigma}}{w_{\sigma}}\right\|_{X \times Y}\right) \tag{5.84}
\end{equation*}
$$

Let

$$
\mu:=\tau \sup _{s \in[0, \tau]}\|\mathbf{T}(s)\|
$$

and note that, for all $k \in \mathbb{Z}_{+}$,

$$
\left\|v_{k}\right\|_{X} \leq \mu\|v\|_{L^{\infty}([k \tau,(k+1) \tau])}
$$

Hence, there exists $c_{2}>0$ (again independent of $v, w$ and $x$ ) such that

$$
\begin{equation*}
\left\|x_{k}\right\|_{X} \leq c_{2}\left(\theta^{k}\left\|x^{0}\right\|_{X}+\mu\|v\|_{L^{\infty}([0, k \tau])}+\left\|\pi_{k-1} w\right\|_{l^{\infty}}\right) \quad \forall k \in \mathbb{Z}_{+} \tag{5.85}
\end{equation*}
$$

It remains to use the discrete-time estimate (5.85) to bound the state $x$ over all times. To this end, note that for all $k \in \mathbb{Z}_{+}$and all $t \in(0, \tau]$, (5.81) gives that

$$
\begin{equation*}
x(k \tau+t)=\mathbf{T}(t) x_{k}+\int_{0}^{t} \mathbf{T}(s) B d s f(C x(k \tau)+w(k))+\int_{0}^{t} \mathbf{T}(t-s) v(k \tau+s) d s \tag{5.86}
\end{equation*}
$$

Appealing to (5.82), we estimate, for all $k \in \mathbb{Z}_{+}$and all $t \in(0, \tau]$,

$$
\begin{equation*}
\left\|\int_{0}^{t} \mathbf{T}(s) d s B f(C x(k \tau)+w(k))\right\| \leq \mu\|B\|(r+\|K\|)\left(\|C\|\left\|x_{k}\right\|+\left\|w_{k}\right\|\right) \tag{5.87}
\end{equation*}
$$

Moreover, for all $k \in \mathbb{Z}_{+}$and all $t \in(0, \tau]$,

$$
\begin{equation*}
\left\|\int_{0}^{t} \mathbf{T}(t-s) B v(k \tau+s) d s\right\| \leq \mu\|B\|\|v\|_{L^{\infty}([k \tau, k \tau+t])} \tag{5.88}
\end{equation*}
$$

Taking norms in (5.86) and substituting in (5.87) and (5.88) yields that, for all $k \in \mathbb{Z}_{+}$ and all $t \in(0, \tau]$,

$$
\begin{aligned}
\|x(k \tau+t)\| \leq & (\|\mathbf{T}(t)\|+\mu\|B\|(r+\|K\|)\|C\|)\left\|x_{k}\right\|+\mu\|B\|\|v\|_{L^{\infty}([k \tau, k \tau+t])} \\
& +\mu\|B\|(r+\|K\|)\left\|w_{k}\right\|
\end{aligned}
$$

The claim now follows in light of the above inequality and (5.85).
Proof of Lemma 5.5.9. The proof is a refinement of that of [75, Theorem 3.1]. For $F \in$ $\mathcal{L}(Y, U)$, we let $\mathbf{T}_{F}$ denote the strongly continuous semigroup generated by $A+B F C$ (see Lemma 5.5.2). By hypothesis, $\mathbb{B}^{\mathrm{cl}}(K, r) \subseteq \mathbb{S}^{\mathrm{c}}(\mathbf{H}),(A, B)$ is stabilisable and $(C, A)$ is detectable, and so, by [26, Theorem 7.32], for each $F \in \mathbb{B}^{\mathrm{cl}}(K, r)$, there exist $\omega_{F}<0$ and $M_{F} \geq 1$ such that $\left\|\mathbf{T}_{F}(t)\right\| \leq M_{F} e^{\omega_{F} t}$ for all $t \geq 0$. We seek to show that there exist $\omega \in(-\infty, 0)$ and $M \in[1, \infty)$ such that

$$
\begin{equation*}
\left\|\mathbf{T}_{F}(t)\right\| \leq M e^{\omega t} \quad \forall t \geq 0, \forall F \in \mathbb{B}^{\mathrm{cl}}(K, r) \tag{5.89}
\end{equation*}
$$

To this end, note that for each $F \in \mathbb{B}^{\mathrm{cl}}(K, r)$, there exists $\varepsilon_{F}>0$ such that

$$
\omega_{F}+M_{F}\|B(L-F) C\| \leq \frac{\omega_{F}}{2} \quad \forall L \in \mathbb{B}\left(F, \varepsilon_{F}\right)
$$

and thus, by Lemma 5.5.2,

$$
\left\|\mathbf{T}_{L}(t)\right\| \leq M_{F} e^{\left(\omega_{F} / 2\right) t} \quad \forall t \geq 0, \forall L \in \mathbb{B}\left(F, \varepsilon_{F}\right)
$$

Here we have used the fact that $A+B L C=(A+B F C)+B(L-F) C$. Now, the balls $\mathbb{B}\left(F, \varepsilon_{F}\right)$ form an open cover of $\mathbb{B}^{\mathrm{cl}}(K, r)$ and, since $U$ and $Y$ are finite dimensional, $\mathbb{B}^{c l}(K, r)$ is compact. Hence, there exist $F_{1}, \ldots, F_{n} \in \mathbb{B}^{c l}(K, r), \varepsilon_{1}, \ldots, \varepsilon_{n} \in(0, \infty)$ and $\omega_{1}, \ldots, \omega_{n} \in(-\infty, 0)$ such that $\mathbb{B}^{\mathrm{cl}}(K, r) \subseteq \cup_{i=1}^{n} \mathbb{B}\left(F_{i}, \varepsilon_{i}\right)$ and

$$
\left\|\mathbf{T}_{L}(t)\right\| \leq M_{F_{i}} e^{\omega_{i} t} \quad \forall t \geq 0, \forall L \in \mathbb{B}\left(F_{i}, \varepsilon_{i}\right), \forall i \in\{1, \ldots, n\}
$$

By setting $M:=\max \left\{M_{F_{1}}, \ldots, M_{F_{n}}\right\}$ and $\omega:=\max \left\{\omega_{1}, \ldots, \omega_{n}\right\}$, it follows that (5.89) holds.
Next, we claim that for all $\varepsilon>0$, there exists $T>0$ such that

$$
\begin{equation*}
\left\|F C\left(I-\mathbf{T}_{F}(t)\right)\right\|<\varepsilon \quad \forall F \in \mathbb{B}^{\mathrm{cl}}(K, r), \forall t \in[0, T] \tag{5.90}
\end{equation*}
$$

To prove (5.90), we will show that for all $\varepsilon>0$ and all $F \in \mathbb{B}^{\mathrm{cl}}(K, r)$, there exist $r_{F}>0$ and $T_{F}>0$ such that

$$
\left\|L C\left(I-\mathbf{T}_{L}(t)\right)\right\|<\varepsilon \quad \forall t \leq T_{F}, \quad \forall L \in \mathbb{B}\left(F, r_{F}\right)
$$

and then use another compactness argument. To this end, fix $\varepsilon>0$ and let $F \in$ $\mathbb{B}^{\mathrm{cl}}(K, r)$. Since $U$ and $Y$ are finite dimensional and $C$ is bounded, it follows that $F C \in \mathcal{L}(X, U)$ is a compact operator. Furthermore, as $X$ is a Hilbert space, [86, Corollary $10.6, \mathrm{p} .41]$ yields that $\mathbf{T}_{F}^{*}$ is a strongly continuous semigroup, and thus

$$
\lim _{t \rightarrow 0}\left(I-\mathbf{T}_{F}(t)\right)^{*} x=0 \quad \forall x \in X
$$

Therefore, we invoke [75, Lemma 2.1] to yield that

$$
\lim _{t \rightarrow 0}\left\|F C\left(I-\mathbf{T}_{F}(t)\right)\right\|=0 .
$$

Consequently, we let $\tilde{T}_{F}>0$ be such that

$$
\begin{equation*}
\left\|F C\left(I-\mathbf{T}_{F}(t)\right)\right\|<\frac{\varepsilon}{3} \quad \forall t \in\left[0, \tilde{T}_{F}\right] . \tag{5.91}
\end{equation*}
$$

We now choose $r_{F}>0$ such that

$$
\begin{equation*}
\|L-F\|\|C\| M<\frac{\varepsilon}{6} \quad \forall L \in \mathbb{B}\left(F, r_{F}\right) . \tag{5.92}
\end{equation*}
$$

We apply [86, Corollary 1.3, p.78] and recall (5.89) to obtain, for all $L \in \mathbb{B}\left(F, r_{F}\right)$ and all $t \geq 0$,

$$
\left\|\mathbf{T}_{L}(t)-\mathbf{T}_{F}(t)\right\| \leq M e^{\omega t}\left(e^{M\|B\|\|L-F\|\|C\| t}-1\right) \leq M e^{\omega t}\left(e^{r_{F} M\|B\|\|C\| t}-1\right),
$$

which in turn implies that

$$
\|L C\|\left\|\mathbf{T}_{L}(t)-\mathbf{T}_{F}(t)\right\| \leq\left(\|F\|+r_{F}\right)\|C\| M e^{\omega t}\left(e^{r_{F} M\|B\|\|C\| t}-1\right) .
$$

We then let $\hat{T}_{F}>0$ be such that

$$
\begin{equation*}
\|L C\|\left\|\mathbf{T}_{L}(t)-\mathbf{T}_{F}(t)\right\|<\frac{\varepsilon}{6} \quad \forall t \in\left[0, \hat{T}_{F}\right], \forall L \in \mathbb{B}\left(F, r_{F}\right) . \tag{5.93}
\end{equation*}
$$

Setting $T_{F}:=\min \left\{\tilde{T}_{F}, \hat{T}_{F}\right\}$, it follows from (5.89), (5.91), (5.92) and (5.93) that, for all $t \in\left[0, T_{F}\right]$ and all $L \in \mathbb{B}\left(F, r_{F}\right)$,

$$
\begin{aligned}
\left\|L C\left(I-\mathbf{T}_{L}(t)\right)\right\| & \leq\|L C-F C\|+\left\|L C \mathbf{T}_{L}(t)-F C \mathbf{T}_{F}(t)\right\|+\left\|F C\left(I-\mathbf{T}_{F}(t)\right)\right\| \\
& <\frac{\varepsilon}{6}+\|L C\|\left\|\mathbf{T}_{L}(t)-\mathbf{T}_{F}(t)\right\|+\|L-F\|\|C\|\left\|\mathbf{T}_{F}(t)\right\|+\frac{\varepsilon}{3} \\
& <\varepsilon .
\end{aligned}
$$

Hence, for all $\varepsilon>0$ and for all $F \in \mathbb{B}^{\mathrm{cl}}(K, r)$, there exists $r_{F}>0$ and $T_{F}>0$ such that

$$
\left\|L C\left(I-\mathbf{T}_{L}(t)\right)\right\|<\varepsilon \quad \forall t \in\left[0, T_{F}\right], \quad \forall L \in \mathbb{B}\left(F, r_{F}\right) .
$$

A compactness argument similar to that establishing (5.89) can now be used to prove that for all $\varepsilon>0$, there exists $T>0$ such that (5.90) holds.
Finally, we seek to use (5.89) and (5.90) to yield the existence of $\tau^{*}>0$ such that $A_{\tau}^{L}$ is (discrete-time) exponentially stable for all $L \in \mathbb{B}^{\mathrm{cl}}(K, r)$ and every $\tau \in\left(0, \tau^{*}\right)$.

To that end, fix $L \in \mathbb{B}^{\text {cl }}(K, r)$. The variation-of-parameters formula for perturbed semigroups [86, Equation (1.2), p.77] gives, for all $\tau \geq 0$ and all $x \in X$,

$$
\begin{align*}
A_{\tau} x+B_{\tau} L C x= & \mathbf{T}(\tau) x+\int_{0}^{\tau} \mathbf{T}(s) B d s L C x \\
= & \mathbf{T}(\tau) x+\int_{0}^{\tau} \mathbf{T}(\tau-s) B L C\left(I-\mathbf{T}_{L}(s)\right) x d s \\
& +\int_{0}^{\tau} \mathbf{T}(\tau-s) B L C \mathbf{T}_{L}(s) x d s \\
= & \mathbf{T}_{L}(\tau) x+P_{\tau} x \tag{5.94}
\end{align*}
$$

where $P_{\tau} x:=\int_{0}^{\tau} \mathbf{T}(\tau-s) B L C\left(I-\mathbf{T}_{L}(s)\right) x d s$ for all $x \in X$.
As in the proof of [75, Theorem 3.1], let us introduce a new norm on $X$ given by

$$
|x|:=\sup _{t \geq 0}\left\|\mathbf{T}_{L}(t) x\right\| e^{-\omega t} \quad \forall x \in X
$$

where recall $\omega<0$ is as in (5.89). We note that, from (5.89) and the fact that $\mathbf{T}_{L}(0)=I$,

$$
\begin{equation*}
\|x\|_{X} \leq|x| \leq M\|x\|_{X} \quad \forall x \in X \tag{5.95}
\end{equation*}
$$

For all $x \in X$ and all $t \geq 0$, we have

$$
\begin{aligned}
\left|\mathbf{T}_{L}(t) x\right| & =\sup _{s \geq 0}\left\|\mathbf{T}_{L}(s) \mathbf{T}_{L}(t) x\right\| e^{-\omega s} \\
& =\sup _{s \geq 0}\left\|\mathbf{T}_{L}(s+t) x\right\| e^{-\omega(s+t)} e^{\omega t} \\
& \leq \sup _{s \geq 0}\left\|\mathbf{T}_{L}(s) x\right\| e^{-\omega s} e^{\omega t} .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\left|\mathbf{T}_{L}(t) x\right| \leq e^{\omega t}|x| \quad \forall t \geq 0, \forall x \in X . \tag{5.96}
\end{equation*}
$$

For $G \in \mathcal{L}(X)$, let $|G|$ denote the operator norm of $G$ induced by the new norm, that is,

$$
|G|=\sup _{\substack{x \in X \\ x \neq 0}} \frac{|G x|}{|x|} .
$$

Combining (5.94) with (5.95), (5.96) and the inequality

$$
e^{\omega \tau} \leq 1+\omega \tau e^{\omega \tau} \quad \forall \tau \in \mathbb{R}_{+},
$$

we obtain that

$$
\begin{aligned}
\left|A_{\tau}+B_{\tau} L C\right| & \leq e^{\omega \tau}+M\left\|P_{\tau}\right\| \\
& \leq 1+\omega \tau+\left(\omega\left(-1+e^{\omega \tau}\right)+h(\tau)\right) \tau \quad \forall \tau \in \mathbb{R}_{+},
\end{aligned}
$$

where

$$
h(\tau):=M \sup _{s \in[0, \tau]}\left\|\mathbf{T}(\tau-s) B L C\left(I-\mathbf{T}_{L}(s)\right)\right\|
$$

Combining this with (5.90) shows that, for fixed $\delta \in(0,-\omega)$, there exists $\tau^{*}>0$ (independent of $L \in \mathbb{B}^{\mathrm{cl}}(K, r)$ ) such that

$$
\begin{equation*}
\left|A_{\tau}+B_{\tau} L C\right|<1+(\omega+\delta) \tau<1 \quad \forall \tau \in\left(0, \tau^{*}\right) . \tag{5.97}
\end{equation*}
$$

Finally, by invoking (5.95), we obtain that, for all $\tau \in\left(0, \tau^{*}\right)$, all $n \in \mathbb{Z}_{+}$and all $x \in X$,

$$
\left\|\left(A_{\tau}+B_{\tau} L C\right)^{n} x\right\| \leq\left|\left(A_{\tau}+B_{\tau} L C\right)^{n} x\right| \leq\left|A_{\tau}+B_{\tau} L C\right|^{n}|x| \leq M\left|A_{\tau}+B_{\tau} L C\right|^{n}\|x\|
$$

In light of (5.97), the above inequality yields the exponential stability of $A_{\tau}^{L}$ for all $L \in \mathbb{B}^{\mathrm{cl}}(K, r)$ and all $\tau \in\left(0, \tau^{*}\right)$, completing the proof.

### 5.6 Examples

We now give a detailed discussion of two examples. Before coming to these however, we highlight to the reader that the numerical simulations seen in both examples were created Dr. Chris Guiver (University of Bath) and appear in our co-authored paper [40].

Example 5.6.1. Consider the following controlled and observed heat equation describing the temperature evolution in a unit rod

$$
\left.\begin{array}{rl}
z_{t}(\xi, t) & =z_{\xi \xi}(\xi, t)+2 \chi_{[1 / 2,1]}(\xi) u(t)+b_{\mathrm{e}}(\xi) v(t) \\
z_{\xi}(0, t) & =z_{\xi}(1, t)=0, z(\xi, 0)=z^{0} \\
y(t) & =2 \int_{0}^{\frac{1}{2}} z(t, \zeta) d \zeta
\end{array}\right\} \quad \xi \in(0,1), t>0
$$

Here $z(\xi, t)$ denotes the temperature of the rod at position $\xi$ and time $t, z^{0} \in L^{2}(0,1)$ is the initial temperature distribution, $\chi_{[1 / 2,1]}$ is the indicator function of the interval $[1 / 2,1]$ and $b_{\mathrm{e}} \in L^{2}(0,1)$. Further, $u$ and $v$ are inputs and $y$ is the output (or observation). It is shown in [26, Example 4.3.11] that (5.98) (with $v=0$ ) may be written in the form (5.78), with state-space $X=L^{2}(0,1), A$ the Laplacian with zero Neumann boundary conditions, and bounded $B$ and $C$ operators. Furthermore, $(A, B)$ is stabilisable and $(C, A)$ is detectable by [26, Example 5.2.8]. The transfer function $\mathbf{H}$ from $u$ to $y$ is given by

$$
\mathbf{H}(s)=\frac{2 \tanh (\sqrt{s} / 2)}{s \sqrt{s}}
$$

where we have again used [26, Example 4.3.11], which has a simple pole at $s=0$ and so (5.98) is neither exponentially nor input-output stable. To illustrate the sampleddata control results of Section 5.5, we consider the following problem: find conditions which are sufficient for the sampled-data system given by (5.98) and the feedback (5.79) to be exponentially ISS.
Writing $\mathbf{L}(s):=s \mathbf{H}(s)$ enables us to exploit the results of [78] to compute stabilising gains for $\mathbf{H}$. For which purpose, we note that (see again [26, Example 4.3.11]) $\mathbf{L}(0)=$ $1>0$ and that $\mathbf{L}$ is bounded and holomorphic on $\{s \in \mathbb{C}: \operatorname{Re}(s)>\alpha\}$ for every $\alpha>-\pi^{2}$. Setting

$$
\lambda:=2 \sup _{\omega \in \mathbb{R}}\left|\operatorname{Re} \frac{\mathbf{L}(i \omega)-\mathbf{L}(0)}{i \omega}\right|>0
$$

an application of [78, Lemma 3.1 and Corollary 3.4$]$ yields that

$$
\sup _{s \in \mathbb{C}_{0}}\left|\mathbf{H}^{-k}(s)\right|=1 / k \quad \forall k \in(0,1 / \lambda) .
$$

In light of [46, Proposition 5.6], it follows that

$$
\mathbb{B}(-k, k) \subseteq \mathbb{S}^{\mathrm{C}}(\mathbf{H}) \quad \forall k \in(0,1 / \lambda)
$$

whence, for all $\rho \in(0,1)$,

$$
\begin{equation*}
\mathbb{B}^{\mathrm{cl}}(-k, \rho k) \subseteq \mathbb{B}(-k, k) \subseteq \mathbb{S}^{\mathrm{c}}(\mathbf{H}) \quad \forall k \in(0,1 / \lambda) \tag{5.99}
\end{equation*}
$$

Consequently, Theorem 5.5.6 ensures that, for all $k \in(0,1 / \lambda)$ and all $\rho \in(0,1)$, if $f: \mathbb{R} \rightarrow \mathbb{R}$ is such that

$$
\begin{equation*}
|f(\theta)+k \theta| \leq \rho k|\theta| \quad \forall \theta \in \mathbb{R} \tag{5.100}
\end{equation*}
$$

then there exists $\tau^{*}>0$ such that the sampled-data feedback interconnection of (5.98) and (5.79) is exponentially ISS for all sampling/hold periods $\tau \in\left(0, \tau^{*}\right)$.
For a numerical illustration, we first compute numerically that $\lambda \approx 0.3707$, so that $5 / 2<1 / \lambda$. We take $k=1, \rho=0.95$ and

$$
\begin{equation*}
f: \mathbb{R} \rightarrow \mathbb{R}, \quad f(\theta)=-\theta+0.95\left(1-\mathrm{e}^{-|\theta|}\right) \sin (3 \theta) \tag{5.101}
\end{equation*}
$$

so that (5.99) and (5.100) both hold. Note that $f$ is Lipschitz, but has Lipschitz constant bigger than one. Figure 5.4 illustrates the sector condition (5.100).


Figure 5.4: Graph of $f(\theta)+\theta$ against $\theta$, for $f$ in (5.101). The dashed lines have gradient $\pm 0.95$.

We set $b_{\mathrm{e}}=\chi_{[1 / 4,1 / 2]}$, and define the constant and periodic input $v_{1}=3$ and $v_{2}(t)=$ $3 \sin (2 t)$ for all $t \geq 0$, respectively. Certain simulations use the initial temperature distribution $z^{0}(\xi)=e^{-|\xi-1 / 2|^{2}}$. We simulate the closed-loop feedback system (5.98) and (5.79) by performing a semi-discretization in space using a finite-element method with 31 elements. In the interest of brevity, we refer the reader to [40, Appendix 2] for the details concerning this. Figures $5.5(\mathrm{a})-5.5(\mathrm{~d})$ show plots of $\|x(t)\|$ against $t$ in the following situations described in Table 5.1. Simulation data are also listed in Table 5.1. In Figure $5.5(\mathrm{a})$, we see the exponential stability property of the unforced $(v=0)$ sampled-data feedback system - a consequence of exponential ISS. In Figures 5.5(a) and $5.5(\mathrm{c})$, we see the ISS property - the state is bounded in the presence of persistent inputs and, as might be expected, $\|x(t)\|$ increases as $\|v\|_{L^{\infty}(0, t)}$ increases.
To conclude the example, we comment that although taking $\tau=0.25$ appears to "work", in the sense that the numerical results agree with what the theory predicts, in fact the constant $\tau^{*}$, the existence of which is guaranteed by Theorem 5.5.6, could be either smaller or larger than 0.25 . Determining the maximal $\tau^{*}$ analytically or numerically is a difficult open problem. It seems that Figure $5.5(\mathrm{~d})$ shows divergence when $\tau=2.5$, indicating that $\tau^{*}<2.5$.

| Figure | Initial condition $z(\cdot, 0)$ | Input $v$ | Sampling/hold period $\tau$ |
| :---: | :---: | :---: | :---: |
| $5.5(\mathrm{a})$ | $j^{2} z^{0}$ | 0 | 0.25 |
| $5.5(\mathrm{~b})$ | 0 | $j v_{1}$ | 0.25 |
| $5.5(\mathrm{c})$ | 0 | $j v_{2}$ | 0.25 |
| $5.5(\mathrm{~d})$ | $z^{0}$ | 0 | $1,2,2.5$ |

Table 5.1: Model parameters used in the numerical simulations in Example 5.6.1. Here $j \in\{1,2,3\}$.


Figure 5.5: Numerical simulation of the sampled-data feedback interconnection of (5.98) and (5.79) from Example 5.6.1.

Example 5.6.2. We consider a forced Integral Projection Model (IPM) for the monocarpic plant Platte thistle (Cirsium canescens), based on the model presented in [18, 95]. For a recent overview of IPMs we refer the reader to [82]. Platte thistle is a perennial plant native to central North America. The IPM describes the distribution of plant size, according to the natural logarithm of the crown diameter in mm . Following [18], we assume that the continuous variable of natural logarithm of crown diameter takes minimum and maximum values given by $m_{1}=-0.5$ and $m_{2}=3.5$ (so that roughly $e^{m_{1}}=0.6 \mathrm{~mm}$ and $e^{m_{2}}=33 \mathrm{~mm}$ ), respectively, and that the time-steps correspond to
years. Incorporating an additive input, the model is

$$
\left.\begin{array}{rl}
\eta(t+1, \xi)= & \int_{m_{1}}^{m_{2}} p(\xi, \zeta) \eta(t, \zeta) d \zeta+b(\xi) h\left(c^{*} \eta(t, \xi)\right) c^{*} \eta(t, \xi) \\
& +b_{\mathrm{e}}(\xi) v(t)  \tag{5.102}\\
\eta(0, \xi)= & \eta_{0}(\xi)
\end{array}\right\} \begin{aligned}
& \forall t \in \mathbb{Z}_{+} \\
& \text {a.e. } \xi \in\left[m_{1}, m_{2}\right]
\end{aligned}
$$

where $\eta(t, \cdot)$ denotes the distribution of plant size at time-step $t$, with initial distribution $\eta_{0} \in L^{1}\left(\left[m_{1}, m_{2}\right]\right)$. In the following, our aim is to write (5.102) in the form of a forced, infinite-dimensional Lur'e system (5.10) with the natural state space $X=L^{1}(\Omega)$, where $\Omega:=\left[m_{1}, m_{2}\right]$. Before doing this, we provide some commentary on the model (5.102). The first term on the right hand side of the difference equation in (5.102) models survival and growth of existing plants. Here $p(\xi, \zeta)$ denotes the probability of an individual of size $\zeta$ surviving to one of size $\xi$ in one time-step, and is assumed in $[18,95]$ to have the structure

$$
\begin{equation*}
p(\xi, \zeta)=s(\zeta)\left(1-f_{\mathrm{p}}(\zeta)\right) g(\xi, \zeta) \quad \forall \xi, \zeta \in \Omega \tag{5.103}
\end{equation*}
$$

where $s(\zeta)$ is the survival probability of an individual of size $\zeta, f_{\mathrm{p}}(\zeta)$ is the probability that an individual of size $\zeta$ flowers, and $g(\xi, \zeta)$ is the probability of an individual of size $\zeta$ growing to size $\xi$, each over one time-step. We take $s, f_{\mathrm{p}}$ and $g$ as in [18, Table 2]. The term $1-f_{\mathrm{p}}$ appears on the right-hand side of (5.103) as flowering is fatal to Platte thistle, that is, it is monocarpic.
The second term on the right hand side of the difference equation in (5.102) models reproduction and recruitment into the population. In particular, $b \in X$ denotes the distribution of offspring plant size, $c^{*} z$ equals the total number of new seeds recruited into the population by the distribution $z \in X$ in one time-step, and is given by

$$
c^{*} z=\int_{\Omega} s(\theta) f_{\mathrm{p}}(\theta) S(\theta) z(\theta) d \theta \quad \forall z \in X
$$

In addition to the terms in (5.103), $S(\theta)$ denotes the number of seeds produced on average by a plant of size $\theta$. We take $b=J$, where $J$ is as in [18, Table 2], and the function $S$ is given in [18, Table 2]. We have $c^{*} \in X^{*}$ as $\theta \mapsto s(\theta) f_{\mathrm{p}}(\theta) S(\theta) \in$ $L^{\infty}(\Omega)$. The function $h$ in (5.102) denotes the probability of seed germination, and is a nonlinear function of the total number of seeds produced, and so seeks to model density-dependence in the seed germination probability. As such, it is assumed to be non-increasing, representing competition or crowding affects at higher seed abundances. Two situations are explored in [18]: first, $h$ is constant with value 0.067 , and; second, $h$ is defined by $h(s)=s^{-0.33}$. We note that there is uncertainty in modelling nonlinear terms for Platte thistle, see [32], and in order to demonstrate different settings where the incremental condition (5.14) holds, we shall choose a different $h$ below.
The third term term on the right hand side of the difference equation in (5.102) is an additive input, which may be the arrival of new plants via planned replanting schemes, or accidental movement. We assume that $b_{\mathrm{e}} \in X$ and $v \in\left(\mathbb{R}_{+}\right)^{\mathbb{Z}_{+}}$, which capture the distribution and magnitude, respectively.
We define the integral operator $A: X \rightarrow X$ by

$$
(A x)(\cdot)=\int_{\Omega} p(\cdot, \zeta) x(\zeta) d \zeta \quad \forall x \in X
$$

and impose the ecologically reasonable assumption

$$
\sup _{\zeta \in \Omega} \int_{\Omega} p(\xi, \zeta) d \xi<1
$$

which corresponds to some positive level of mortality in the population at all sizes. An application of [70, Theorem 1, p. 173] yields that $\|A\|<1$.
Combining the above, and setting $x(t)=\eta(t, \cdot)$ for all $t \in \mathbb{Z}_{+}$, we see that (5.102) may be written as a forced Lur'e system,

$$
\begin{equation*}
x^{+}=A x+b f\left(c^{*} x\right)+b_{\mathrm{e}} v, \tag{5.104}
\end{equation*}
$$

on the state-space $X=L^{1}(\Omega)$, and with $U=V=Y=\mathbb{R}$. Here $f(s):=h(s) s$ for $s \geq 0$ and we extend $h$ and $f$ to all of $\mathbb{R}$ by setting $h(s)=f(s)=0$ for $s \in(-\infty, 0)$. The extension is to ensure that $f$ is defined on the whole of $Y$, so that the results of the chapter are applicable.
We seek to apply Theorem 5.2.5, Theorem 5.3.7 and Corollary 5.3.15 to (5.104) to infer various (incremental) stability and convergence notions. To simulate (5.104) we use a finite-element approximation. Once again, in the interest of brevity, we refer the reader to [40, Appendix 3] for the details of this.
The property $\|A\|<1$ implies that $\mathbb{B}(0, r) \subseteq \mathbb{S}(\mathbf{G})$ for all $r \in\left(0,1 /\|\mathbf{G}\|_{H^{\infty}}\right)$, where $\mathbf{G}(z)=c^{*}(z I-A)^{-1} b$. Moreover, by [36, Proposition 3.1], we have that $\|\mathbf{G}\|_{H^{\infty}}=$ $\mathbf{G}(1)$, and we compute numerically that $\mathbf{G}(1) \approx 43.8$. We propose a negative sigmoid type function for $h: \mathbb{R} \rightarrow \mathbb{R}_{+}$, namely

$$
h(s)= \begin{cases}0 & s<0,  \tag{5.105}\\ \frac{\rho_{1}}{1+e^{\rho_{2}\left(s-\rho_{3}\right)}} & s \geq 0,\end{cases}
$$

where $\rho_{1}, \rho_{2}$ and $\rho_{3}$ are positive parameters. Broadly, $\rho_{1}$ captures the probability of germination at low abundance, $\rho_{2}$ determines the rate of transition and $\rho_{3}$ the value at which the transition occurs. Figure 5.6 contains plots of $h$ for several parameter values. Since $h$ is nonnegative-valued and nonincreasing, it follows that there exists $\delta>0$ such


Figure 5.6: Graph of function $h$ in (5.105) for nonnegative arguments. Here $\rho_{1}=1$ and $\rho_{3}=10$, and $\rho_{2}$ varies.
that $s \mapsto f(s)=h(s) s$ satisfies (5.14) with $K=0, S_{1}=\mathbb{R}, S_{2}=\{0\}$ and $r=1 / \mathbf{G}(1)$ whenever

$$
\begin{equation*}
h(0)=\frac{\rho_{1}}{1+\mathrm{e}^{-\rho_{2} \rho_{3}}}<\frac{1}{\mathbf{G}(1)} . \tag{5.106}
\end{equation*}
$$

If (5.106) holds, then Theorem 5.2.5 yields that (5.104) is exponentially ISS. If the inequality

$$
\begin{equation*}
\sup _{s>0}\left|f^{\prime}(s)\right|<\frac{1}{\mathbf{G}(1)}, \tag{5.107}
\end{equation*}
$$

holds, then $f$ satisfies (5.14) with $K=0, S_{1}=S_{2}=\mathbb{R}$, and hence Theorem 5.2.5 yields that (5.104) is exponentially $\delta$ ISS. In this case, it also follows from Theorem 5.3.7 that (5.104) has the CICS property. Moreover, the inequality (5.107) is sufficient for the hypotheses of Corollary 5.3 .15 to hold, which ensures that (5.104) admits an asymptotically almost periodic trajectory when subject to asymptotically almost periodic inputs. Numerical simulations are plotted in Figure 5.7. Throughout, we take

$$
\rho_{1}=\frac{0.9}{\mathbf{G}(1)}, \quad \rho_{2}=2, \quad \rho_{3}=20,
$$

and with these parameter values it can be shown that $f$ satisfies (5.107). In each of panels (a), (b) and (d) of Figure 5.7, three lines are plotted, which each show the norm of a state trajectory as time varies. For each panel, the three different choices of initial conditions and inputs given in Table 5.2 give rise to the three state trajectories. In the inner and outer subpanels of panel (c), each of the three lines, plots the norm of the difference of two inputs as time varies and the norm of the difference of the two corresponding state trajectories as time varies, respectively. Once again, the details of the initial conditions and inputs are given in Table 5.2. We now briefly give some commentary of the panels of Figure 5.7. In panel (a), we see that in each of the three cases of initial conditions, a 0 input implies exponential convergence of the corresponding state towards 0 , as guaranteed by Theorem 5.2.5. In panel (b), we see an ISS-property of state trajectories corresponding to zero initial conditions, and in panel (c), we observe a characteristic of the incremental ISS notion (again guaranteed by Theorem 5.2.5). Finally, panel (d) shows that we obtain asymptotically periodic responses to periodic forcing, thus illustrating Corollary 5.3.15. We note that panel (d) shows that, asymptotically, the responses to the same input are identical and do not depend on the initial conditions, thereby illustrating a typical aspect of ISS.

| Figure | Initial condition $x(0)$ | Input $v$ |
| :---: | :---: | :---: |
| $5.7(\mathrm{a})$ | Random s.t. $\\|x(0)\\|=4 j^{2}$ | 0 |
| $5.7(\mathrm{~b})$ | 0 | $v(t)$ random perturbation of $4 j^{2}$ |
| $5.7(\mathrm{c})$ | Random s.t. $\left\\|x^{1}(0)\right\\|,\left\\|x^{2}(0)\right\\|=4 j^{2}$ | $v^{1}(t), v^{2}(t)$ convergent to $4 j^{2}$ |
| $5.7($ d $)$ | Random s.t. $\\|x(0)\\|=4 j^{2}$ | $v(t)=4 \sin (2 \pi t / 12)$ |

Table 5.2: Model parameters used in the numerical simulations in Example 5.6.2, where $j \in\{1,2,3\}$.


Figure 5.7: Numerical simulation of the IPM (5.102) from Example 5.6.2. In each panel the solid, dashed and dashed-dotted lines correspond to $j=1,2,3$, respectively. The $x$-axes of all panels correspond to time, and the $y$-axes of panels (a), (b) and (d) correspond to $\|x(t)\|$. The $y$-axes for the inner and outer graphs of panel (c) represent $\left|v^{1}(t)-v^{2}(t)\right|$ and $\left\|x^{1}(t)-x^{2}(t)\right\|$, respectively. For commentary, see the main body of text.

### 5.7 Notes and references

In the main result of this chapter, Theorem 5.2.5, we made use of exponential weighting and small gain arguments. We comment that these methods are not new and refer the reader to works such as [59] and the references therein for further details. The result, and indeed much of the chapter, is based off the work achieved in [40] (of which the author of this thesis co-authored), and may be considered to be a discrete-time analogue of the main contributions of [47], with a few exceptions. Indeed, in [47], the effect of (asymptotically) almost periodic inputs on the state and output trajectories of the relevant system is not considered, and, of course, neither are sampled-data systems.

To the best of the author's knowledge, there is no existing literature that overlaps with any significance with the present chapter. For background literature regarding the stability results of the current chapter, we refer the reader to [5] for a suite of Lyapunov methods for finite-dimensional, continuous-time nonlinear control systems. Moreover, we also refer to works such as [55, 83, 88, 91] for ISS investigations in the infinite-dimensional setting.

The inspiration of the results of Section 5.2.2 orginate from the papers [46, 74]. In [74], the invertibility of positive real operators is investigated, and in [46], characterisations and relationships of different notions of positive realness are presented. Both of these papers are in the infinite-dimensional setting and both define positive realness in the continuous-time format, that is, functions are defined on the open right-half plane. In addition, a result closely related to the corollaries seen in Section 5.2.2 is [57, Theorem 4.5], which deduces ISS of infinite-dimensional continuous-time Lur'e systems.

Some noteworthy papers with results similar to Corollary 5.3.15 that can be found in the literature are $[103,105,128]$. Since a discussion of these papers is given in the Notes and References section of Chapter 3, we refer the reader to Chapter 3 for more details. We shall simply state here that the methods of proofs used in the papers are entirely different to the proof of Corollary 5.3.15, and the continuous-time systems considered are much more restrictive.

## Chapter 6

## Sampled-data integral control of linear infinite-dimensional systems with input nonlinearities


#### Abstract

Low-gain integral control is a well-studied technique that seeks to conclude that the output of a stable linear system converges to a predescribed constant reference signal. It is very well-known (see, for example, [29, 84]) that for a stable, continuous-time linear system in the finite-dimensional setting, by applying an integrator with sufficiently small gain parameter and closing the feedback loop, the corresponding output does indeed converge to the prescribed reference value, so long as the eigenvalues of the transfer function at 0 have positive real part. Much work has been attributed to the investigation of low-gain integral control for more general systems. Indeed, we refer the reader to works such as $[23,25,65,80,89,90]$ for integral control results in the infinite-dimensional setting, discrete-time setting and sampled-data setting. In much of the literature (see, for example, [35, 76, 79]), the assumptions imposed to obtain tracking of the output to a reference signal, limit the system to be in the single-input single-output setting. However, recently, in [48], low-gain integral control is investigated for multi-input multi-output, linear, continuous-time, finite-dimensional systems with input nonlinearities. In particular, the authors consider a low-gain integral controller that includes an antiwindup component, and they show that it achieves global exponential tracking for all feasible reference signals, so long as the controller has small enough integrator gain and the nonlinearity exhibits a Lipschitz-like assumption. The inclusion of the so-called antiwindup component of the controller makes it feasible for multi-input multi-output systems. Indeed, the antiwindup component of the controller is implemented to reduce, or even remove, integrator windup [8]. Briefly, integrator windup is a potentially destabilising effect on the tracking of multi-input multi-output integral control systems that have input saturation, and occurs due to controllers being based upon linear assumptions. The theory of antiwindup control, which seeks to remove this effect, is a much researched area. We refer the reader to works such as [ $13,37,120]$ and the references therein for background reading. A problem not addressed in the literature is that of sampled-data low-gain integral control of linear infinite-dimensional multi-input multi-output systems with input nonlinearities. Briefly, in sampled-data control, a continuous-time system is controlled by a discrete-time controller, via the use of sample and hold operations. This discrete-


time controller may be thought of, for example, as a processor of a digital computer. The main result of this chapter, Theorem 6.3.5, provides a stability criterion for the sampled-data feedback interconnection of a well-posed linear system (see, for example, [118]) with input nonlinearities, with a discrete-time low-gain integral controller which contains an antiwindup component. Our sampled-data model includes continuous as well as discrete-time external disturbances. In the absence of these disturbances, Theorem 6.3.5 guarantees asymptotic tracking. To prove Theorem 6.3.5, we first extend the finite-dimensional continuous-time results of [48] to infinite-dimensional discrete-time systems that are interconnected with a low-gain integral controller with an antiwindup component, have potentially nonzero feedthrough and include external disturbances, that is, under analogous assumptions of those in [48, Theorem 4], we derive a stability estimate of the difference between the output and reference signal which, in the absence of disturbances, guarantees exponentially fast asymptotic tracking. We comment that the work of this chapter is based of that presented in [42].
The layout of the chapter is as follows. We begin in Section 6.1 by giving some useful preliminary definitions and results. Following this, in Section 6.2, we provide the previously descibed low-gain integral control result which is a discrete-time generalisation of the work of [48]. Then, in Section 6.3, we apply this to obtain the main contribution of this chapter, that is, a sampled-data low-gain integral control result for well-posed infinite-dimensional systems with input nonlinearities.

As in the previous chapter, we assume that the norm on the cartesian product of two normed spaces $W_{1}$ and $W_{2}$ is given by (5.1). We note that, if $W_{1}$ and $W_{2}$ are Hilbert spaces, then $W_{1} \times W_{2}$ is itself a Hilbert space when equipped with the inner-product

$$
\left\langle\binom{\xi_{1}}{\zeta_{1}},\binom{\xi_{2}}{\zeta_{2}}\right\rangle_{W_{1} \times W_{2}}:=\left\langle\xi_{1}, \xi_{2}\right\rangle_{W_{1}}+\left\langle\zeta_{1}, \zeta_{2}\right\rangle_{W_{2}} \quad \forall \xi_{1}, \xi_{2} \in W_{1}, \forall \zeta_{1}, \zeta_{2} \in W_{2} .
$$

### 6.1 Preliminaries

We begin this section by recalling the following definitions.
Definition 6.1.1. Let $\alpha \in \mathbb{R}$ and $W$ be a Hilbert space.
(i) We define the exponentially weighted $L^{2}$-space $L_{\alpha}^{2}\left(\mathbb{R}_{+}, W\right)$ by

$$
L_{\alpha}^{2}\left(\mathbb{R}_{+}, W\right):=\left\{w \in L_{l o c}^{2}\left(\mathbb{R}_{+}, W\right): e_{-\alpha} w \in L^{2}\left(\mathbb{R}_{+}, W\right)\right\}
$$

with norm $\|w\|_{L_{\alpha}^{2}}:=\left\|e_{-\alpha} w\right\|_{L^{2}}$ and where, for $\beta \in \mathbb{R}, e_{\beta}(t):=e^{\beta t}$ for all $t \in \mathbb{R}_{+}$.
(ii) We recall the definition of the Hardy space

$$
\begin{aligned}
H^{2}\left(\mathbb{C}_{\alpha}, W\right):=\left\{h: \mathbb{C}_{\alpha} \rightarrow W:\right. & h \text { is holomorphic and } \\
& \left.\sup _{x>\alpha}\left(\int_{-\infty}^{\infty}\|h(x+i y)\|_{W}^{2} d y\right)<\infty\right\} .
\end{aligned}
$$

We shall also give the definition of discrete- and continuous-time exponential convergence.

Definition 6.1.2. Let $W$ be a normed space. For $u \in W^{\mathbb{Z}_{+}}$and $\tilde{u} \in W$, we say that $u(k) \rightarrow \tilde{u}$ as $k \rightarrow \infty$ (discrete-time) exponentially if there exists $\delta>0$ such that $k \mapsto e^{\delta k}\|u(k)-\tilde{u}\|_{W}$ is bounded. Similarly, for $v: \mathbb{R}_{+} \rightarrow W$ and $\tilde{v} \in W$, we say that $v(t) \rightarrow \tilde{v}$ as $t \rightarrow \infty$ (continuous-time) exponentially if there exists $\delta>0$ such that $t \mapsto e^{\delta t}\|v(t)-\tilde{v}\|_{W}$ is bounded.
We now concern ourselves with the invertibility of triangular operator matrices.
Lemma 6.1.3. Let $\left(L_{1}, L_{2}, L_{3}, L_{4}\right) \in \mathcal{L}\left(W_{1}\right) \times \mathcal{L}\left(W_{2}, W_{1}\right) \times \mathcal{L}\left(W_{1}, W_{2}\right) \times \mathcal{L}\left(W_{2}\right)$, where $W_{1}$ and $W_{2}$ are normed spaces. If $L, M \in \mathcal{L}\left(W_{1} \times W_{2}\right)$ are defined by

$$
L:=\left(\begin{array}{cc}
L_{1} & L_{2} \\
0 & L_{4}
\end{array}\right) \quad \text { and } \quad M:=\left(\begin{array}{cc}
L_{1} & 0 \\
L_{3} & L_{4}
\end{array}\right)
$$

then

$$
\sigma(L) \subseteq \sigma\left(L_{1}\right) \cup \sigma\left(L_{4}\right) \quad \text { and } \quad \sigma(M) \subseteq \sigma\left(L_{1}\right) \cup \sigma\left(L_{4}\right)
$$

Lemma 6.1.3 is a well-known result, and for a proof we refer the reader to the proof of [10, Lemma 3], for example. Interestingly, in the finite-dimensional setting, it is known that the spectrum of a triangular block matrix is equal to the union of the spectra of the diagonal matrices. The following example proves that this is not true in the infinite-dimensional case, and so we cannot expect more from Lemma 6.1.3, without any extra assumptions.
Example 6.1.4. Let $W_{1}=W_{2}=\ell^{\infty}\left(\mathbb{Z}_{+}, \mathbb{R}\right)$. Define $\left(L_{1}, L_{2}, L_{4}\right) \in \mathcal{L}\left(W_{1}\right) \times \mathcal{L}\left(W_{2}, W_{1}\right)$ $\times \mathcal{L}\left(W_{2}\right)$ by

$$
\left(L_{1} w\right)(t):=\left\{\begin{array}{ll}
0, & \text { if } t=0 \\
w(t-1), & \text { if } t \in \mathbb{N}
\end{array}, \quad\left(L_{2} w\right)(t):= \begin{cases}w(0), & \text { if } t=0 \\
0, & \text { if } t \in \mathbb{N}\end{cases}\right.
$$

and $\left(L_{4} w\right)(t):=w(t+1)$ for all $t \in \mathbb{Z}_{+}$, and all $w \in \ell^{\infty}\left(\mathbb{Z}_{+}, \mathbb{R}\right)$. It is easily seen that $L_{1}$ is not surjective and $L_{4}$ is not injective. However, we claim that

$$
L:=\left(\begin{array}{cc}
L_{1} & L_{2} \\
0 & L_{4}
\end{array}\right)
$$

is invertible, which we shall now show. To this end, let $u, v, \tilde{u}, \tilde{v} \in \ell^{\infty}\left(\mathbb{Z}_{+}, \mathbb{R}\right)$ and assume that

$$
L\binom{u}{v}=L\binom{\tilde{u}}{\tilde{v}} .
$$

As a consequence of this, $L_{4} v=L_{4} \tilde{v}$ and

$$
\begin{equation*}
L_{1} u+L_{2} v=L_{1} \tilde{u}+L_{2} \tilde{v} \tag{6.1}
\end{equation*}
$$

From this, we see that $u(t-1)=\tilde{u}(t-1)$ for all $t \in \mathbb{N}$, that is, $u=\tilde{u}$. Moreover, since $L_{4} v=L_{4} \tilde{v}$, we see that $v(t+1)=\tilde{v}(t+1)$ for all $t \in \mathbb{Z}_{+}$. By combining this with (6.1), we see that also $v(0)=\tilde{v}(0)$ and so $v=\tilde{v}$.
As for surjectivity, let $u, v \in \ell^{\infty}\left(\mathbb{Z}_{+}, \mathbb{R}\right)$. Define $\tilde{u}, \tilde{v} \in \ell^{\infty}\left(\mathbb{Z}_{+}, \mathbb{R}\right)$ by $\tilde{u}(t):=u(t+1)$ for all $t \in \mathbb{Z}_{+}$and

$$
\tilde{v}(t):= \begin{cases}u(0), & \text { if } t=0 \\ v(t-1), & \text { if } t \in \mathbb{N}\end{cases}
$$

It is then easily checked that

$$
L\binom{\tilde{u}}{\tilde{v}}=\binom{u}{v},
$$

which proves that $L$ is surjective.

### 6.2 Low-gain integral control in discrete-time

In this section, we give a low-gain integral control result for infinite-dimensional, discrete-time linear systems with input nonlinearities and external disturbances. We proceed to outline the mathematical formulation. Throughout this section, we let $X$ and $V$ be complex Banach spaces and $Y$ and $U$ be complex Hilbert spaces. We consider the discrete-time system given by

$$
\left.\begin{array}{rl}
x^{+} & =A x+B \phi(u)+B_{\mathrm{e}} v, \quad x(0)=x^{0} \in X  \tag{6.2}\\
y & =C x+D \phi(u)+D_{\mathrm{e}} v,
\end{array}\right\}
$$

where

$$
\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right) \in \mathcal{L}(X) \times \mathcal{L}(U, X) \times \mathcal{L}(V, X) \times \mathcal{L}(X, Y) \times \mathcal{L}(U, Y) \times \mathcal{L}(V, Y)
$$

$u \in U^{\mathbb{Z}_{+}}, v \in V^{\mathbb{Z}_{+}}, \phi: U \rightarrow U$ and $A$ is exponentially stable (see Definition 5.1.1). Keeping with the theme of this thesis, $x$ in (6.2) will be called the state, $y$ the output, and $u$ and $v$ forcing, inputs or disturbances. For ease of notation, we shall employ notation used in the previous chapter (see Definition 5.1.8). To this end, we set

$$
\mathbb{L}=\mathcal{L}(X) \times \mathcal{L}(U, X) \times \mathcal{L}(V, X) \times \mathcal{L}(X, Y) \times \mathcal{L}(U, Y) \times \mathcal{L}(V, Y)
$$

and, for $\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right) \in \mathbb{L}$, we define

$$
\Sigma=\left(A, B, B_{\mathrm{e}}, C, D, D_{\mathrm{e}}\right)
$$

Moreover, we denote the transfer function of (6.2) by $\mathbf{G}$ (see Definition 5.1.10), that is,

$$
\mathbf{G}(z)=C(z I-A)^{-1} B+D
$$

for all $z \in \mathbb{C}$ for which this makes sense.
Remark 6.2.1. For $\Sigma \in \mathbb{L}$, the generality of the operators $B_{\mathrm{e}}$ and $D_{\mathrm{e}}$ means that (6.2) encompasses many (even seemingly more general) systems. We shall not go into detail here, since this has already been discussed in previous chapters (see Remark 2.1.10).

We aim to apply low-gain integral control to (6.2) so that the output, when $v=0$, converges to some constant reference signal $r \in Y$. With this in mind, we give the following definitions.
Definition 6.2.2. Let $\Sigma \in \mathbb{L}$ be such that $A$ is exponentially stable and let $\phi: U \rightarrow U$.
(i) We say that $r \in Y$ is feasible (with respect to (6.2)), if the set

$$
U^{r}:=\{w \in U: \mathbf{G}(1) \phi(w)=r\}
$$

is non-empty.
(ii) We say that a set $R \subseteq Y$ is feasible (with respect to (6.2)) if every $r \in R$ is feasible.

Some immediate implications concerning feasibility are presented in the following remark.

Remark 6.2.3. Let $\Sigma \in \mathbb{L}$ be such that $A$ is exponentially stable and let $\phi: U \rightarrow U$. If $r \in Y$ is feasible, then by taking $w \in U^{r}$ and setting $u(t):=w$ for all $t \in \mathbb{Z}_{+}$, it is easily seen that, for $(x, y) \in X^{\mathbb{Z}_{+}} \times Y^{\mathbb{Z}_{+}}$satisfying (6.2) with $v=0$, it follows that $y(t) \rightarrow r$ as $t \rightarrow \infty$.

Given $\Sigma \in \mathbb{L}$ such that $A$ is exponentially stable, $\phi: U \rightarrow U, R \subseteq Y$ feasible, $r \in R$ and $u^{r} \in U^{r}$, consider the control law

$$
\begin{equation*}
u^{+}=u+g K(r-y)-g \Gamma\left(u-\phi(u)-u^{r}+\phi\left(u^{r}\right)\right)+w, \quad u(0)=u^{0} \in U, \tag{6.3}
\end{equation*}
$$

where $g>0, K \in \mathcal{L}(Y, U)$ and $\Gamma \in \mathcal{L}(U)$ are design parameters and $w \in U^{\mathbb{Z}_{+}}$is a disturbance.

Remark 6.2.4. We denote the term $g \Gamma\left(u-\phi(u)-u^{r}+\phi\left(u^{r}\right)\right)$ in (6.3) as the antiwindup component of the controller [48]. As already mentioned, it seeks to mitigate against integrator windup when under input saturation. For more details on this, we refer the reader to the preamble given at the start of the present chapter. Finally, we highlight that if $\Gamma=0$ or $\phi=\mathrm{id}$, then (6.3) becomes 'standard' integral control (subject to a disturbance $w$ ).

Our focus in this section is the feedback interconnection of (6.2) and (6.3), which yields the closed-loop system

$$
\left.\begin{array}{rl}
x^{+} & =A x+B \phi(u)+B_{\mathrm{e}} v, \quad x(0)=x^{0} \in X, \\
y & =C x+D \phi(u)+D_{\mathrm{e}} v,  \tag{6.4}\\
u^{+} & =u+g K(r-y)-g \Gamma\left(u-\phi(u)-u^{r}+\phi\left(u^{r}\right)\right)+w, \quad u(0)=u^{0} \in U .
\end{array}\right\}
$$

The following result is the main theorem of this section and provides a low-gain integral control result for (6.4).

Theorem 6.2.5. Let $\Sigma \in \mathbb{L}$ be such that $A$ is exponentially stable, $\phi: U \rightarrow U$, $K \in \mathcal{L}(Y, U), \Gamma \in \mathcal{L}(U)$ be such that $I-\Gamma$ is exponentially stable, and $R \subseteq Y$ feasible. Assume that there exists $L>0$ such that

$$
\begin{equation*}
\|\phi(\xi+\zeta)-\phi(\zeta)\|_{U} \leq L\|\xi\|_{U} \quad \forall \xi \in U, \forall \zeta \in \bigcup_{r \in R} U^{r}, \tag{6.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{z \in \mathbb{E}}\left\|(z I-(I-\Gamma))^{-1}\right\|\|\Gamma-K \mathbf{G}(1)\|<1 / L . \tag{6.6}
\end{equation*}
$$

Then, there exists $g^{*} \in(0,1]$ such that, for all $g \in\left(0, g^{*}\right)$, there exist constants $c, d>0$ and $\theta \in(0,1)$ such that, for all $r \in R, u^{r} \in U^{r}$ and $(u, w, v, x, y) \in U^{\mathbb{Z}_{+}} \times U^{\mathbb{Z}_{+}} \times V^{\mathbb{Z}_{+}} \times$ $X^{\mathbb{Z}_{+}} \times Y^{\mathbb{Z}_{+}}$satisfying (6.4),

$$
\left\|\binom{x(t)-(I-A)^{-1} B \phi\left(u^{r}\right)}{u(t)-u^{r}}\right\| \leq c\left(\theta^{t}\left\|\binom{x^{0}-(I-A)^{-1} B \phi\left(u^{r}\right)}{u^{0}-u^{r}}\right\| \underset{\substack{ \\s \in t-1}}{\forall t \in \mathbb{N},} \underset{\left.\binom{v(s)}{w(s)} \|\right)}{(6.7)}\right.
$$

$$
\begin{equation*}
\|y(t)-r\| \leq d\left(\theta^{t}\left\|\binom{x^{0}-(I-A)^{-1} B \phi\left(u^{r}\right)}{u^{0}-u^{r}}\right\|+\max _{s \in \underline{\underline{L}}}\left\|\binom{v(s)}{w(s)}\right\|\right) \forall t \in \mathbb{Z}_{+} . \tag{6.8}
\end{equation*}
$$

Before proving Theorem 6.2.5, we provide some commentary in the following remark.
Remark 6.2.6. (i) We note that Theorem 6.2.5 guarantees that, under zero forcing, $u(t) \rightarrow u^{r}, x(t) \rightarrow(I-A)^{-1} B \phi\left(u^{r}\right)$ and $y(t) \rightarrow r$ as $t \rightarrow \infty$ and each with exponential rate of convergence - see Definition 6.1.2.
(ii) Assumption (6.5) is evidently satisfied if $\phi$ is globally Lipschitz with Lipschitz constant $L$. Moreover, if there exist distinct $u_{1}, u_{2} \in U$ such that $\phi\left(u_{1}\right)=u_{1}$, $\phi\left(u_{2}\right)=u_{2}$ and at least one of $u_{1}$ and $u_{2}$ is in $U^{r}$ for some $r \in R$, then an immediate consequence of (6.5) is that $L \geq 1$.
(iii) The assumptions of Theorem 6.2.5 imply that any $u^{r} \in U^{r}$ that satisfies $u^{r}=$ $\phi\left(u^{r}\right)$ is in fact unique. To see this, suppose that $w^{r} \in U^{r}$ also satisfies $w^{r}=$ $\phi\left(w^{r}\right)$. From (6.5) we see that

$$
\left\|u^{r}-w^{r}\right\|_{U}=\left\|\phi\left(u^{r}\right)-\phi\left(w^{r}\right)\right\|_{U} \leq L\left\|u^{r}-w^{r}\right\|_{U}
$$

which in turn yields that either $u^{r}=w^{r}$ or $L \geq 1$. In the latter case, (6.6) gives that

$$
\|\Gamma-K \mathbf{G}(1)\|<\frac{1}{\sup _{z \in \mathbb{E}}\left\|(z I-(I-\Gamma))^{-1}\right\|}
$$

Therefore, from Lemma 5.1.22 (see also Remark 5.1.23), $\Gamma-K \mathbf{G}(1) \in \mathbb{S}(\mathbf{H})$, where $\mathbf{H}(z)=(z I-(I-\Gamma))^{-1}$ for all $z \in \mathbb{E}$. Since $I-\Gamma$ is exponentially stable, Lemma 5.1.21 gives that

$$
\sigma(I-K \mathbf{G}(1))=\sigma((I-\Gamma)+(\Gamma-K \mathbf{G}(1))) \subseteq \mathbb{D},
$$

which in turn implies that $K \mathbf{G}(1)$ is invertible. Finally, by definition of $u^{r}, w^{r} \in$ $U^{r}$,

$$
K \mathbf{G}(1) u^{r}=K \mathbf{G}(1) \phi\left(u^{r}\right)=K r=K \mathbf{G}(1) \phi\left(w^{r}\right)=K \mathbf{G}(1) w^{r},
$$

which shows that $u^{r}=w^{r}$.
(iv) Theorem 6.2.5 remains valid if the spaces $V, U, X$ and $Y$ are real, provided that the estimate (6.6) holds for the canonical extensions of $\Gamma$ and $K \mathbf{G}(1)$ to the complexifications $U^{\mathrm{c}}$ and $Y^{\mathrm{c}}$ of $U$ and $Y$, respectively.
(v) In the situation wherein $U=\mathbb{R}^{m}$ and $Y=\mathbb{R}^{p}$ for some $m, p \in \mathbb{N}$, if $L \geq 1$, then part (iii) of this remark shows that $K \mathbf{G}(1)$ is invertible. From this, we deduce that $\operatorname{rk} \mathbf{G}(1)=m$ is a necessary condition for the assumptions of Theorem 6.2.5 to hold.
(vi) The assumption (6.6) is trivially satisfied for any $L>0$, if we choose $K$ as a left inverse of $\mathbf{G}(1)$ and $\Gamma=I$. Such a choice naturally requires knowledge of $\mathbf{G}(1)$ to be implemented, although the condition (6.6) carries robustness with respect to parametric uncertainty in $\mathbf{G}(1)$.

In order to prove Theorem 6.2.5, we first require the following lemma, which is a discrete-time version of [48, Lemma 6], extended to the case of potentially nonzero feedthrough and to the infinite-dimensional setting.

Lemma 6.2.7. Let $\Sigma \in \mathbb{L}, K \in \mathcal{L}(Y, U)$ and $\Gamma \in \mathcal{B}(U)$. Assume that $A$ and $I-\Gamma$ are exponentially stable. For $g>0$, we define

$$
\tilde{A}:=\left(\begin{array}{cc}
A & 0  \tag{6.9}\\
-g K C & I-g \Gamma
\end{array}\right), \quad \tilde{B}:=\binom{B}{g(\Gamma-K D}, \quad \tilde{C}:=\left(\begin{array}{ll}
0 & I
\end{array}\right),
$$

and denote by $\tilde{\mathbf{G}}$ the transfer function of $(\tilde{A}, \tilde{B}, \tilde{C})$, that is, $\tilde{\mathbf{G}}(z)=\tilde{C}(z I-\tilde{A})^{-1} \tilde{B}$. The following the statements hold.
(i) For each $g \in(0,1], \tilde{A}$ is exponentially stable.
(ii) For all $\varepsilon>0$, there exists $g^{*} \in(0,1]$ such that, for all $g \in\left(0, g^{*}\right)$,

$$
\begin{equation*}
\|\tilde{\mathbf{G}}\|_{H^{\infty}} \leq \varepsilon+\sup _{z \in \mathbb{E}}\left\|(z I-(I-\Gamma))^{-1}\right\|\|\Gamma-K \mathbf{G}(1)\| . \tag{6.10}
\end{equation*}
$$

The following proof is inspired by the proof of [48, Lemma 6].
Proof of Lemma 6.2.7. To prove statement (i), fix $g \in(0,1]$. We begin with an application of Lemma 6.1.3 to obtain that $\sigma(\tilde{A}) \subseteq \sigma(A) \cup \sigma(I-g \Gamma)$. Thus, if we show that $I-g \Gamma$ is exponentially stable, the exponential stability of $A$ will yield the exponential stability of $\tilde{A}$. Indeed, this is what we shall now show. For which purpose, note that, for $\lambda \in \mathbb{C}$,

$$
\lambda I-(I-g \Gamma)=(\lambda-1) I+g \Gamma=g\left(\frac{\lambda-1}{g} I+\Gamma\right)=g\left(\left(\frac{\lambda-1}{g}+1\right) I-(I-\Gamma)\right) .
$$

Hence, $\lambda \in \sigma(I-g \Gamma)$ if, and only if, $((\lambda-1) / g+1) \in \sigma(I-\Gamma)$. By combining this with the fact that $I-\Gamma$ is exponentially stable, we see that if $\lambda \in \sigma(I-g \Gamma)$, then $((\lambda-1) / g+1) \in \mathbb{D}$. This in turn implies that $(\lambda-1) / g \in \mathbb{B}_{\mathbb{C}}(-1,1)$. For such a $\lambda$, it is easily checked that since $g \leq 1$, then $\lambda-1 \in \mathbb{B}_{\mathbb{C}}(-1,1)$ and hence $\lambda \in \mathbb{D}$. We have thus shown that $\sigma(I-g \Gamma) \subseteq \mathbb{D}$, i.e. that $I-g \Gamma$ is exponentially stable. As previously mentioned, from Lemma 6.1.3, the exponential stability of $A$ and $I-g \Gamma$ yields the exponential stability of $\tilde{A}$.
For statement (ii), fix $\varepsilon>0$ and note that, for all $z \in \mathbb{E}$ and all $g \in(0,1]$,

$$
\begin{aligned}
& \tilde{\mathbf{G}}(z)=\left(\begin{array}{ll}
0 & I
\end{array}\right)\left(\begin{array}{cc}
z I-A & 0 \\
g K C & z I-(I-g \Gamma
\end{array}\right)^{-1}\binom{B}{g(\Gamma-K D)} \\
& \quad=\left(\begin{array}{ll}
0 & I
\end{array}\right)\left(\begin{array}{cc}
-(z I-(I-g \Gamma))^{-1} g K C(z I-A)^{-1} & (z I-(I-g \Gamma))^{-1}
\end{array}\right)\binom{B}{g(\Gamma-K D)} \\
& \quad=g(z I-(I-g \Gamma))^{-1}(\Gamma-K \mathbf{G}(z)) .
\end{aligned}
$$

We write $\tilde{\mathbf{G}}=\mathbf{H}_{1}+\mathbf{H}_{2}$, where, for all $z \in \mathbb{E}$ and all $g \in(0,1]$,

$$
\begin{aligned}
& \mathbf{H}_{1}(z):=g(z I-(I-g \Gamma))^{-1} K(\mathbf{G}(1)-\mathbf{G}(z)) \\
& \mathbf{H}_{2}(z):=-g(z I-(I-g \Gamma))^{-1}(K \mathbf{G}(1)-\Gamma)
\end{aligned}
$$

We highlight that for all $g \in(0,1]$, we have $\mathbf{H}_{1}, \mathbf{H}_{2} \in H^{\infty}(\mathcal{L}(U))$. We claim that there exists $g^{*} \in(0,1]$ such that

$$
\begin{equation*}
\left\|\mathbf{H}_{1}\right\|_{H^{\infty}} \leq \varepsilon \quad \forall g \in\left(0, g^{*}\right) \tag{6.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathbf{H}_{2}\right\|_{H^{\infty}} \leq \sup _{z \in \mathbb{E}}\left\|(z I-(I-\Gamma))^{-1}\right\|\|\Gamma-K \mathbf{G}(1)\| \quad \forall g \in(0,1] . \tag{6.12}
\end{equation*}
$$

Since $\tilde{\mathbf{G}}=\mathbf{H}_{1}+\mathbf{H}_{2}$, the desired estimate (6.10) follows from the conjunction of (6.11) and (6.12). Before proving these equations, we record that

$$
\begin{equation*}
\frac{z-1}{g}+1 \in \mathbb{E} \quad \forall z \in \mathbb{E}, \forall g \in(0,1], \tag{6.13}
\end{equation*}
$$

which follows from the estimates

$$
\left|\frac{z-1}{g}+1\right| \geq\left|\frac{z-1}{g}+\frac{1}{g}\right|-\left|\frac{1}{g}-1\right|=\frac{|z|}{g}-\frac{1}{g}+1>1 \quad \forall z \in \mathbb{E}, \forall g \in(0,1] .
$$

Consequently, from the exponential stability of $I-\Gamma$, Lemma 5.1.11 yields that

$$
\begin{equation*}
\sup _{z \in \mathbb{E}}\left\|\left(\left(\frac{z-1}{g}+1\right) I-(I-\Gamma)\right)^{-1}\right\|=M_{1}<\infty \quad \forall g \in(0,1] . \tag{6.14}
\end{equation*}
$$

To establish (6.11), we express $\mathbf{H}_{1}$ as

$$
\begin{equation*}
\mathbf{H}_{1}(z)=g\left(I+\frac{g}{z-1} \Gamma\right)^{-1} K \frac{\mathbf{G}(1)-\mathbf{G}(z)}{z-1} \quad \forall z \in \mathbb{E}, \forall g \in(0,1] . \tag{6.15}
\end{equation*}
$$

We claim that there exists $M>0$ such that

$$
\begin{equation*}
\left\|\left(I+\frac{g}{z-1} \Gamma\right)^{-1}\right\| \leq M \quad \forall z \in \mathbb{E}, \forall g \in(0,1] . \tag{6.16}
\end{equation*}
$$

To show this, fix $\rho>1$ and let $g \in(0,1]$ and $z \in \mathbb{E}$. If $|z-1| \leq \rho\|\Gamma\| g$, then, from (6.14),

$$
\begin{aligned}
\left\|\left(I+\frac{g}{z-1} \Gamma\right)^{-1}\right\| & =\frac{|z-1|}{g}\left\|\left(\left(\frac{z-1}{g}+1\right) I-(I-\Gamma)\right)^{-1}\right\| \\
& \leq \rho\|\Gamma\| M_{1} .
\end{aligned}
$$

If instead $|z-1| \geq \rho\|\Gamma\| g$, then

$$
\left\|\frac{g}{z-1} \Gamma\right\|=g \frac{\|\Gamma\|}{|z-1|} \leq \frac{1}{\rho}<1 .
$$

Whence, from an application of Lemma 5.1.6,

$$
\begin{aligned}
\left\|\left(I+\frac{g}{z-1} \Gamma\right)^{-1}\right\| & =\left\|\sum_{j=0}^{\infty}\left(-\frac{g}{z-1} \Gamma\right)^{j}\right\| \\
& \leq \sum_{j=0}^{\infty}\left\|\frac{g}{z-1} \Gamma\right\|^{j} \\
& \leq \frac{\rho}{\rho-1} \\
& =: M_{2} .
\end{aligned}
$$

Setting $M:=\max \left\{\rho\|\Gamma\| M_{1}, M_{2}\right\}$ gives (6.16). A combination of (6.15) and (6.16) yields that

$$
\begin{equation*}
\left\|\mathbf{H}_{1}(z)\right\| \leq g M\|\mathbf{J}\|_{H^{\infty}} \quad \forall z \in \mathbb{E}, \forall g \in(0,1] \tag{6.17}
\end{equation*}
$$

where

$$
\mathbf{J}(z):= \begin{cases}K \frac{\mathbf{G}(z)-\mathbf{G}(1)}{z-1}, & \text { if } z \neq 1 \\ K \mathbf{G}^{\prime}(1), & \text { if } z=1\end{cases}
$$

The bound (6.11) now follows from (6.17) by taking $g^{*}:=\min \left\{1, \varepsilon /\left(M\|\mathbf{J}\|_{H^{\infty}}\right)\right\}$.
To establish (6.12), we note that

$$
\begin{aligned}
\left\|\mathbf{H}_{2}(z)\right\| & \leq\left\|\left(\frac{z-1}{g} I+\Gamma\right)^{-1}\right\|\|\Gamma-K \mathbf{G}(1)\| \\
& =\left\|\left(\left(\frac{z-1}{g}+1\right) I-(I-\Gamma)\right)^{-1}\right\|\|\Gamma-K \mathbf{G}(1)\| \\
& \leq \sup _{\lambda \in \mathbb{E}}\left\|(\lambda I-(I-\Gamma))^{-1}\right\|\|\Gamma-K \mathbf{G}(1)\| \quad \forall z \in \mathbb{E}, \forall g \in(0,1],
\end{aligned}
$$

where the final inequality invokes (6.13). This then yields (6.12) and completes the proof.

We are now in a position to prove Theorem 6.2.5.
Proof of Theorem 6.2.5. To begin with, we note that (6.6) implies that we may choose $\varepsilon>0$ so that

$$
\begin{equation*}
\varepsilon+\sup _{z \in \mathbb{E}}\left\|(z I-(I-\Gamma))^{-1}\right\|\|\Gamma-K \mathbf{G}(1)\|<1 / L . \tag{6.18}
\end{equation*}
$$

We may apply Lemma $6 \cdot 2.7$ to obtain the existence of $g^{*} \in(0,1]$ such that, for all $g \in\left(0, g^{*}\right)$, it follows that (6.10) holds. With this in mind, we let $r \in R, u^{r} \in U^{r}$, $g \in\left(0, g^{*}\right)$, and $(u, w, v, x, y) \in U^{\mathbb{Z}_{+}} \times U^{\mathbb{Z}_{+}} \times V^{\mathbb{Z}_{+}} \times X^{\mathbb{Z}_{+}} \times Y^{\mathbb{Z}_{+}}$satisfy (6.4). Define

$$
\tilde{x}:=x-(I-A)^{-1} B \phi\left(u^{r}\right), \quad \tilde{y}:=y-r \quad \text { and } \quad \tilde{u}:=u-u^{r} .
$$

In follows that

$$
\begin{align*}
\tilde{x}^{+} & =A x+B \phi(u)+B_{\mathrm{e}} v-(I-A)^{-1} B \phi\left(u^{r}\right) \\
& =A \tilde{x}-(I-A)(I-A)^{-1} B \phi\left(u^{r}\right)+B \phi(u)+B_{\mathrm{e}} v \\
& =A \tilde{x}+B\left(\phi\left(\tilde{u}+u^{r}\right)-\phi\left(u^{r}\right)\right)+B_{\mathrm{e}} v \\
& =A \tilde{x}+B \phi_{u^{r}}(\tilde{u})+B_{\mathrm{e}} v, \tag{6.19}
\end{align*}
$$

where $\phi_{u^{r}}(\tilde{u})=\phi\left(\tilde{u}+u^{r}\right)-\phi\left(u^{r}\right)$. Furthermore, noting that $r=\mathbf{G}(1) \phi\left(u^{r}\right)$, we see that

$$
\begin{align*}
\tilde{y} & =C x+D \phi(u)+D_{\mathrm{e}} v-r \\
& =C \tilde{x}+C(I-A)^{-1} B \phi\left(u^{r}\right)+D \phi(u)+D_{\mathrm{e}} v-\mathbf{G}(1) \phi\left(u^{r}\right) \\
& =C \tilde{x}+D \phi_{u^{r}}(\tilde{u})+D_{\mathrm{e}} v . \tag{6.20}
\end{align*}
$$

By combining this with (6.19), we obtain that

$$
\begin{align*}
\tilde{u}^{+} & =u+g K(r-y)-g \Gamma\left(u-\phi(u)-u^{r}+\phi\left(u^{r}\right)\right)+w-u^{r} \\
& =\tilde{u}-g K C \tilde{x}-g K D \phi_{u^{r}}(\tilde{u})-g K D_{\mathrm{e}} v-g \Gamma\left(u-\phi(u)-u^{r}+\phi\left(u^{r}\right)\right)+w \\
& =(I-g \Gamma) \tilde{u}-g K C \tilde{x}+g(\Gamma-K D) \phi_{u^{r}}(\tilde{u})-g K D_{\mathrm{e}} v+w \tag{6.21}
\end{align*}
$$

We may re-write (6.19) and (6.21) as

$$
\begin{aligned}
\binom{\tilde{x}}{\tilde{u}}+ & \left.\left(\begin{array}{cc}
A & 0 \\
-g K C & I-g \Gamma
\end{array}\right)\binom{\tilde{x}}{\tilde{u}}+\binom{B}{g(\Gamma-K D} \phi_{u^{r}}\left(\begin{array}{ll}
0 & I
\end{array}\right)\binom{\tilde{x}}{\tilde{u}}\right) \\
& +\binom{B_{\mathrm{e}} v}{-g K D_{\mathrm{e}} v+w}
\end{aligned}
$$

By defining $\tilde{A}, \tilde{B}$ and $\tilde{C}$ as in (6.9), this becomes

$$
\binom{\tilde{x}}{\tilde{u}}^{+}=\tilde{A}\binom{\tilde{x}}{\tilde{u}}+\tilde{B} \phi_{u^{r}}\left(\tilde{C}\binom{\tilde{x}}{\tilde{u}}\right)+\left(\begin{array}{cc}
B_{\mathrm{e}} & 0  \tag{6.22}\\
-g K D_{\mathrm{e}} & I
\end{array}\right)\binom{v}{w}
$$

The estimate (6.7) follows from an application of Corollary 5.2 .8 to the system (6.22). We thus shall verify that the relevant hypotheses are satisfied. To this end, (6.18) combined with (6.10) yields that

$$
\|\tilde{\mathbf{G}}\|_{H^{\infty}}<1 / L
$$

where $\tilde{\mathbf{G}}$ the transfer function of $(\tilde{A}, \tilde{B}, \tilde{C})$. Finally, since, from (6.5), $\phi_{u^{r}}$ satisfies

$$
\left\|\phi_{u^{r}}(\xi)\right\|_{U} \leq L\|\xi\|_{U} \quad \forall \xi \in U
$$

we see that the hypotheses of Corollary 5.2.8 are satisfied, which in turn then yields the existence of constants $c, d>0$ and $\theta \in(0,1)$ such that $(6.7)$ holds. By thoroughly inspecting the proof of Theorem 5.2.5, we are able to deduce that $c, d$ and $\theta$ are independent of $\phi_{u^{r}}$, and hence are therefore independent of $u, w, v, x, y, r$ and $u^{r}$. As for (6.8), we shall use (6.5) and (6.20) to obtain that, for all $t \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\|y(t)-r\| & \leq\|C\|\left\|x(t)-(I-A)^{-1} B \phi\left(u^{r}\right)\right\|+\|D\|\left\|\phi(u(t))-\phi\left(u^{r}\right)\right\|+\left\|D_{\mathrm{e}}\right\|\|v(t)\| \\
& \leq 2(\|C\|+L\|D\|)\left\|\binom{x(t)-(I-A)^{-1} B \phi\left(u^{r}\right)}{u(t)-u^{r}}\right\|+\left\|D_{\mathrm{e}}\right\|\left\|\binom{v(t)}{w(t)}\right\|
\end{aligned}
$$

and then combine this with (6.7). This yields that (6.8) holds with $d:=2(\|C\|+$ $L\|D\|) c+\left\|D_{\mathrm{e}}\right\|$, thus completing the proof.

### 6.3 Sampled-data integral control

In this section, we apply Theorem 6.2.5 in the context of sampled-data low-gain integral control of well-posed linear systems. In the interest of brevity, we will be brief in our setup, since there is much literature concerning these systems. Indeed, we refer the reader to the references $[56,101,102,116,117,118,122,123,124]$ for more details.
Throughout, we consider an $L^{2}$-well-posed system with state space $X$, input space $U \times$ $U_{\mathrm{e}}$, output space $Y$ (all Hilbert spaces), generating operators $\left(A,\left(B B_{\mathrm{e}}\right), C\right)$ and transfer
function $\left(\mathbf{H ~ H}_{\mathrm{e}}\right)$. Control inputs will act through $B$, whilst external disturbances will act through $B_{\mathrm{e}}$. By definition, $A$ is the generator of a strongly continuous semigroup T on $X$ (see Definition 5.5.1), $\left(B B_{\mathrm{e}}\right) \in \mathcal{L}\left(U \times U_{\mathrm{e}}, X_{-1}\right)$ and $C \in \mathcal{L}\left(X_{1}, Y\right)$, where $X_{1}$ is the domain of $A$ endowed with the graph norm $\|x\|_{1}:=\|x\|+\|A x\|$, and $X_{-1}$ is the completion of $X$ with respect to the norm $\|x\|_{-1}:=\left\|(\beta I-A)^{-1} x\right\|$, where $\beta$ is in the resolvent set of $A$. We recall here that the choice of $\beta$ is unimportant, since a different choice leads to equivalent norms. It is clear that $X_{1} \subset X \subset X_{-1}$ and that the canonical injections are dense. It is well-known that the semigroup $\mathbf{T}$ restricts to a strongly continuous semigroup on $X_{1}$ and extends to a strongly continuous semigroup on $X_{-1}$, with the exponential growth constants being the same on all three spaces $X_{1}$, $X$ and $X_{-1}$. It is also true that the generator of the restricted semigroup is a restriction of $A$, and the generator of the extended semigroup is an extension of $A$. We shall use the same symbols, $\mathbf{T}$ and $A$, for the restriction and extension of the semigroups and their generators, respectively.
The operator $\left(B B_{\mathrm{e}}\right)$ is an admissible control operator, that is, for every $t \geq 0$ there exists $b_{t} \geq 0$ such that

$$
\left\|\int_{0}^{t} \mathbf{T}(t-s)\left(B B_{\mathrm{e}}\right) v(s) d s\right\| \leq b_{t}\|v\|_{L^{2}} \quad \forall v \in L^{2}\left([0, t], U \times U_{\mathrm{e}}\right),
$$

and $C$ is an admissible observation operator, that is, for every $t \geq 0$ there exists $c_{t} \geq 0$ such that

$$
\int_{0}^{t}\|C \mathbf{T}(t) \xi\|^{2} d t \leq c_{t}\|\xi\|^{2} \quad \forall \xi \in X_{1}
$$

We highlight that the admissibility of $\left(B B_{\mathrm{e}}\right)$ implies that $(s I-A)^{-1}\left(B B_{\mathrm{e}}\right) \in \mathcal{L}(U \times$ $\left.U_{\mathrm{e}}, X\right)$ for every $s$ in the resolvent set of $A$. We define the $\Lambda$-extension of $C$ as

$$
C_{\Lambda} \xi:=\lim _{\lambda \rightarrow \infty} C \lambda(\lambda I-A)^{-1} \xi \quad \forall \xi \in \operatorname{dom}\left(C_{\Lambda}\right),
$$

where $\operatorname{dom}\left(C_{\Lambda}\right)$ is the set of all $\xi \in X$ such that the limit exists. We note that $X_{1} \subseteq \operatorname{dom}\left(C_{\Lambda}\right)$. Moreover, for all $\xi \in X$, it follows that $\mathbf{T}(t) \xi \in \operatorname{dom}\left(C_{\Lambda}\right)$ for almost all $t \geq 0$, and $C_{\Lambda} \mathbf{T} \xi \in L_{\alpha}^{2}\left(\mathbb{R}_{+}, Y\right)$ for all $\alpha>\omega(\mathbf{T})$, where recall $\omega(\mathbf{T})$ denotes the exponential growth constant of $\mathbf{T}$ (see Definition 5.5.1). Furthermore, the transfer function is such that
$\left(\mathbf{H} \mathbf{H}_{\mathrm{e}}\right) \in\left\{g: \mathbb{C}_{\alpha} \rightarrow \mathcal{L}\left(U \times U_{\mathrm{e}}, Y\right): g\right.$ is holomorphic and bounded $\} \quad \forall \alpha>\omega(\mathbf{T})$.
Finally, throughout this section, we assume that $\mathbf{T}$ is exponentially stable (see again Definition 5.5.1).
For given $\phi: U \rightarrow U$ globally Lipschitz, we shall consider the continuous-time system of the form

$$
\left.\begin{array}{rl}
\dot{x} & =A x+B \phi(w)+B_{\mathrm{e}} v_{1}, \quad x(0)=x^{0} \in X,  \tag{6.23}\\
y & \left.=C_{\Lambda}\left(x-(\eta I-A)^{-1} B\left(\phi(w)+B_{\mathrm{e}} v_{1}\right)\right)+\mathbf{H}(\eta) \phi(w)+\mathbf{H}_{\mathrm{e}}(\eta) v_{1}\right),
\end{array}\right\}
$$

where $w \in L_{\text {loc }}^{2}\left(\mathbb{R}_{+}, U\right)$ is a to-be-determined control, $v_{1} \in L_{\text {loc }}^{2}\left(\mathbb{R}_{+}, U_{\mathrm{e}}\right)$ denotes a forcing or disturbance term, and $\operatorname{Re} \eta>\omega(\mathbf{T})$.

Remark 6.3.1. (i) We interpret the differential equation in (6.23) in the larger space $X_{-1}$.
(ii) The expression (6.23) is a generalisation of the familiar

$$
\dot{x}=A x+B \phi(w)+B_{\mathrm{e}} v_{1}, \quad x(0)=x^{0}, \quad y=C x+D \phi(w)+D_{\mathrm{e}} v_{1}
$$

for finite-dimensional control systems to well-posed infinite-dimensional systems.

In order to discuss the sampled-data system of interest to us, we now recall the definitions of (zero-order) sample- and hold- operators. To this end, let us first fix $\tau>0$, the sampling period. The (zero-order) hold operator $\mathcal{H}$ is defined as

$$
(\mathcal{H} u)(t):=u(k) \quad \forall t \in[k \tau,(k+1) \tau), \forall u \in U^{\mathbb{Z}_{+}}
$$

which maps $U^{\mathbb{Z}_{+}}$into the set of $U$-valued step-functions (of step length $\tau$ ) defined on $[0, \infty)$. Furthermore, we let $a \in L^{2}([0, \tau], \mathbb{R})$ be such that

$$
\begin{equation*}
\text { (i) } \int_{0}^{\tau} a(t) d t=1 \quad \text { and } \quad \text { (ii) } \int_{0}^{\tau} a(t) \mathbf{T}(t) x d t \in X_{1} \quad \forall x \in X \tag{6.24}
\end{equation*}
$$

Remark 6.3.2. We comment that (ii) holds in (6.24) if $a$ is piecewise absolutely continuous, which follows from integration by parts and the fact that $\int_{0}^{s} \mathbf{T}(t) x d t=$ $A^{-1}(\mathbf{T}(s)-I) x$ is a continuous $X_{1}$-valued function of $s$ for every $x \in X$ (see [118, Theorem 4.4.4]). A trivial example of a function $a$ satisfying (6.24) is the constant function $a(t)=1 / \tau$ for all $t \in[0, \tau]$.
For $a \in L^{2}([0, \tau], \mathbb{R})$ satisfying $(6.24), \mathcal{S}: L_{\text {loc }}^{2}\left(\mathbb{R}_{+}, Y\right) \rightarrow Y^{\mathbb{Z}_{+}}$denotes the (generalised) sampling operator and is defined by

$$
(\mathcal{S} y)(k):=\int_{0}^{\tau} a(t) y(k \tau+t) d t \quad \forall y \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, Y\right), \forall k \in \mathbb{Z}_{+}
$$

Finally, we say that $r \in Y$ is feasible (with respect to (6.23)), if the set

$$
U^{r}:=\{w \in U: \mathbf{H}(0) \phi(w)=r\}
$$

is non-empty. A subset $R \subseteq Y$ is said to be feasible (with respect to (6.23)) if every $r \in R$ is feasible.
We are now in a position to give the discrete-time integral control law of interest to us. Indeed, given $R \subseteq Y$ feasible, $r \in R$ and $u^{r} \in U^{r}$, consider the discrete-time integral control law

$$
\begin{equation*}
u^{+}=u+g K(r-\mathcal{S} y)-g \Gamma\left(u-\phi(u)-u^{r}+\phi\left(u^{r}\right)\right)+v_{2}, \quad u(0)=u^{0} \in U \tag{6.25}
\end{equation*}
$$

where $y$ is the output of (6.23), and $g>0, K \in \mathcal{L}(Y, U)$ and $\Gamma \in \mathcal{L}(U)$ are design parameters. The signal $v_{2} \in U^{\mathbb{Z}_{+}}$is a disturbance.
The feedback interconnection of (6.23) and the control law (6.25) via

$$
w=\mathcal{H} u
$$

yields the closed-loop system

$$
\begin{align*}
\dot{x} & =A x+B \phi(\mathcal{H} u)+B_{\mathrm{e}} v_{1}, \quad x(0)=x^{0} \in X  \tag{6.26a}\\
y & =C_{\Lambda}\left(x-(\eta I-A)^{-1} B\left(\phi(\mathcal{H} u)+B_{\mathrm{e}} v_{1}\right)\right)+\mathbf{H}(\eta) \phi(\mathcal{H} u)+\mathbf{H}_{\mathrm{e}}(\eta) v_{1}  \tag{6.26b}\\
u^{+} & =u+g K(r-\mathcal{S} y)-g \Gamma\left(u-\phi(u)-u^{r}+\phi\left(u^{r}\right)\right)+v_{2}, \quad u(0)=u^{0} \in U \tag{6.26c}
\end{align*}
$$

Definition 6.3.3. For given $v_{1} \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}, U_{\mathrm{e}}\right)$, $v_{2} \in U^{\mathbb{Z}_{+}}, x^{0} \in X$ and $u^{0} \in U$, we say that $(x, y, u) \in C\left(\mathbb{R}_{+}, X\right) \times L_{\text {loc }}^{2}\left(\mathbb{R}_{+}, Y\right) \times U^{\mathbb{Z}_{+}}$is a solution of (6.26) if

$$
x(t)=\mathbf{T}(t) x^{0}+\int_{0}^{t} \mathbf{T}(t-s)\left(B \phi((\mathcal{H} u)(s))+B_{\mathrm{e}} v_{1}(s)\right) d s \quad \forall t \geq 0,
$$

and (6.26b) and (6.26c) are satisfied.
Remark 6.3.4. For all $v_{1} \in L_{\text {loc }}^{2}\left(\mathbb{R}_{+}, U_{\mathrm{e}}\right), v_{2} \in U^{\mathbb{Z}_{+}}, x^{0} \in X$ and $u^{0} \in U$, there exists a unique solution to (6.26). Indeed, we define $(x, y, u) \in C\left(\mathbb{R}_{+}, X\right) \times L_{\text {loc }}^{2}\left(\mathbb{R}_{+}, Y\right) \times U^{\mathbb{Z}_{+}}$ iteratively as follows. For $t \in[0, \tau]$, define

$$
x(t)=\mathbf{T}(t) x^{0}+\int_{0}^{t} \mathbf{T}(t-s)\left(B \phi\left(u^{0}\right)+B_{\mathrm{e}} v_{1}(s)\right) d s
$$

that is, $x$ is the solution of the well-posed system with input $\left(\phi\left(u^{0}\right) v_{1}\right)$ and initial condition $x^{0}$ on the interval $[0, \tau]$. From this, we then define $y$ on $[0, \tau]$ to be the corresponding output of this system, and hence satisfies (6.26b) almost everywhere on the interval $[0, \tau]$. Furthermore, we define

$$
\begin{aligned}
u(1) & =u^{0}+g K\left(r-\int_{0}^{\tau} a(t) y(t) d t\right)-g \Gamma\left(u^{0}-\phi\left(u^{0}\right)-u^{r}+\phi\left(u^{r}\right)\right)+v_{2}(0) \\
& =u^{0}+g K(r-(\mathcal{S} y)(0))-g \Gamma\left(u^{0}-\phi\left(u^{0}\right)-u^{r}+\phi\left(u^{r}\right)\right)+v_{2}(0) .
\end{aligned}
$$

For $t \in[\tau, 2 \tau]$, we define

$$
\begin{aligned}
x(t)= & \mathbf{T}(t-\tau) x(\tau)+\int_{\tau}^{t} \mathbf{T}(t-s)\left(B \phi(u(1))+B_{\mathrm{e}} v_{1}(s)\right) d s \\
= & \mathbf{T}(t-\tau)\left(\mathbf{T}(\tau) x^{0}+\int_{0}^{\tau} \mathbf{T}(\tau-s)\left(B \phi\left(u^{0}\right)+B_{\mathrm{e}} v_{1}(s)\right) d s\right) \\
& +\int_{\tau}^{t} \mathbf{T}(t-s)\left(B \phi(u(1))+B_{\mathrm{e}} v_{1}(s)\right) d s \\
= & \mathbf{T}(t) x^{0}+\int_{0}^{t} \mathbf{T}(t-s)\left(B \phi((\mathcal{H} u)(s))+B_{\mathrm{e}} v_{1}(s)\right) d s .
\end{aligned}
$$

By repeating this process, it is clear that the resulting triple $(x, y, u) \in C\left(\mathbb{R}_{+}, X\right) \times$ $L_{\text {loc }}^{2}\left(\mathbb{R}_{+}, Y\right) \times U^{\mathbb{Z}_{+}}$, is a solution of (6.26). The uniqueness of $(x, y, u)$ can be shown via similar methods. Finally, we note that, by the previous construction, the sampled-data system (6.26) is causal.

We denote by $P C\left(\mathbb{R}_{+}, U\right)$ the set of piecewise continuous functions defined on $\mathbb{R}_{+}$and with values in $U$. With this in mind, we now present the main theorem of this section, which is a stability result for the sampled-data low-gain integral control system (6.26).

Theorem 6.3.5. Let $\omega(\mathbf{T})<0, \phi: U \rightarrow U, K \in \mathcal{L}(Y, U), \Gamma \in \mathcal{L}(U), R \subseteq Y$ be feasible and let $H$ denote the input-output operator associated with $\mathbf{H}$. Assume that $I-\Gamma$ is discrete-time exponentially stable, $\phi$ is globally Lipschitz continuous with Lipschitz constant $L>0$ and

$$
\begin{equation*}
\sup _{z \in \mathbb{E}}\left\|(z I-(I-\Gamma))^{-1}\right\|\|\Gamma-K \mathbf{H}(0)\|<1 / L . \tag{6.27}
\end{equation*}
$$

Then there exists $g^{*} \in(0,1]$ such that, for all $g \in\left(0, g^{*}\right)$, there exist constants $c_{1}, c_{2}, \gamma>$ 0 and $\theta \in(0,1)$ such that, for all $r \in R$, $u^{r} \in U^{r}$, all $\left(x^{0}, u^{0}\right) \in X \times U$ and all $v_{1} \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, U_{\mathrm{e}}\right), v_{2} \in U^{\mathbb{Z}_{+}}$, the solution $(x, y, u)$ of (6.26) satisfies the following estimates.

$$
\begin{gather*}
\left\|u(k)-u^{r}\right\| \leq c_{1}\left(\theta^{k}\left\|\binom{x^{0}+A^{-1} B \phi\left(u^{r}\right)}{u^{0}-u^{r}}\right\|+\left\|v_{1}\right\|_{L^{\infty}\left([0, k \tau], U_{\mathrm{e}}\right)}+\left\|\pi_{k-1} v_{2}\right\|_{\ell \infty}\right) \\
\forall k \in \mathbb{N}, \tag{6.28}
\end{gather*}
$$

and

$$
\begin{gather*}
\left\|x(k \tau+t)+A^{-1} B \phi\left(u^{r}\right)\right\| \leq c_{2}\left(e^{-\gamma(k \tau+t)}\left\|\binom{x^{0}+A^{-1} B \phi\left(u^{r}\right)}{u^{0}-u^{r}}\right\|\right. \\
\left.+\left\|v_{1}\right\|_{L^{\infty}\left([0, k \tau+t], U_{e}\right)}+\left\|\pi_{k} v_{2}\right\|_{\ell \infty}\right) \\
\forall k \in \mathbb{Z}_{+}, \forall t \in[0, \tau) . \tag{6.29}
\end{gather*}
$$

In particular, if $v_{1}=0$ and $v_{2}=0$, then $u(k) \rightarrow u^{r}$ as $k \rightarrow \infty$ and $x(t) \rightarrow-A^{-1} B \phi\left(u^{r}\right)$ as $t \rightarrow \infty$, and the rates of convergence are discrete- and continuous-time exponential, respectively. Furthermore, again if $v_{1}=0$ and $v_{2}=0$, then the following statements hold.
(i) There exists $\varepsilon>0$ such that $r-y \in L_{-\varepsilon}^{2}\left(\mathbb{R}_{+}, Y\right)$.
(ii) Under the additional assumptions that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}(H f)(t)=0 \quad \forall f \in P C\left(\mathbb{R}_{+}, U\right) \cap L^{2}\left(\mathbb{R}_{+}, U\right) \text { with } \lim _{t \rightarrow \infty} f(t)=0 \tag{6.30}
\end{equation*}
$$

and, for some $t_{0} \geq 0$,

$$
\begin{equation*}
\mathbf{T}\left(t_{0}\right)\left(A x^{0}+B \phi\left(u^{r}\right)\right) \in X \tag{6.31}
\end{equation*}
$$

$y(t) \rightarrow r$ as $t \rightarrow \infty$.
Remark 6.3.6. (i) We note that the conclusions of Theorem 6.3 .5 hold for any sampling period $\tau>0$.
(ii) If $U$ and $Y$ are finite-dimensional and $H$ is of the form

$$
(H u)(t)=\int_{0}^{t} \mu(d s) u(t-s) \quad \forall t \geq 0, \forall u \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}, \mathbb{C}^{m}\right)
$$

where $\mu$ is a $\mathbb{C}^{p \times m}$-valued Borel measure on $\mathbb{R}_{+}$and $m, p \in \mathbb{N}$ (that is, the impulse response of $H$ is a matrix-valued Borel measure on $\mathbb{R}_{+}$), then it can be shown that (6.30) holds (see [64, Lemma 6.2.4]).
(iii) If $\mathbf{T}$ is an analytic semigroup, then $\mathbf{T}(t)$ maps $X$ to $X_{1}$ for all $t>0$. Hence, in this case, for all $t_{0}>0$, all $x^{0} \in X$, all $r \in R$ and all $u^{r} \in U^{r}$,

$$
\mathbf{T}\left(t_{0}\right)\left(A x^{0}+B \phi\left(u^{r}\right)\right)=A \mathbf{T}\left(t_{0}\right)\left(x^{0}+A^{-1} B \phi\left(u^{r}\right)\right) \in X
$$

that is, (6.31) holds.

The remainder of this section is dedicated to proving Theorem 6.3.5. To that end, we begin with the following lemma.

Lemma 6.3.7. The operator $M: X \rightarrow X_{1}$ defined by

$$
M x:=\int_{0}^{\tau} a(t) \mathbf{T}(t) x d t \quad \forall x \in X,
$$

is in $\mathcal{L}\left(X, X_{1}\right)$.
From property (ii) in (6.24), $M x \in X_{1}$ for all $x \in X$. It is straightforward to show that $M$ is closed, and hence $M \in \mathcal{L}\left(X, X_{1}\right)$ by the closed-graph theorem. Indeed, for an explicit proof, we refer the reader to the proof of [64, Lemma 7.2.1].

In addition to the previous, in order to facilitate the proof of Theorem 6.3.5, we shall also define the operators

$$
\begin{equation*}
A_{\tau}:=\mathbf{T}(\tau), \quad B_{\tau}:=\int_{0}^{\tau} \mathbf{T}(s) B d s, \quad C_{\tau}:=C M, \quad D_{\tau}:=C M A^{-1} B+\mathbf{H}(0) . \tag{6.32}
\end{equation*}
$$

We see that $A_{\tau} \in \mathcal{L}(X)$ and, since $\omega(\mathbf{T})<0, A_{\tau}$ is discrete-time exponentially stable (see Definition 5.1.1). Moreover,

$$
B_{\tau}=(\mathbf{T}(\tau)-I) A^{-1} B \in \mathcal{L}(U, X),
$$

and by rearranging this, we see that

$$
\begin{equation*}
\left(I-A_{\tau}\right)^{-1} B_{\tau}=-A^{-1} B \tag{6.33}
\end{equation*}
$$

By the boundedness of $M$ guaranteed by Lemma 6.3.7, it follows that $C_{\tau} \in \mathcal{L}(X, Y)$ and $D_{\tau} \in \mathcal{L}(U, Y)$. We denote the transfer function of the discrete-time system given by the operators $\left(A_{\tau}, B_{\tau}, C_{\tau}, D_{\tau}\right)$ by $\mathbf{G}_{\tau}$.

The final result that we shall use to prove Theorem 6.3.5 is the next lemma, which is a generalisation of [65, Proposition 3.1].

Lemma 6.3.8. Let $\omega(\mathbf{T})<0, \phi: U \rightarrow U, K \in \mathcal{L}(Y, U), \Gamma \in \mathcal{L}(U), g>0, R \subseteq Y$ feasible, $r \in R, u^{r} \in U^{r}$ and let $\left(A_{\tau}, B_{\tau}, C_{\tau}, D_{\tau}\right)$ be given as in (6.32). Furthermore, let $\left(x^{0}, u^{0}\right) \in X \times U, v_{1} \in L_{\text {loc }}^{\infty}\left(\mathbb{R}_{+}, U_{\mathrm{e}}\right), v_{2} \in U^{\mathbb{Z}_{+}}$, and let ( $x, y, u$ ) be the solution of (6.26). Then

$$
\left.\begin{array}{rl}
\xi^{+} & =A_{\tau} \xi+B_{\tau} \phi(u)+\eta_{1},  \tag{6.34}\\
\zeta & =C_{\tau} \xi+D_{\tau} \phi(u)+\eta_{2},
\end{array}\right\}
$$

where, for all $k \in \mathbb{Z}_{+}, \xi(k):=x(k \tau), \zeta(k)=(\mathcal{S} y)(k)$,

$$
\begin{equation*}
\eta_{1}(k):=\int_{0}^{\tau} \mathbf{T}(\tau-s) B_{\mathrm{e}} v_{1}(s+k \tau) d s, \tag{6.35}
\end{equation*}
$$

and

$$
\begin{align*}
\eta_{2}(k):= & \left.\int_{0}^{\tau} a(t) C_{\Lambda}\left(\int_{0}^{t} \mathbf{T}(t-s) B_{\mathrm{e}} v_{1}(s+k \tau)\right) d s+A^{-1} B_{\mathrm{e}} v_{1}(k \tau+t)\right) d t \\
& +\int_{0}^{\tau} a(t) \mathbf{H}_{\mathrm{e}}(0) v_{1}(k \tau+t) d t . \tag{6.36}
\end{align*}
$$

The following proof is a generalisation of the proof of [65, Proposition 3.1].
Proof of Lemma 6.3.8. We begin by noting that we may, without loss of generality, take $\eta=0$ in (6.26), which we do so. For $k \in \mathbb{Z}_{+}$, we note that

$$
\begin{aligned}
\xi(k+1) & =x((k+1) \tau) \\
& =\mathbf{T}(\tau) x(k \tau)+\int_{k \tau}^{(k+1) \tau} \mathbf{T}((k+1) \tau-s)\left(B \phi(u(k))+B_{\mathrm{e}} v_{1}(s)\right) d s \\
& =A_{\tau} \xi(k)+\int_{0}^{\tau} \mathbf{T}(\tau-s)\left(B \phi(u(k))+B_{\mathrm{e}} v_{1}(s+k \tau)\right) d s \\
& =A_{\tau}+B_{\tau} \phi(u(k))+\eta_{1}(k),
\end{aligned}
$$

which gives the state equation of (6.34). As for the output equation, let us first note that, for all $k \in \mathbb{Z}_{+}$and $t \in[0, \tau)$,

$$
\begin{aligned}
y(k \tau+t)= & C_{\Lambda}\left(x(k \tau+t)+A^{-1} B \phi(u(k))+A^{-1} B_{\mathrm{e}} v_{1}(k \tau+t)\right)+\mathbf{H}(0) \phi(u(k)) \\
& +\mathbf{H}_{\mathrm{e}}(0) v_{1}(k \tau+t) \\
= & C_{\Lambda}\left(\mathbf{T}(t) x(k \tau)+\int_{k \tau}^{k \tau+t} \mathbf{T}(k \tau+t-s)\left(B \phi(u(k))+B_{\mathrm{e}} v_{1}(s)\right) d s\right. \\
& \left.+A^{-1} B \phi(u(k))+A^{-1} B_{\mathrm{e}} v_{1}(k \tau+t)\right) \\
& +\mathbf{H}(0) \phi\left(u(k)+\mathbf{H}_{\mathrm{e}}(0) v_{1}(k \tau+t) .\right.
\end{aligned}
$$

By using a change of variables, this becomes, for all $k \in \mathbb{Z}_{+}$and $t \in[0, \tau)$,

$$
\begin{aligned}
y(k \tau+t)= & C_{\Lambda}\left(\mathbf{T}(t) x(k \tau)+\int_{0}^{t} \mathbf{T}(t-s)\left(B \phi(u(k))+B_{\mathrm{e}} v_{1}(s+k \tau)\right) d s\right. \\
& \left.+A^{-1} B \phi(u(k))+A^{-1} B_{\mathrm{e}} v_{1}(k \tau+t)\right) \\
+ & \mathbf{H}(0) \phi\left(u(k)+\mathbf{H}_{\mathrm{e}}(0) v_{1}(k \tau+t) .\right.
\end{aligned}
$$

Since

$$
\int_{0}^{t} \mathbf{T}(t-s) B \phi(u(k)) d s=A^{-1}(\mathbf{T}(t)-I) B \phi(u(k)) \quad \forall k \in \mathbb{Z}_{+}, \forall t \in[0, \tau)
$$

we see that, for all $k \in \mathbb{Z}_{+}$and $t \in[0, \tau)$,

$$
\begin{aligned}
y(k \tau+t)=C_{\Lambda}( & \mathbf{T}(t) x(k \tau)+\mathbf{T}(t) A^{-1} B \phi(u(k))+\int_{0}^{t} \mathbf{T}(t-s) B_{\mathrm{e}} v_{1}(s+k \tau) d s \\
& \left.+A^{-1} B_{\mathrm{e}} v_{1}(k \tau+t)\right)+\mathbf{H}(0) \phi\left(u(k)+\mathbf{H}_{\mathrm{e}}(0) v_{1}(k \tau+t)\right.
\end{aligned}
$$

Consequently, for all $k \in \mathbb{Z}_{+}$,

$$
\begin{gathered}
\zeta(k)=\int_{0}^{\tau} a(t) C_{\Lambda}\left(\mathbf{T}(t) x(k \tau)+\mathbf{T}(t) A^{-1} B \phi(u(k))+\int_{0}^{t} \mathbf{T}(t-s) B_{\mathrm{e}} v_{1}(s+k \tau) d s\right. \\
\left.+A^{-1} B_{\mathrm{e}} v_{1}(k \tau+t)\right) d t+\int_{0}^{\tau} a(t)\left(\mathbf{H}(0) \phi(u(k))+\mathbf{H}_{\mathrm{e}}(0) v_{1}(k \tau+t)\right) d t .
\end{gathered}
$$

If we now recall that, for all $\xi \in X, \mathbf{T}(t) \xi \in \operatorname{dom}\left(C_{\Lambda}\right)$ for almost all $t \geq 0$, we see that, for all $k \in \mathbb{Z}_{+}$,

$$
\begin{align*}
\zeta(k)= & \int_{0}^{\tau} a(t) C_{\Lambda} \mathbf{T}(t)\left(x(k \tau)+A^{-1} B \phi(u(k))\right) d t \\
& \left.+\int_{0}^{\tau} a(t) C_{\Lambda}\left(\int_{0}^{t} \mathbf{T}(t-s) B_{\mathrm{e}} v_{1}(s+k \tau)\right) d s+A^{-1} B_{\mathrm{e}} v_{1}(k \tau+t)\right) d t \\
& +\int_{0}^{\tau} a(t)\left(\mathbf{H}(0) \phi(u(k))+\mathbf{H}_{\mathrm{e}}(0) v_{1}(k \tau+t)\right) d t . \tag{6.37}
\end{align*}
$$

We pause here and note that

$$
\begin{equation*}
C M z=\int_{0}^{\tau} a(t) C_{\Lambda} \mathbf{T}(t) z d t \quad \forall z \in X \tag{6.38}
\end{equation*}
$$

This is straightforward to prove given the density of $X_{1}$ in $X$ and that $C$ is admissible. (For an explicit proof, see the proof of [64, Equation (7.20)].) By combining (6.37) with (6.38), (6.24), Lemma 6.3.7 and (6.32), we obtain that, for all $k \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\zeta(k) & =C M x(k \tau)+C M A^{-1} B \phi(u(k))+\mathbf{H}(0) \phi(u(k))+\eta_{2}(k) \\
& =C_{\tau} \xi(k)+D_{\tau} \phi(u(k))+\eta_{2}(k) .
\end{aligned}
$$

We have therefore shown that the output equation of (6.34) holds, which completes the proof.

We are now in a position to prove Theorem 6.3.5.
Proof of Theorem 6.3.5. The first part of the current proof is to apply to the discretetime system (6.34) the integral control result Theorem 6.2.5. In order to do so, we first write (6.34) as

$$
\left.\begin{array}{rl}
\xi^{+} & =A_{\tau} \xi+B_{\tau} \phi(u)+\left(\begin{array}{ll}
I & 0
\end{array}\right)\binom{\eta_{1}}{\eta_{2}} \\
\zeta & =C_{\tau} \xi+D_{\tau} \phi(u)+\left(\begin{array}{ll}
0 & I
\end{array}\right)\binom{\eta_{1}}{\eta_{2}} \tag{6.39}
\end{array}\right\}
$$

where $\left(A_{\tau}, B_{\tau}, C_{\tau}, D_{\tau}\right)$ are as in (6.32), and then check that the relevant hypotheses are satisfied. Indeed, $A_{\tau}$ is discrete-time exponentially stable since $\omega(\mathbf{T})<0$, and it is clear that (6.5) holds by the global Lipschitz property of $\phi$. Thus, we only need to verify the feasibility of the set $R$ with respect to (6.39) and that

$$
\begin{equation*}
\sup _{z \in \mathbb{E}}\left\|(z I-(I-\Gamma))^{-1}\right\|\left\|\Gamma-K \mathbf{G}_{\tau}(1)\right\|<1 / L \tag{6.40}
\end{equation*}
$$

which is simply (6.6) in the context of (6.39). From an application of [65, Proposition 3.1], we yield that $\mathbf{G}_{\tau}(1)=\mathbf{H}(0)$. Hence, $R$ is feasible with respect to (6.39), and (6.40) holds from (6.27). We may now apply Theorem 6.2 .5 to yield the existence of $g^{*} \in(0,1]$ such that, for all $g \in\left(0, g^{*}\right)$, there exist constants $c, d>0$ and $\theta \in(0,1)$ such that (6.7) and (6.8) both hold for all $r \in R, u^{r} \in U^{r}$ and $(u, w, v, x, y) \in U^{\mathbb{Z}_{+}} \times$ $U^{\mathbb{Z}_{+}} \times V^{\mathbb{Z}_{+}} \times X^{\mathbb{Z}_{+}} \times Y^{\mathbb{Z}_{+}}$satisfying (6.39).
We now fix $g \in\left(0, g^{*}\right)$ and let $c, d, \theta$ be such described constants. Moreover, let $r \in R$, $u^{r} \in U^{r},\left(x^{0}, u^{0}\right) \in X \times U$ and $v_{1} \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}_{+}, U_{\mathrm{e}}\right), v_{2} \in U^{\mathbb{Z}_{+}}$be given, and let $(x, y, u)$
denote the solution of (6.26). We utilise an application of Lemma 6.3.8 to obtain that (6.39) holds, where, for all $k \in \mathbb{Z}_{+}, \xi(k):=x(k \tau), \zeta(k)=(\mathcal{S} y)(k), \eta_{1}(k)$ is given by (6.35) and $\eta_{2}(k)$ is given by (6.36). From an application of Lemma 6.3.8 and the previous application of Theorem 6.2.5,

$$
\left.\begin{array}{rl}
\left\|\binom{\xi(k)-\left(I-A_{\tau}\right)^{-1} B_{\tau} \phi\left(u^{r}\right)}{u(k)-u^{r}}\right\| \leq c( & \theta^{k}\left\|\binom{x^{0}-\left(I-A_{\tau}\right)^{-1} B_{\tau} \phi\left(u^{r}\right)}{u^{0}-u^{r}}\right\| \\
& +\max _{s \in \underline{k-1}}\left\|\left(\begin{array}{c}
\eta_{1}(s) \\
\eta_{2}(s) \\
v_{2}(s)
\end{array}\right)\right\| \tag{6.41}
\end{array}\right) \quad \forall k \in \mathbb{N},
$$

where, for all $k \in \mathbb{Z}_{+}, \xi(k):=x(k \tau), \zeta(k)=(\mathcal{S} y)(k)$, and $\eta_{1}(k)$ and $\eta_{2}(k)$ are given by (6.35) and (6.36), respectively. To establish (6.28), we give two bounds of $\eta_{1}$ and $\eta_{2}$ in terms of $v_{1}$. First, the admissibility of $B_{\mathrm{e}}$ yields the existence of $\kappa>0$ (independent of $v_{1}$ ) such that

$$
\begin{align*}
\left\|\int_{0}^{t} \mathbf{T}(t-s) B_{\mathrm{e}} v_{1}(k \tau+s) d s\right\| & \leq \kappa\left\|v_{1}\right\|_{L^{2}\left([k \tau, k \tau+t], U_{\mathrm{e}}\right)} \\
& \leq \kappa \sqrt{\tau}\left\|v_{1}\right\|_{L^{\infty}\left([k \tau, k \tau+t], U_{\mathrm{e}}\right)} \quad \forall k \in \mathbb{Z}_{+}, \forall t \in[0, \tau) . \tag{6.42}
\end{align*}
$$

Whence

$$
\begin{equation*}
\left\|\pi_{k-1} \eta_{1}\right\|_{\ell \infty} \leq \kappa \sqrt{\tau}\left\|v_{1}\right\|_{L^{\infty}\left([0, k \tau], U_{e}\right)} \quad \forall k \in \mathbb{N} . \tag{6.43}
\end{equation*}
$$

We now seek to prove the existence of $d_{1}>0$ (independent of $v_{1}$ ) such that

$$
\begin{equation*}
\left\|\pi_{k-1} \eta_{2}\right\|_{\ell \infty} \leq d_{1}\left\|v_{1}\right\|_{L^{\infty}\left([0, k \tau], U_{\mathrm{e}}\right)} \quad \forall k \in \mathbb{N} \tag{6.44}
\end{equation*}
$$

To this end, by writing

$$
\left.\tilde{w}(t):=C_{\Lambda}\left(\int_{0}^{t} \mathbf{T}(t-s) B_{\mathrm{e}} v_{1}(s+k \tau)\right) d s+A^{-1} B_{\mathrm{e}} v_{1}(k \tau+t)\right)+\mathbf{H}_{\mathrm{e}}(0) v_{1}(k \tau+t)
$$

we see that $\tilde{w}$ is the output of an exponentially stable well-posed system with zero initial condition. Hence, there exists $d_{2}>0$ such that

$$
\|\tilde{w}\|_{L^{2}([0, \tau])} \leq d_{2}\left\|v_{1}\right\|_{L^{2}([k \tau,(k+1) \tau])} \leq d_{2} \sqrt{\tau}\left\|v_{1}\right\|_{L^{\infty}([k \tau,(k+1) \tau])}
$$

By use of Hölder's inequality, we then obtain from (6.36) that, for all $k \in \mathbb{Z}_{+}$,

$$
\left\|\eta_{2}(k)\right\| \leq\|a\|_{L^{2}([0, \tau))}\|\tilde{w}\|_{L^{2}([0, \tau])} \leq d_{1}\left\|v_{1}\right\|_{L^{\infty}([k \tau,(k+1) \tau])}
$$

where $d_{1}:=d_{2} \sqrt{\tau}\|a\|_{L^{2}([0, \tau])}>0$. It is thus evident that (6.44) holds. Continuing with the proof, by combining (6.41) with (6.43) and (6.44), we see that

$$
\begin{align*}
&\left\|\binom{\xi(k)-\left(I-A_{\tau}\right)^{-1} B_{\tau} \phi\left(u^{r}\right)}{u(k)-u^{r}}\right\| \leq c_{1}\left(\theta^{k}\left\|\binom{x^{0}-\left(I-A_{\tau}\right)^{-1} B_{\tau} \phi\left(u^{r}\right)}{u^{0}-u^{r}}\right\|\right. \\
&\left.+\left\|v_{1}\right\|_{L^{\infty}\left([0, k \tau], U_{e}\right)}+\left\|\pi_{k-1} v_{2}\right\|_{\ell \infty}\right) \\
& \forall k \in \mathbb{N}, \tag{6.45}
\end{align*}
$$

where $c_{1}:=\sqrt{3} c\left(\kappa \sqrt{\tau}+d_{1}+1\right)>0$. As a consequence of this, (6.28) holds.
We proceed to derive (6.29). To this end, we note that, for each $k \in \mathbb{N}$ and $t \in[0, \tau)$,

$$
\begin{align*}
& x(k \tau+t)=\mathbf{T}(t) x(k \tau)+\int_{k \tau}^{k \tau+t} \mathbf{T}(k \tau+t-s)\left(B \phi(u(k))+B_{\mathrm{e}} v_{1}(s)\right) d s \\
& \quad=\mathbf{T}(t) x(k \tau)+\int_{0}^{t} \mathbf{T}(s)\left(B \phi(u(k)) d s+\int_{0}^{t} \mathbf{T}(t-s) B_{\mathrm{e}} v_{1}(k \tau+s)\right) d s \\
& \left.\quad=\mathbf{T}(t) x(k \tau)+(\mathbf{T}(t)-I) A^{-1} B \phi(u(k))+\int_{0}^{t} \mathbf{T}(t-s) B_{\mathrm{e}} v_{1}(k \tau+s)\right) d s . \tag{6.46}
\end{align*}
$$

Therefore, taking norms in (6.46) and invoking (6.42), we see that

$$
\begin{aligned}
& \left\|x(k \tau+t)+A^{-1} B \phi\left(u^{r}\right)\right\| \leq\|\mathbf{T}(t)\|\left\|x(k \tau)+A^{-1} B \phi(u(k))\right\| \\
& \quad+\left\|A^{-1} B\left(\phi\left(u^{r}\right)-\phi(u(k))\right)\right\|+\kappa \sqrt{\tau}\left\|v_{1}\right\|_{L^{\infty}\left([k \tau, k \tau+t], U_{\mathrm{e}}\right)} \quad \forall k \in \mathbb{Z}_{+}, \forall t \in[0, \tau) .
\end{aligned}
$$

With this in mind, if we define the positive constants $\mu_{1}, \mu_{2}$ by

$$
\mu_{1}:=\sup _{t \in[0, \tau]}\|\mathbf{T}(t)\|<\infty \quad \text { and } \quad \mu_{2}:=\left\|A^{-1} B\right\|<\infty,
$$

and recall the Lipschitz property of $\phi$, we obtain that

$$
\begin{align*}
\left\|x(k \tau+t)+A^{-1} B \phi\left(u^{r}\right)\right\| \leq & \mu_{1}\left\|x(k \tau)+A^{-1} B \phi\left(u^{r}\right)\right\|+\mu_{2} L\left(1+\mu_{1}\right)\left\|u^{r}-u(k)\right\| \\
& +\kappa \sqrt{\tau}\left\|v_{1}\right\|_{L^{\infty}\left([k \tau, k \tau+t], U_{e}\right)} \quad \forall k \in \mathbb{Z}_{+}, \forall t \in[0, \tau) . \tag{6.47}
\end{align*}
$$

Set $\gamma:=-(\ln \theta) / \tau$ and $\mu_{3}:=e^{\gamma \tau}$. We then have that

$$
\begin{equation*}
\theta^{k}=\mu_{3} e^{-\gamma(k+1) \tau} \leq \mu_{3} e^{-\gamma(k \tau+t)} \quad \forall k \in \mathbb{Z}_{+}, \forall t \in[0, \tau) . \tag{6.48}
\end{equation*}
$$

Combining (6.45) with (6.33), (6.47) and (6.48) gives (6.29), where $c_{2}$ is a positive constant independent of $r, u^{r}, x^{0}, u^{0}, v_{1}$ and $v_{2}$.
We next prove statement (i). To this end, let $v_{1}=0$ and $v_{2}=0$, let $\rho \in(\theta, 1)$ and let $\delta_{1}:=-(\ln \rho) / \tau>0$. We compute that

$$
\begin{aligned}
\int_{0}^{\infty}\left\|e^{\delta_{1} t}\left(\mathcal{H}(\phi(u))(t)-\phi\left(u^{r}\right)\right)\right\|^{2} d t & =\sum_{k=0}^{\infty} \int_{k \tau}^{(k+1) \tau}\left\|e^{\delta_{1} t}\left(\phi(u(k))-\phi\left(u^{r}\right)\right)\right\|^{2} d t \\
& =\left(\int_{0}^{\tau} e^{2 \delta_{1} t} d t\right) \sum_{k=0}^{\infty} e^{2 \delta_{1} k \tau}\left\|\phi(u(k))-\phi\left(u^{r}\right)\right\|^{2} \\
& =\frac{1}{2 \delta_{1}}\left(e^{2 \delta_{1} \tau}-1\right) \sum_{k=0}^{\infty} \rho^{-2 k}\left\|\phi(u(k))-\phi\left(u^{r}\right)\right\|^{2} \\
& \leq b \frac{1}{2 \delta_{1}}\left(e^{2 \delta_{1} \tau}-1\right) \sum_{k=0}^{\infty}\left(\rho^{-1} \theta\right)^{2 k} \\
& <\infty,
\end{aligned}
$$

where $b>0$ is guaranteed to exist by (6.28) and the Lipschitz property of $\phi$. Hence,

$$
\begin{equation*}
\mathcal{H}(\phi(u))-\phi\left(u^{r}\right) \in L_{-\delta_{1}}^{2}\left(\mathbb{R}_{+}, U\right) . \tag{6.49}
\end{equation*}
$$

Continuing, we have that

$$
\begin{align*}
y(t)-r & =C_{\Lambda} \mathbf{T}(t) x^{0}+H(\mathcal{H}(\phi(u)))(t)-\mathbf{H}(0) \phi\left(u^{r}\right) \\
& =C_{\Lambda} \mathbf{T}(t) x^{0}+H\left(\mathcal{H}(\phi(u))-\phi\left(u^{r}\right)\right)(t)+H\left(\phi\left(u^{r}\right)\right)(t)-\mathbf{H}(0) \phi\left(u^{r}\right) \text { a.e. } t \geq 0, \tag{6.50}
\end{align*}
$$

where we view $\phi\left(u^{r}\right)$ as a constant function in $L_{\text {loc }}^{2}\left(\mathbb{R}_{+}, U\right)$, and have used that $r=$ $\mathbf{H}(0) \phi\left(u^{r}\right)$. In addition, by noting that the Laplace transform of $H\left(\phi\left(u^{r}\right)\right)-\mathbf{H}(0) \phi\left(u^{r}\right)$ is

$$
\frac{1}{s}(\mathbf{H}(s)-\mathbf{H}(0)) \phi\left(u^{r}\right) \quad \forall s \in \mathbb{C}_{\omega(\mathbf{T})}
$$

we obtain, by exponential stability, the existence of $\delta_{2}>0$ such that

$$
s \mapsto \frac{1}{s}(\mathbf{H}(s)-\mathbf{H}(0)) \phi\left(u^{r}\right) \in H^{2}\left(\mathbb{C}_{-\delta_{2}}, Y\right)
$$

The Payley-Wiener theorem (see, for example, [118, Theorem 10.3.4]) then gives that

$$
\begin{equation*}
H\left(\phi\left(u^{r}\right)\right)-\mathbf{H}(0) \phi\left(u^{r}\right) \in L_{-\delta_{2}}^{2}\left(\mathbb{R}_{+}, Y\right) \tag{6.51}
\end{equation*}
$$

Furthermore, using (6.49) and the fact that $H \in \mathcal{L}\left(L_{\alpha}^{2}\left(\mathbb{R}_{+}, U\right), L_{\alpha}^{2}\left(\mathbb{R}_{+}, Y\right)\right)$ for every $\alpha>\omega(\mathbf{T})$, we see that

$$
\begin{equation*}
H\left(\mathcal{H}(\phi(u))-\phi\left(u^{r}\right)\right) \in L_{-\delta_{3}}^{2}\left(\mathbb{R}_{+}, Y\right) \tag{6.52}
\end{equation*}
$$

for some $\delta_{3} \in(0,-\omega(\mathbf{T}))$. Upon recalling that $C_{\Lambda} \mathbf{T} x^{0} \in L_{\alpha}^{2}\left(\mathbb{R}_{+}, Y\right)$ for all $\alpha>\omega(\mathbf{T})$, if we combine (6.51) and (6.52) with (6.50), we arrive at $y-r \in L_{-\varepsilon}^{2}\left(\mathbb{R}_{+}, Y\right)$ where $\varepsilon:=\min \left\{\delta_{2}, \delta_{3}\right\}$, hence giving statement (i).
To prove statement (ii), we now additionally assume that (6.30) and (6.31) hold. We first note that, by (6.50), we have

$$
y-r=e_{1}+e_{2}
$$

where

$$
e_{1}:=C_{\Lambda} \mathbf{T} x^{0}+H\left(\phi\left(u^{r}\right)\right)-\mathbf{H}(0) \phi\left(u^{r}\right) \quad \text { and } \quad e_{2}:=H\left(\mathcal{H}(\phi(u))-\phi\left(u^{r}\right)\right) .
$$

Using [118, Statement (iii) of Theorem 4.4.2 ], we obtain that the Laplace transform of $e_{1}$, which we denote by $\hat{e}_{1}$, is given by

$$
\begin{equation*}
\hat{e}_{1}(s)=C(s I-A)^{-1} x^{0}+\frac{1}{s}(\mathbf{H}(s)-\mathbf{H}(0)) \phi\left(u^{r}\right) \quad \forall s \in \mathbb{C}_{\omega(\mathbf{T})} . \tag{6.53}
\end{equation*}
$$

Moreover, [118, Theorem 4.6.7] yields that

$$
\frac{1}{s}(\mathbf{H}(s)-\mathbf{H}(0)) \phi\left(u^{r}\right)=C(s I-A)^{-1} A^{-1} B \phi\left(u^{r}\right) \quad \forall s \in \mathbb{C}_{\omega(\mathbf{T})} .
$$

Combining this with (6.53) gives

$$
\hat{e}_{1}(s)=C(s I-A)^{-1} A^{-1}\left(A x_{0}+B \phi\left(u^{r}\right)\right) \quad \forall s \in \mathbb{C}_{\omega(\mathbf{T})} .
$$

Consequently,

$$
e_{1}(t)=C_{\Lambda} \mathbf{T}(t) A^{-1}\left(A x_{0}+B \phi\left(u^{r}\right)\right)=C A^{-1} \mathbf{T}\left(t-t_{0}\right) \mathbf{T}\left(t_{0}\right)\left(A x_{0}+B \phi\left(u^{r}\right)\right) \quad \forall t \geq t_{0}
$$

Combining (6.31) with the exponential stability of $\mathbf{T}$, we see that $\lim _{t \rightarrow \infty} e_{1}(t)=0$.
Finally, we invoke (6.30) to yield that $\lim _{t \rightarrow \infty} e_{2}(t)=0$, hence completing the proof.

### 6.4 Notes and references

The papers from the literature that are the most relevant to the main results of this chapter, are [48] and [65]. We now proceed to discuss similarities and differences. To begin with, as already commented on, the content of Section 6.2 is a discrete-time analogue of the finite-dimensional, continuous-time work achieved in [48]. In particular, Theorem 6.2.5 and Lemma 6.2.7 are infinite-dimensional discrete-time generalisations of [48, Theorem 4] and [48, Lemma 6], respectively. As for Section 6.3, the main result, Theorem 6.3.5, is partly inspired by [65, Theorem 3.2]. In [65], an adaptive control law is considered in feedback, via sample- and hold- operations, with a wellposed linear system. We comment that the system investigated in [65] does not involve input nonlinearities, nor external disturbances, which majorly differs from the system (6.26) under consideration presently. The inclusion of the external disturbances and the input nonlinearities, complicates the analysis. For more comparison on this, we refer the reader to the proofs of [65, Proposition 3.1 and Theorem 3.2] and Theorem 6.3.5. Due to the differences in the systems under consideration, we comment that [65, Theorem 3.2] does not provide explicit stability estimates as we do in (6.28) and (6.29). Thus, the most similar part of Theorem 6.3.5 to [65, Theorem 3.2] concerns the output convergence and the additional assumptions utilised to achieve it. It is this from where we draw our inspiration. Indeed, the final part of the proof of Theorem 6.3.5 follows a method employed in the proof of [65, Theorem 3.2].

## Appendices

## Appendix A

## Discrete-time ISS Lyapunov functions

In this appendix, we give the proof of Proposition 2.2.9, which asserts that the existence of an ISS-Lyapunov function (see Definition 2.2.8) is sufficient for (2.17) being ISS (see Definition 2.2.5).

In order to prove Proposition 2.2.9, we generalise the proof of [106, Proposition 5.2.4] to our current setting. To this end, we begin by first highlighting an equivalent definition of ISS. Indeed, let $\Sigma \in \mathbb{L}$ and $f: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$, and note that $\max \{a, b\} \leq a+b \leq 2 \max \{a, b\}$ for all $a, b \in \mathbb{R}$. It is therefore clear that (2.17) being ISS is equivalent to the existence of $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that

$$
\begin{equation*}
\|x(t)\| \leq \max \left\{\psi(\|x(0)\|, t), \phi\left(\max _{s \in \underline{t-1}}\left\|\binom{v(s)}{w(s)}\right\|\right)\right\} \quad \forall t \in \mathbb{N}, \forall(v, w, x, y) \in \mathcal{B} \tag{A.1}
\end{equation*}
$$

The following proof is a generalisation of [106, Proposition 5.2.4].
Proof of Proposition 2.2.9. Let $V: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$be an ISS-Lyapunov function of (2.17) and let $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4} \in \mathcal{K}_{\infty}$ be such that (2.25) holds and (2.26) holds for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{N}$. Note that, from Lemma 2.1.2, $\alpha_{1}^{-1}, \alpha_{2}^{-1} \in \mathcal{K}_{\infty}$. Hence, from (2.25),

$$
\begin{equation*}
\|\xi\| \leq \alpha_{1}^{-1}(V(\xi)) \quad \text { and } \quad \alpha_{2}^{-1}(V(\xi)) \leq\|\xi\| \quad \forall \xi \in \mathbb{R}^{n} \tag{A.2}
\end{equation*}
$$

By combining this with the equivalent definition of ISS given by (A.1), in order to prove the proposition it suffices to show that there exist $\psi \in \mathcal{K} \mathcal{L}$ and $\phi \in \mathcal{K}$ such that

$$
\begin{align*}
& V(x(t+1)) \leq \max \left\{\psi(V(x(0)), t+1), \phi\left(\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right)\right\} \\
& \forall t \in \mathbb{Z}_{+}, \forall(v, w, x, y) \in \mathcal{B} \tag{A.3}
\end{align*}
$$

and that $\psi$ and $\phi$ only depend on $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and $\alpha_{4}$. Indeed, this is what we shall do. To this end, note that, from (2.26) and (A.2), for all $(v, w, x, y) \in \mathcal{B}$ and all $t \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
V(x(t+1))-V(x(t)) \leq-\alpha_{3}\left(\alpha_{2}^{-1}(V(x(t)))\right)+\alpha_{4}\left(\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right) \tag{A.4}
\end{equation*}
$$

An application of [106, Lemma 5.1.6] gives the existence of $\alpha \in \mathcal{K}_{\infty}$ such that $\alpha(s) \leq$ $\alpha_{3}\left(\alpha_{2}^{-1}(s)\right)$ for all $s \in \mathbb{R}_{+}$, and id $-\alpha \in \mathcal{K}_{\infty}$. Moreover, [106, Lemma 5.1.7] gives the existence of $\rho, \phi \in \mathcal{K}_{\infty}$ such that $\rho(s)<s$ for all $s>0$, and (id $\left.-\alpha\right)\left(s_{1}\right)+\alpha_{4}\left(s_{2}\right) \leq$ $\max \left\{\rho\left(s_{1}\right), \phi\left(s_{2}\right)\right\}$ for all $s_{1}, s_{2} \geq 0$. Hence, from (A.4), we see that, for all $(v, w, x, y) \in$ $\mathcal{B}$ and all $t \in \mathbb{N}$,

$$
\begin{aligned}
& V(x(t+1)) \leq(\operatorname{id}-\alpha)\left(V(x(t))+\alpha_{4}\left(\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right)\right. \\
& \quad \leq \max \left\{\rho(V(x(t))), \phi\left(\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right)\right\} \\
& \quad \leq \max \left\{\rho\left(\max \left\{\rho(V(x(t-1))), \phi\left(\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right)\right\}\right), \phi\left(\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right)\right\} \\
& \quad \leq \max \left\{\rho^{2}(V(x(t-1))), \phi\left(\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right)\right\} \\
& \quad \vdots \\
& \quad \leq \max \left\{\rho^{t+1}(V(x(0))), \phi\left(\max _{s \in \underline{t}}\left\|\binom{v(s)}{w(s)}\right\|\right)\right\}
\end{aligned}
$$

In view of (A.3), to conclude the proof, it suffices to prove that $\psi: \mathbb{R}_{+} \times \mathbb{Z}_{+} \rightarrow \mathbb{R}_{+}$, defined by $\psi(s, t):=\rho^{t}(s)$ for all $(s, t) \in \mathbb{R}_{+} \times \mathbb{Z}_{+}$, is a $\mathcal{K} \mathcal{L}$ function. To that end, it is clear that for each fixed $t \in \mathbb{Z}_{+}, \psi(\cdot, t) \in \mathcal{K}$. Moreover, for $s>0$ fixed, we have $0<\rho^{t}(s)<\rho^{t-1}(s)<\cdots<s$, since $\rho(s)<s$. Also, since the sequence $\left(\rho^{t}(s)\right)_{t \in \mathbb{Z}_{+}}$ is bounded below and decreasing, it has a limit. This limit is 0 , since otherwise, $\lim _{t \rightarrow \infty} \rho^{t}(s)>\rho\left(\lim _{t \rightarrow \infty} \rho^{t}(s)\right)=\lim _{t \rightarrow \infty} \rho^{t}(s)$, which is a contradiction. Therefore, $\psi \in \mathcal{K} \mathcal{L}$. Finally, we note that $\psi$ and $\phi$ depend only upon $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and $\alpha_{4}$.

## Appendix B

## A convergence property of asymptotically stable equilibria

In this appendix, we concern ourselves with the discrete-time non-linear control system:

$$
\begin{equation*}
x^{+}=g(x, v), \quad x(0)=x^{0} \in \mathbb{R}^{n} \tag{B.1}
\end{equation*}
$$

where $v \in\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}, g: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is continuous and $n, m \in \mathbb{N}$. For given $x^{0} \in \mathbb{R}^{n}$ and $v \in\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$, we denote by $x\left(\cdot ; x^{0}, v\right)$ the unique solution of (B.1). Moreover, for $\zeta \in \mathbb{R}^{m}$, we will abuse notation and write $x\left(\cdot ; x^{0}, \zeta\right)=x\left(\cdot ; x^{0}, t \mapsto \zeta\right)$.

The aim of this appendix is to give a discrete-time analogue of [112, Theorem 1]. We used this discrete-time result in the proof of Theorem 2.3.16 in Chapter 2. In order for us to present the theorem, we first give the following definitions associated with (B.1).

Definition B.0.1. (i) We say that $\left(v^{\infty}, x^{\infty}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{n}$ is an equilibrium pair of (B.1), if $x^{\infty}=g\left(x^{\infty}, v^{\infty}\right)$.
(ii) We say that an equilibrium pair $\left(v^{\infty}, x^{\infty}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{n}$ is stable if for all $\varepsilon>0$, there exists $\delta>0$ such that, for all $x^{0} \in \mathbb{R}^{n}$ with $\left\|x^{0}-x^{\infty}\right\| \leq \delta$, it follows that $\left\|x\left(t ; x^{0}, v^{\infty}\right)-x^{\infty}\right\| \leq \varepsilon$ for all $t \in \mathbb{Z}_{+}$. Moreover, $\left(v^{\infty}, x^{\infty}\right)$ is attractive if there exists $\delta>0$ such that, for all $x^{0} \in \mathbb{R}^{n}$ with $\left\|x^{0}-x^{\infty}\right\| \leq \delta$,

$$
\left\|x\left(t ; x^{0}, v^{\infty}\right)-x^{\infty}\right\| \rightarrow 0 \text { as } t \rightarrow \infty
$$

We say that $\left(v^{\infty}, x^{\infty}\right)$ is asymptotically stable if it is both stable and attractive.
(iii) The domain of attraction of an asymptotically stable equilibrium pair $\left(v^{\infty}, x^{\infty}\right)$ is

$$
\mathcal{O}\left(v^{\infty}, x^{\infty}\right):=\left\{x^{0} \in \mathbb{R}^{n}:\left\|x\left(t ; x^{0}, v^{\infty}\right)-x^{\infty}\right\| \rightarrow 0 \text { as } t \rightarrow \infty\right\}
$$

When the context is clear, we shall simply write $\mathcal{O}$ instead of $\mathcal{O}\left(v^{\infty}, x^{\infty}\right)$.
(iv) For $\mathcal{C}$, a compact set in $\mathbb{R}^{n}$, and $\left(x^{0}, v\right) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$, we say that $x\left(\cdot ; x^{0}, v\right)$ is $\mathcal{C}$-recurrent, if for all $T \in \mathbb{Z}_{+}$, there exists $t \in \bar{T}$ such that $x\left(t ; x^{0}, v\right) \in \mathcal{C}$.

We may now present the aformentioned theorem, which is a discrete-time analogue of [112, Theorem 1].

Theorem B.0.2. Let $\left(v^{\infty}, x^{\infty}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{n}$ be an asymptotically stable equilibrium pair of (B.1). Furthermore, let $\mathcal{C}$ be a compact set in $\mathcal{O}, v \in\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}, x^{0} \in \mathbb{R}^{n}$ and $x\left(\cdot ; x^{0}, v\right)$ $a \mathcal{C}$-recurrent solution of (B.1). If $\lim _{t \rightarrow \infty} v(t)=v^{\infty}$, then $\lim _{t \rightarrow \infty} x\left(t ; x^{0}, v\right)=x^{\infty}$.

To prove the above theorem, we shall proceed analogously to that done in [112]. Since the proof uses several preliminary results, we collect these, and the proof itself, in the following section.

## B. 1 Proof of Theorem B.0.2

We begin with the following two lemmas, which each provide a useful property of (B.1).
Lemma B.1.1. Let $T \in \mathbb{Z}_{+}$. Then for all $\varepsilon>0$ and all $\left(x_{1}^{0}, v\right) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$, there exists $\delta>0$ such that, for all $\left(x_{2}^{0}, w\right) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$satisfying $\left\|x_{1}^{0}-x_{2}^{0}\right\|+$ $\max _{s \in \underline{T}}\|v(s)-w(s)\| \leq \delta$,

$$
\left\|x\left(t ; x_{1}^{0}, v\right)-x\left(t ; x_{2}^{0}, w\right)\right\| \leq \varepsilon \quad \forall t \in \underline{T} .
$$

Proof. Let $\left(x_{1}^{0}, v\right) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$and $\varepsilon>0$. We shall first show that for all $t \in \mathbb{Z}_{+}$, $\left(P_{t}\right)$ holds, where $\left(P_{t}\right)$ denotes the property: for every $\tilde{\varepsilon}>0$, there exists $\delta_{t, \tilde{\varepsilon}}>0$ such that, for all $\left(x_{2}^{0}, w\right) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$satisfying $\left\|x_{1}^{0}-x_{2}^{0}\right\|+\max _{s \in \underline{\underline{L}}}\|v(s)-w(s)\| \leq \delta_{t, \tilde{\varepsilon}}$,

$$
\left\|x\left(t ; x_{1}^{0}, v\right)-x\left(t ; x_{2}^{0}, w\right)\right\| \leq \tilde{\varepsilon}
$$

To prove that $\left(P_{t}\right)$ holds for all $t \in \mathbb{Z}_{+}$, we utilise an inductive argument. The case $t=0$ is trivial and is hence omitted. Now assume that $\left(P_{t}\right)$ holds for some $t \in \mathbb{Z}_{+}$. Fix $\tilde{\varepsilon}>0$ and note that, since $g$ is continuous at $\left(x\left(t ; x_{1}^{0}, v\right), v(t)\right)$, there exists $\tilde{\delta}>0$ such that

$$
\begin{equation*}
\left\|g\left(x\left(t ; x_{1}^{0}, v\right), v(t)\right)-g(\xi, \zeta)\right\| \leq \tilde{\varepsilon} \tag{B.2}
\end{equation*}
$$

for all $(\xi, \zeta) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$ such that $\left\|x\left(t ; x_{1}^{0}, v\right)-\xi\right\|+\|v(t)-\zeta\| \leq \tilde{\delta}$. Moreover, since $\left(P_{t}\right)$ holds, there exists $\delta_{t, \tilde{\delta} / 2}>0$ such that, for all $\left(x_{2}^{0}, w\right) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$satisfying $\left\|x_{1}^{0}-x_{2}^{0}\right\|+\max _{s \in \underline{\underline{E}}}\|v(s)-w(s)\| \leq \delta_{t, \tilde{\delta} / 2}$,

$$
\left\|x\left(t ; x_{1}^{0}, v\right)-x\left(t ; x_{2}^{0}, w\right)\right\| \leq \frac{\tilde{\delta}}{2}
$$

Whence, by setting $\delta_{t+1, \tilde{\varepsilon}}:=\min \left\{\tilde{\delta} / 2, \delta_{t, \tilde{\delta} / 2}\right\}>0$ and by combining this with (B.2), we yield that, for all $\left(x_{2}^{0}, w\right) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$satisfying $\left\|x_{1}^{0}-x_{2}^{0}\right\|+\max _{s \in t+1}\|v(s)-w(s)\| \leq$ $\delta_{t+1, \tilde{\varepsilon}}$,

$$
\left\|x\left(t+1 ; x_{1}^{0}, v\right)-x\left(t+1 ; x_{2}^{0}, w\right)\right\|=\left\|g\left(x\left(t ; x_{1}^{0}, v\right), v(t)\right)-g\left(x\left(t ; x_{2}^{0}, w\right), w(t)\right)\right\| \leq \tilde{\varepsilon}
$$

Therefore, $\left(P_{t+1}\right)$ holds, and via induction, $\left(P_{t}\right)$ holds for all $t \in \mathbb{Z}_{+}$. By simply setting

$$
\delta:=\min \left\{\delta_{0, \varepsilon}, \ldots, \delta_{T, \varepsilon}\right\}>0,
$$

we complete the proof.
Lemma B.1.2. Let $\left(x^{0}, v\right) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$. Then

$$
x\left(t+T ; x^{0}, v\right)=x\left(t ; x\left(T ; x^{0}, v\right), \Lambda_{T} v\right) \quad \forall t, T \in \mathbb{Z}_{+} .
$$

Proof. Fix $T \in \mathbb{Z}_{+}$. We shall induct on $t \in \mathbb{Z}_{+}$. The case $t=0$ is trivial and is thus omitted. Now assume that $x\left(t+T ; x^{0}, v\right)=x\left(t ; x\left(T ; x^{0}, v\right), \Lambda_{T} v\right)$ for some $t \in \mathbb{Z}_{+}$. From (B.1), we then have that

$$
\begin{aligned}
x\left(t+1+T ; x^{0}, v\right) & =g\left(x\left(t+T ; x^{0}, v\right), v(t+T)\right) \\
& =g\left(x\left(t ; x\left(T ; x^{0}, v\right), \Lambda_{T} v\right),\left(\Lambda_{T} v\right)(t)\right) \\
& =x\left(t+1 ; x\left(T ; x^{0}, v\right), \Lambda_{T} v\right)
\end{aligned}
$$

The proof is whence complete.
The following asserts that the domain of attraction is an open set. It is well-known in the continuous-time setting (see, for example, [77, Exercise 5.14]), but it is difficult to find a proof for our discrete-time setting. We thus provide a proof for completeness.

Lemma B.1.3. Let $\left(v^{\infty}, x^{\infty}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{n}$ be an asymptotically stable equilibrium pair of (B.1). Then $\mathcal{O}$ is an open subset of $\mathbb{R}^{n}$.

Proof. We begin by noting that there exists $\delta_{1}>0$ such that, for all $\xi \in \mathbb{R}^{n}$ satisfying $\left\|\xi-x^{\infty}\right\|<\delta_{1}$,

$$
\begin{equation*}
\left\|x\left(t ; \xi, v^{\infty}\right)-x^{\infty}\right\| \rightarrow 0 \text { as } t \rightarrow \infty \tag{B.3}
\end{equation*}
$$

Indeed, this is due to the asymptotic stability of $\left(v^{\infty}, x^{\infty}\right)$. Let $x^{0} \in \mathcal{O}$. We shall show that there is a open neighbourhood around $x^{0}$ which is contained in $\mathcal{O}$. To this end, we begin by highlighting that, since $x^{0} \in \mathcal{O}$, there exists $T \in \mathbb{Z}_{+}$such that

$$
\begin{equation*}
\left\|x\left(t+T ; x^{0}, v^{\infty}\right)-x^{\infty}\right\|<\frac{\delta_{1}}{2} \quad \forall t \in \mathbb{Z}_{+} \tag{B.4}
\end{equation*}
$$

Moreover, an application of Lemma B.1.1 yields the existence of $\delta>0$ such that, for all $\xi \in \mathbb{R}^{n}$ satisfying $\left\|\xi-x^{0}\right\|<\delta$,

$$
\begin{equation*}
\left\|x\left(t ; x^{0}, v^{\infty}\right)-x\left(t ; \xi, v^{\infty}\right)\right\|<\frac{\delta_{1}}{2} \quad \forall t \in \underline{T} \tag{B.5}
\end{equation*}
$$

Therefore, for $\xi \in \mathbb{R}^{n}$ such that $\left\|\xi-x^{0}\right\|<\delta$, a combination of (B.4) and (B.5) yields

$$
\left\|x\left(T ; \xi, v^{\infty}\right)-x^{\infty}\right\| \leq\left\|x\left(T ; \xi, v^{\infty}\right)-x\left(T ; x^{0}, v^{\infty}\right)\right\|+\left\|x\left(T ; x^{0}, v^{\infty}\right)-x^{\infty}\right\|<\delta_{1}
$$

By invoking (B.3) and recalling Lemma B.1.2, we see therefore that

$$
\left\|x\left(t+T ; \xi, v^{\infty}\right)-x^{\infty}\right\|=\left\|x\left(t ; x\left(T ; \xi, v^{\infty}\right), v^{\infty}\right)-x^{\infty}\right\| \rightarrow 0 \text { as } t \rightarrow \infty
$$

Whence, we see that $\xi \in \mathcal{O}$ for all $\xi \in \mathbb{R}^{n}$ such that $\left\|\xi-x^{0}\right\|<\delta$, completing the proof.

We now present a discrete-time analogue of [112, Lemma II.1].
Lemma B.1.4. Let $\left(v^{\infty}, x^{\infty}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{n}$ be an asymptotically stable equilibrium pair of (B.1). Then for every compact set $\mathcal{C} \subseteq \mathcal{O}$, every $T \in \mathbb{Z}_{+}$and every $\varepsilon>0$, there exists $\delta>0$ such that, for all $\left(x^{0}, v\right) \in \mathcal{C} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$satisfying $\max _{s \in \underline{T}}\left\|v(s)-v^{\infty}\right\| \leq \delta$,

$$
\left\|x\left(t ; x^{0}, v\right)-x\left(t ; x^{0}, v^{\infty}\right)\right\| \leq \varepsilon \quad \forall t \in \underline{T} .
$$

Proof. Let $\mathcal{C} \subseteq \mathcal{O}$ be a compact set, $T \in \mathbb{Z}_{+}$and $\varepsilon>0$. We begin with an application of Lemma B.1.1 to yield, for each $\xi \in \mathcal{C}$, the existence of $\delta_{\xi}>0$ such that, for all $\left(x^{0}, v\right) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$satisfying $\left\|x^{0}-\xi\right\|+\max _{s \in \underline{T}}\left\|v(s)-v^{\infty}\right\| \leq 2 \delta_{\xi}$,

$$
\begin{equation*}
\left\|x\left(t ; x^{0}, v\right)-x\left(t ; \xi, v^{\infty}\right)\right\| \leq \frac{\varepsilon}{2} \quad \forall t \in \underline{T} . \tag{B.6}
\end{equation*}
$$

It is clear that the family of open balls $\left\{\mathbb{B}\left(\xi, \delta_{\xi}\right): \xi \in \mathcal{C}\right\}$ forms an open cover of $\mathcal{C}$. By the compactness of $\mathcal{C}$, there exist $\xi_{1}, \ldots, \xi_{k} \in \mathcal{C}$, for some $k \in \mathbb{N}$, such that $\cup_{i=1}^{k} \mathbb{B}\left(\xi_{i}, \delta_{\xi_{i}}\right)$ is a finite subcover of $\mathcal{C}$. We subsequently define $\delta:=\min \left\{\delta_{\xi_{1}}, \ldots, \delta_{\xi_{k}}\right\}>0$. To conclude the proof, let $\left(x^{0}, v\right) \in \mathcal{C} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$be such that $\max _{s \in \underline{T}}\left\|v(s)-v^{\infty}\right\| \leq \delta$. Then, since $x^{0} \in \mathbb{B}\left(\xi_{i}, \delta_{\xi_{i}}\right)$ for some $i \in\{1, \ldots, k\}$, we obtain, from (B.6), that, for all $t \in \underline{T}$,

$$
\begin{aligned}
\left\|x\left(t ; x^{0}, v\right)-x\left(t ; x^{0}, v^{\infty}\right)\right\| & \leq\left\|x\left(t ; x^{0}, v\right)-x\left(t ; \xi_{i}, v^{\infty}\right)\right\|+\left\|x\left(t ; \xi_{i}, v^{\infty}\right)-x\left(t ; x^{0}, v^{\infty}\right)\right\| \\
& \leq \varepsilon,
\end{aligned}
$$

which completes the proof.
The following result is a discrete-time version of [114, Lemma 5.9.12].
Lemma B.1.5. Let $\left(v^{\infty}, x^{\infty}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{n}$ be an asymptotically stable equilibrium pair of (B.1). Then for all $x^{0} \in \mathcal{O}$ and all $\varepsilon>0$, there exist $\delta>0$ and $T \in \mathbb{Z}_{+}$such that, for all $\xi \in \mathbb{R}^{n}$ satisfying $\left\|\xi-x^{0}\right\| \leq \delta$,

$$
\left\|x\left(t ; \xi, v^{\infty}\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \bar{T}
$$

Proof. Let $x^{0} \in \mathcal{O}$ and $\varepsilon>0$. Since $\left(v^{\infty}, x^{\infty}\right)$ is a stable equilibrium, there exists $\delta_{1}>0$ such that, for all $\xi \in \mathbb{R}^{n}$ satisfying $\left\|\xi-x^{\infty}\right\| \leq \delta_{1}$,

$$
\begin{equation*}
\left\|x\left(t ; \xi, v^{\infty}\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \mathbb{Z}_{+} \tag{B.7}
\end{equation*}
$$

Moreover, by utilising the asymptotic stability of $x^{\infty}$ and that $x^{0} \in \mathcal{O}$, there exists $T \in \mathbb{Z}_{+}$such that

$$
\begin{equation*}
\left\|x\left(t ; x^{0}, v^{\infty}\right)-x^{\infty}\right\| \leq \frac{\delta_{1}}{2} \quad \forall t \in \bar{T} \tag{B.8}
\end{equation*}
$$

Furthermore, an application of Lemma B.1.1 gives the existence of $\delta>0$ such that, for all $\xi \in \mathbb{R}^{n}$ satisfying $\left\|\xi-x^{0}\right\| \leq \delta$,

$$
\left\|x\left(t ; \xi, v^{\infty}\right)-x\left(t ; x^{0}, v^{\infty}\right)\right\| \leq \frac{\delta_{1}}{2} \quad \forall t \in \underline{T}
$$

Hence, by combining this with (B.8), we obtain that, for all $\xi \in \mathbb{R}^{n}$ satisfying $\left\|\xi-x^{0}\right\| \leq$ $\delta$,

$$
\left\|x\left(T ; \xi, v^{\infty}\right)-x^{\infty}\right\| \leq \delta_{1} .
$$

By recalling (B.7), we see that this implies, for all $\xi \in \mathbb{R}^{n}$ satisfying $\left\|\xi-x^{0}\right\| \leq \delta$,

$$
\left\|x\left(t ; x\left(T ; \xi, v^{\infty}\right), v^{\infty}\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \mathbb{Z}_{+}
$$

Finally, from Lemma B.1.2, this is equivalent to

$$
\left\|x\left(t ; \xi, v^{\infty}\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \bar{T}
$$

which completes the proof.

Our attention now turns towards discretising [112, Lemma II.2], which we do so now.
Lemma B.1.6. Let $\left(v^{\infty}, x^{\infty}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{n}$ be an asymptotically stable equilibrium pair of (B.1). Then for all compact $\mathcal{C} \subseteq \mathcal{O}$ and all $\varepsilon>0$, there exists $T \in \mathbb{Z}_{+}$such that

$$
\left\|x\left(T ; x^{0}, v^{\infty}\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall x^{0} \in \mathcal{C}
$$

Proof. Let $\mathcal{C} \subseteq \mathcal{O}$ be compact and let $\varepsilon>0$. For each $\xi \in \mathcal{C}$, we can apply Lemma B.1.5 to obtain the existence of $\delta_{\xi}$ and $T_{\xi} \in \mathbb{Z}_{+}$such that, for all $\zeta \in \mathbb{R}^{n}$ satisfying $\|\xi-\zeta\| \leq \delta_{\xi}$,

$$
\begin{equation*}
\left\|x\left(t ; \zeta, v^{\infty}\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \overline{T_{\xi}} . \tag{B.9}
\end{equation*}
$$

The compactness of $\mathcal{C}$ then yields the existence of $\xi_{1}, \ldots, \xi_{k} \in \mathcal{C}$, for some $k \in$ $\mathbb{N}$, such that $\cup_{i=1}^{k} \mathbb{B}\left(\xi_{i}, \delta_{\xi_{i}}\right)$ is a finite subcover of $\mathcal{C}$. We subsequently define $T:=$ $\max \left\{T_{\xi_{1}}, \ldots, T_{\xi_{k}}\right\} \in \mathbb{Z}_{+}$. Therefore, for each $x^{0} \in \mathcal{C}$, it follows that $x^{0} \in \mathbb{B}\left(\xi_{i}, \delta_{\xi_{i}}\right)$ for some $i \in\{1, \ldots, k\}$, and so, by (B.9),

$$
\left\|x\left(t ; x^{0}, v^{\infty}\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \overline{T_{\xi_{i}}} .
$$

By using the definition of $T$, this implies that

$$
\left\|x\left(T ; x^{0}, v^{\infty}\right)-x^{\infty}\right\| \leq \varepsilon
$$

hence completing the proof.
The following is inspired by [112, Lemma II.3].
Lemma B.1.7. Let $\left(v^{\infty}, x^{\infty}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{n}$ be an asymptotically stable equilibrium pair of (B.1). Then for every compact $\mathcal{C} \subseteq \mathcal{O}$ and every $\varepsilon>0$, there exist $T \in \mathbb{Z}_{+}$and $\delta>0$ such that, for every $\left(x^{0}, v\right) \in \mathcal{C} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$satisfying $\max _{s \in \underline{T}}\left\|v(s)-v^{\infty}\right\| \leq \delta$,

$$
\begin{equation*}
\left\|x\left(t ; x^{0}, v\right)-x\left(t ; x^{0}, v^{\infty}\right)\right\| \leq \varepsilon \quad \forall t \in \underline{T}, \tag{B.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|x\left(T ; x^{0}, v\right)-x^{\infty}\right\| \leq \varepsilon \tag{B.11}
\end{equation*}
$$

Proof. Let $\mathcal{C} \subseteq \mathcal{O}$ be compact and $\varepsilon>0$. An application of Lemma B.1.6 then yields the existence of $T \in \mathbb{Z}_{+}$such that

$$
\begin{equation*}
\left\|x\left(T ; x^{0}, v^{\infty}\right)-x^{\infty}\right\| \leq \frac{\varepsilon}{2} \quad \forall x^{0} \in \mathcal{C} . \tag{B.12}
\end{equation*}
$$

Furthermore, by Lemma B.1.4, there exists $\delta>0$ such that, for every $\left(x^{0}, v\right) \in \mathcal{C} \times$ $\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$satisfying $\max _{s \in \underline{T}}\left\|v(s)-v^{\infty}\right\| \leq \delta$,

$$
\begin{equation*}
\left\|x\left(t ; x^{0}, v\right)-x\left(t ; x^{0}, v^{\infty}\right)\right\| \leq \frac{\varepsilon}{2} \quad \forall t \in \underline{T} . \tag{B.13}
\end{equation*}
$$

Let $\left(x^{0}, v\right) \in \mathcal{C} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$be such that $\max _{s \in \underline{T}}\left\|v(s)-v^{\infty}\right\| \leq \delta$. From (B.13) we trivially obtain (B.10). Moreover, by combining (B.13) with (B.12), we yield

$$
\left\|x\left(T ; x^{0}, v\right)-x^{\infty}\right\| \leq\left\|x\left(T ; x^{0}, v\right)-x\left(T ; x^{0}, v^{\infty}\right)\right\|+\left\|x\left(T ; x^{0}, v^{\infty}\right)-x^{\infty}\right\| \leq \varepsilon
$$

whence giving (B.11) and completing the proof.

The following is a stability result and will be key in proving Theorem B.0.2.
Lemma B.1.8. Let $\left(v^{\infty}, x^{\infty}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{n}$ be an asymptotically stable equilibrium pair of (B.1). Then for all $\varepsilon>0$, there exists $\delta>0$ such that, for all $\left(x^{0}, v\right) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$ satisfying $\left\|x^{0}-x^{\infty}\right\|+\left\|v-v^{\infty}\right\|_{\ell \infty} \leq \delta$,

$$
\begin{equation*}
\left\|x\left(t ; x^{0}, v\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \mathbb{Z}_{+} . \tag{B.14}
\end{equation*}
$$

Proof. Let $\varepsilon>0$ and note that, from Lemma B.1.3, there exists $\delta_{1}>0$ such that, for all $x^{0} \in \mathbb{R}^{n}$ satisfying $\left\|x^{0}-x^{\infty}\right\| \leq \delta_{1}$, it follows that $x^{0} \in \mathcal{O}$. Moreover, by the stability of ( $v^{\infty}, x^{\infty}$ ), there exists $\delta_{2}>0$ such that, for all $x^{0} \in \mathbb{R}^{n}$ satisfying $\left\|x^{0}-x^{\infty}\right\| \leq \delta_{2}$,

$$
\begin{equation*}
\left\|x\left(t ; x^{0}, v^{\infty}\right)-x^{\infty}\right\| \leq \frac{\varepsilon}{2} \quad \forall t \in \mathbb{Z}_{+} . \tag{B.15}
\end{equation*}
$$

We then define $\delta_{3}:=\min \left\{\varepsilon, \delta_{1}, \delta_{2}\right\}>0$ and let $\mathcal{C} \subseteq \mathcal{O}$ be the closed ball of radius $\delta_{3} / 2$ centred at $x^{\infty}$. An application of Lemma B.1.7 yields the existence of $T \in \mathbb{Z}_{+}$and $\delta_{4}>0$ such that, for all $\left(x^{0}, v\right) \in \mathcal{C} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$satisfying $\max _{s \in \underline{T}}\left\|v(s)-v^{\infty}\right\| \leq \delta_{4}$,

$$
\begin{equation*}
\left\|x\left(t ; x^{0}, v\right)-x\left(t ; x^{0}, v^{\infty}\right)\right\| \leq \frac{\delta_{3}}{2} \quad \forall t \in \underline{T}, \tag{B.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|x\left(T ; x^{0}, v\right)-x^{\infty}\right\| \leq \frac{\delta_{3}}{2} \tag{B.17}
\end{equation*}
$$

We now define

$$
\delta:=\min \left\{\delta_{4}, \frac{\delta_{3}}{2}\right\}>0
$$

and let $\left(x^{0}, v\right) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$be such that $\left\|x^{0}-x^{\infty}\right\|+\left\|v-v^{\infty}\right\|_{\ell^{\infty}} \leq \delta$. With the intent of showing that (B.14) holds, we claim that

$$
\begin{equation*}
x\left((k+1) T ; x^{0}, v\right) \in \mathcal{C} \quad \forall k \in \mathbb{Z}_{+}, \tag{B.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|x\left(t ; x^{0}, v\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in\{k T, \ldots,(k+1) T\}, \forall k \in \mathbb{Z}_{+} . \tag{B.19}
\end{equation*}
$$

To show this, we utilise an inductive method. To this end, for the case $k=0$, we use (B.17) to immediately give that $x\left(T ; x^{0}, v\right) \in \mathcal{C}$. Additionally, since $\left\|x^{0}-x^{\infty}\right\| \leq$ $\delta_{3} / 2<\delta_{2}$, we see that (B.15) holds. By combining this with (B.16), we thus yield that

$$
\left\|x\left(t ; x^{0}, v\right)-x^{\infty}\right\| \leq\left\|x\left(t ; x^{0}, v\right)-x\left(t ; x^{0}, v^{\infty}\right)\right\|+\left\|x\left(t ; x^{0}, v^{\infty}\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \underline{T},
$$

thus proving the case $k=0$. We now assume that the claim holds true for arbitrary $k \in \mathbb{Z}_{+}$. First note that since $\left\|v-v^{\infty}\right\|_{\ell \infty} \leq \delta$, we have that $\left\|\Lambda_{(k+1) T} v-v^{\infty}\right\|_{\ell \infty} \leq \delta$. Moreover, by the induction hypothesis, $x\left((k+1) T ; x^{0}, v\right) \in \mathcal{C}$ and so we are able to invoke (B.17) to obtain that

$$
\left\|x\left(T ; x\left((k+1) T ; x^{0}, v\right), \Lambda_{(k+1) T} v\right)-x^{\infty}\right\| \leq \frac{\delta_{3}}{2}
$$

that is, (see Lemma B.1.2)

$$
\left\|x\left((k+2) T ; x^{0}, v\right)-x^{\infty}\right\| \leq \frac{\delta_{3}}{2}
$$

whence giving that $x\left((k+2) T ; x^{0}, v\right) \in \mathcal{C}$. Finally, using (B.16),

$$
\left\|x\left(t ; x\left((k+1) T ; x^{0}, v\right), \Lambda_{(k+1) T} v\right)-x\left(t ; x\left((k+1) T ; x^{0}, v\right), v^{\infty}\right)\right\| \leq \frac{\delta_{3}}{2} \leq \frac{\varepsilon}{2}
$$

for all $t \in \underline{T}$. By once again applying Lemma B.1.2, from the above we deduce that

$$
\left\|x\left(t+(k+1) T ; x^{0}, v\right)-x\left(t ; x\left((k+1) T ; x^{0}, v\right), v^{\infty}\right)\right\| \leq \frac{\varepsilon}{2} \quad \forall t \in \underline{T} .
$$

We recall that $\xi:=x\left((k+1) T ; x^{0}, v\right) \in \mathcal{C}$. Whence, by combining the previous inequality with (B.15), we obtain that, for all $t \in \underline{T}$,

$$
\begin{aligned}
\left\|x\left(t+(k+1) T ; x^{0}, v\right)-x^{\infty}\right\| \leq & \left\|x\left(t+(k+1) T ; x^{0}, v\right)-x\left(t ; \xi, v^{\infty}\right)\right\| \\
& +\left\|x\left(t ; \xi, v^{\infty}\right)-x^{\infty}\right\| \\
\leq & \varepsilon .
\end{aligned}
$$

This is equivalent to saying that

$$
\left\|x\left(t ; x^{0}, v\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in\{(k+1) T, \ldots,(k+2) T\}
$$

By induction, we infer that (B.18) and (B.19) hold. To conclude the proof, we note that we have shown that, for all $\left(x^{0}, v\right) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$satisfying $\left\|x^{0}-x^{\infty}\right\|+\left\|v-v^{\infty}\right\|_{\ell \infty} \leq \delta$, (B.14) holds, completing the proof.

We now give the final preliminary result that we shall use in order to prove Theorem B.0.2. The result is a discrete-time version of [112, Proposition II.4].

Lemma B.1.9. Let $\left(v^{\infty}, x^{\infty}\right) \in \mathbb{R}^{m} \times \mathbb{R}^{n}$ be an asymptotically stable equilibrium pair of (B.1). Then for every compact set $\mathcal{C} \subseteq \mathcal{O}$ and every $\varepsilon>0$, there exist $T \in \mathbb{Z}_{+}$and $\delta>0$ such that, for every $\left(x^{0}, v\right) \in \mathcal{C} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$with $\left\|v-v^{\infty}\right\|_{\ell_{\infty}} \leq \delta$,

$$
\left\|x\left(t ; x^{0}, v\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \bar{T} .
$$

Proof. Let $\mathcal{C} \subseteq \mathcal{O}$ be a compact set and $\varepsilon>0$. An application of Lemma B.1.8 gives the existence of $\delta_{1}>0$ such that, for all $\left(x^{0}, v\right) \in \mathbb{R}^{n} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$satisfying $\left\|x^{0}-x^{\infty}\right\|+$ $\left\|v-v^{\infty}\right\|_{\ell_{\infty}} \leq \delta_{1}$, (B.14) holds. Additionally, by invoking Lemma B.1.7, we obtain the existence of $T \in \mathbb{Z}_{+}$and $\delta_{2}>0$ such that, for all $\left(x^{0}, v\right) \in \mathcal{C} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$satisfying $\max _{s \in \underline{T}}\left\|v(s)-v^{\infty}\right\| \leq \delta_{2}$,

$$
\begin{equation*}
\left\|x\left(T ; x^{0}, v\right)-x^{\infty}\right\| \leq \frac{\delta_{1}}{2} \tag{B.20}
\end{equation*}
$$

We define $\delta:=\min \left\{\delta_{1}, \delta_{2}\right\} / 2>0$. Furthermore, let $\left(x^{0}, v\right) \in \mathcal{C} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$be such that $\left\|v-v^{\infty}\right\|_{\ell \infty} \leq \delta$. This implies that $\left\|\Lambda_{T} v-v^{\infty}\right\|_{\ell \infty} \leq \delta$ and so, by recalling (B.20) and invoking (B.14), we obtain that

$$
\left\|x\left(t ; x\left(T ; x^{0}, v\right), \Lambda_{T} v\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \mathbb{Z}_{+} .
$$

Since Lemma B.1.2 gives that $x\left(t+T ; x^{0}, v\right)=x\left(t ; x\left(T ; x^{0}, v\right), \Lambda_{T} v\right)$ for all $t \in \mathbb{Z}_{+}$, we see that the above inequality implies

$$
\left\|x\left(t+T ; x^{0}, v\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \mathbb{Z}_{+}
$$

i.e.

$$
\left\|x\left(t ; x^{0}, v\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \bar{T}
$$

thus completing the proof.

We are now in a position to give the proof of Theorem B.0.2.
Proof of Theorem B.0.2. Let $\mathcal{C}$ be a compact set in $\mathcal{O}, v \in\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}, x^{0} \in \mathbb{R}^{n}$ and $x\left(\cdot ; x^{0}, v\right)$ be a $\mathcal{C}$-recurrent solution of (B.1). Furthermore, assume that $\lim _{t \rightarrow \infty} v(t)=$ $v^{\infty}$. Let $\varepsilon>0$. To complete the proof, it is sufficient to show that there exists $T \in \mathbb{Z}_{+}$ such that

$$
\left\|x\left(t ; x^{0}, v\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \bar{T} .
$$

To this end, by Lemma B.1.9, there exist $T_{0} \in \mathbb{Z}_{+}$and $\delta>0$ such that, for all $(\xi, w) \in \mathcal{C} \times\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$with $\left\|w-v^{\infty}\right\|_{\ell \infty} \leq \delta$,

$$
\begin{equation*}
\left\|x(t ; \xi, w)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \overline{T_{0}} . \tag{B.21}
\end{equation*}
$$

Since $v(t) \rightarrow v^{\infty}$ as $t \rightarrow \infty$, there exists $T_{1} \in \mathbb{Z}_{+}$such that

$$
\left\|v(t)-v^{\infty}\right\| \leq \delta \quad \forall t \in \overline{T_{1}} .
$$

Furthermore, since $x\left(\cdot ; x^{0}, v\right)$ is $\mathcal{C}$-recurrent, there exists $T_{2} \in \overline{T_{1}}$ such that $x\left(T_{2} ; x^{0}, v\right) \in$ $\mathcal{C}$. Now, using (B.21) with $\xi=x\left(T_{2} ; x^{0}, v\right)$ and $w=\Lambda_{T_{2}} v$, we obtain that

$$
\left\|x\left(t ; x\left(T_{2} ; x^{0}, v\right), \Lambda_{T_{2}} v\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \overline{T_{0}} .
$$

Since, from Lemma B.1.2, $x\left(t+T_{2} ; x^{0}, v\right)=x\left(t ; x\left(T_{2} ; x^{0}, v\right), \Lambda_{T_{2}} v\right)$ for all $t \in \mathbb{Z}_{+}$, we see that this implies

$$
\left\|x\left(t+T_{2} ; x^{0}, v\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \overline{T_{0}}
$$

which is equivalent to

$$
\left\|x\left(t ; x^{0}, v\right)-x^{\infty}\right\| \leq \varepsilon \quad \forall t \in \bar{T},
$$

where $T:=T_{0}+T_{2}$, thus completing the proof.

## Appendix C

## Almost periodic functions

Almost periodic functions were first conceived by Harold Bohr in the 1920s [16]. They are a generalisation of the notion of continuous periodic functions and are frequently used in the theory of differential and difference equations (see, for example, [34, 52, $105,128]$ ). Much work has been attributed to the theory, and several generalisations of the notion have been developed (see, for example, [14]). One such is the notion of almost periodic functions in the sense of Stepanov. In this appendix, we present theory of (Bohr) almost periodic functions and Stepanov almost periodic functions over the time domains $\mathbb{R}_{+}, \mathbb{R}, \mathbb{Z}_{+}$and $\mathbb{Z}$. As a rule-of-thumb, literature concerning the time domains $\mathbb{R}$ and $\mathbb{Z}$ is easy to find (see, such as, $[1,14,17,21,22]$ ), however it is difficult to find explicit references for the cases of $\mathbb{R}_{+}$and $\mathbb{Z}_{+}$. Thus, in the sequel, where theory is difficult to find, we shall give explicit proofs of results.

We split this appendix in two, with the first section concerning (Bohr) almost periodic functions, and the second comprising theory of Stepanov almost periodic functions.

Throughout this appendix, we let $X$ and $Y$ be Banach spaces and, moreover, we define

$$
\begin{equation*}
\left\|\binom{x}{y}\right\|_{X \times Y}:=\sqrt{\|x\|_{X}^{2}+\|y\|_{Y}^{2}} \quad \forall x \in X, \forall y \in Y \tag{C.1}
\end{equation*}
$$

and let

$$
R=\mathbb{R}_{+} \text {or } \mathbb{R}, \quad \text { and } \quad Z=\mathbb{Z}_{+} \text {or } \mathbb{Z}
$$

## C. 1 Bohr almost periodicity

We shall first consider almost periodic functions on the time domains $\mathbb{R}_{+}$and $\mathbb{R}$. To this end, we begin with the following definition.

Definition C.1.1. (i) $A$ set $S \subseteq R$ is said to be relatively dense (in $R$ ) if there exists $L>0$ such that

$$
[a, a+L] \cap S \neq \emptyset \quad \forall a \in R .
$$

(ii) Let $\varepsilon>0$. Then $\tau \in R$ is said to be an $\varepsilon$-period of a continuous function $f: R \rightarrow X$ if

$$
\|f(t)-f(t+\tau)\|_{X} \leq \varepsilon \quad \forall t \in R .
$$

We shall denote by $P(f, \varepsilon) \subseteq R$ the set of $\varepsilon$-periods of $f$.
(iii) We say that a continuous function $f: R \rightarrow X$ is almost periodic (in the sense of Bohr) if $P(f, \varepsilon)$ is relatively dense in $R$ for every $\varepsilon>0$.
(iv) We denote the set of almost periodic functions $R \rightarrow X$ by $A P(R, X)$.

Remark C.1.2. (i) An example of a relatively dense set in $\mathbb{R}_{+}$is $\mathbb{Z}_{+}$. Moreover, it is worth noting that the intersection of two relatively dense sets need not be non-empty. Indeed, the sets of even and odd positive integers are both relatively dense in $\mathbb{R}_{+}$, but clearly have empty intersection.
(ii) Trivially, a continuous periodic function is almost periodic. We hence may think of almost periodicity as a generalisation of the standard notion of periodicity. However, the converse is false. For a counterexample, see [14, p.ix].
(iii) For $\tau \in R$, if an almost periodic function $f: R \rightarrow X$ satisfies that $\tau \in P(f, \varepsilon)$ for every $\varepsilon>0$, then $f$ is $\tau$-periodic.

The following result asserts that almost periodic functions are bounded and uniformly continuous.

Lemma C.1.3. Let $f \in A P(R, X)$. Then $f$ is bounded and uniformly continuous.
This is very well-known in the case $R=\mathbb{R}$ (see, for example, [22, Proposition 3.16, p.71]). The half-line case can be proven via a similar method. For completeness, we provide a proof of this situation.

Proof of Lemma C.1.3. Let $f \in A P(R, X)$ and $R=\mathbb{R}_{+}$. We begin by showing that $f$ is bounded. To this end, by taking $\varepsilon=1$, the almost periodicity of $f$ guarantees the existence of $\delta>0$ such that, for all $t_{0} \in R$, there exists $\tau \in\left[t_{0}, t_{0}+\delta\right]$ which is an $\varepsilon$-period of $f$. Define

$$
c:=\sup _{s \in[0, \delta]}\|f(s)\|_{X}
$$

and note that, in order to prove the boundedness of $f$, it is sufficient to show that $\|f(t)\|_{X} \leq 1+c$ for all $t \in[\delta, \infty)$, which we shall do so now. Let $t \in[\delta, \infty)$ and additionally let $\tau \in[t-\delta, t]$ be an $\varepsilon$-period of $f$. We note that $t-\tau \in[0, \delta]$, which subsequently yields that

$$
\|f(t)\|_{X} \leq\|f(t-\tau)-f(t)\|_{X}+\|f(t-\tau)\|_{X} \leq 1+c
$$

and shows that $f$ is bounded. Moving on to showing uniform continuity, let $\varepsilon>0$ and let $\delta_{1}>0$ be such that, for all $t_{0} \in R$, there exists $\tau \in\left[t_{0}, t_{0}+\delta\right]$ which is an $\varepsilon / 3$-period. Since $f$ is continuous, $f$ is uniformly continuous on $\left[0, \delta_{1}+1\right]$, and so we let $\delta_{2} \in(0,1)$ be such that

$$
\begin{equation*}
\left\|f\left(t_{1}\right)-f\left(t_{2}\right)\right\|_{X} \leq \frac{\varepsilon}{3} \quad \forall t_{1}, t_{2} \in\left[0, \delta_{1}+1\right] \text { s.t. }\left|t_{1}-t_{2}\right| \leq \delta_{2} \tag{C.2}
\end{equation*}
$$

We now fix $t_{1}, t_{2} \in R$ such that $\left|t_{1}-t_{2}\right|<\delta_{2}$. If one of $t_{1}$ or $t_{2}$, say $t_{2}$, is in $\left[0, \delta_{1}\right]$, then

$$
t_{1} \leq\left|t_{1}-t_{2}\right|+t_{2} \leq \delta_{2}+\delta_{1} \leq 1+\delta_{1}
$$

and, by (C.2), the proof is complete. Thus, we assume that $t_{1}$ and $t_{2}$ are both strictly larger than $\delta_{1}$. Further, without loss of generality, we assume that $t_{2} \geq t_{1}$. Let
$\tau \in\left[t_{1}-\delta_{1}, t_{1}\right]$ be an $\varepsilon / 3$-period and define $s_{1}:=t_{1}-\tau$ and $s_{2}:=t_{2}-\tau$. It is easily verified that $s_{1} \in\left[0, \delta_{1}\right]$ and $s_{2} \in\left[0, \delta_{1}+1\right]$. Finally, we thus obtain, by (C.2) and the choice of $\tau$, that

$$
\left\|f\left(t_{1}\right)-f\left(t_{2}\right)\right\|_{X} \leq\left\|f\left(t_{1}\right)-f\left(s_{1}\right)\right\|_{X}+\left\|f\left(s_{1}\right)-f\left(s_{2}\right)\right\|_{X}+\left\|f\left(s_{2}\right)-f\left(t_{2}\right)\right\|_{X} \leq \varepsilon
$$

which completes the proof.
The next lemma is a useful property regarding the 'tails' of almost periodic functions.
Lemma C.1.4. Let $f \in A P(R, X)$. The following statements hold.
(i) If $R=\mathbb{R}_{+}$, then

$$
\sup _{t \geq T}\|f(t)\|_{X}=\sup _{t \in R}\|f(t)\|_{X} \quad \forall T \in \mathbb{R}_{+} .
$$

(ii) If $R=\mathbb{R}$, then

$$
\sup _{t \leq T}\|f(t)\|_{X}=\sup _{t \in R}\|f(t)\|_{X}=\sup _{t \geq T}\|f(t)\|_{X} \quad \forall T \in \mathbb{R}
$$

The result is surely known in the literature (at least in the case that $R=\mathbb{R}$ ), but it is difficult to locate. We hence prove a proof here.

Proof of Lemma C.1.4. We shall only provide a proof of statement (i), since statement (ii) can be proven in a similar manner. We begin noting that the suprema in question are well-defined and finite by Lemma C.1.3. Fix $T \in R=\mathbb{R}_{+}$and note that, trivially,

$$
\sup _{t \in R}\|f(t)\|_{X} \geq \sup _{t \geq T}\|f(t)\|_{X}
$$

Therefore, in order to prove statement (i), it is sufficient to show that

$$
\begin{equation*}
\sup _{t \in R}\|f(t)\|_{X} \leq \sup _{t \geq T}\|f(t)\|_{X}+\varepsilon \quad \forall \varepsilon>0, \tag{C.3}
\end{equation*}
$$

which we do so now. Let $\varepsilon>0, t \in R$ and let $\tau \in \mathbb{R}_{+}$be an $\varepsilon$-period of $f$ chosen large enough so that $\tau+t \geq T$. We then see that

$$
\|f(t)\|_{X} \leq\|f(t+\tau)-f(t)\|_{X}+\|f(t+\tau)\|_{X} \leq \varepsilon+\sup _{s \geq T}\|f(s)\|_{X} .
$$

Since $t$ was arbitrary, we obtain that (C.3) holds and the proof is complete.
Lemma C.1.4 can be used to deduce many properties of almost periodic functions. Two such, are outlined in the following remark.

Remark C.1.5. (i) If $f \in A P(\mathbb{R}, X)$ is such that $\lim _{t \in \mathbb{R}, t \rightarrow \infty} f(t)=0$, then Lemma C.1.4 yields that $f=0$.
(ii) Let $T \in \mathbb{R}$. If $f \in A P(\mathbb{R}, X)$ is such that $f(t)=0$ for all $t \geq T$, or $f(t)=0$ for all $t \leq T$, then Lemma C.1.4 gives that $f=0$.

The next result asserts a relationship between $A P(\mathbb{R}, X)$ and $A P\left(\mathbb{R}_{+}, X\right)$.

Lemma C.1.6. For every $f \in A P\left(\mathbb{R}_{+}, X\right)$, there exists a unique function $f_{e}: \mathbb{R} \rightarrow X$ such that $f_{\mathrm{e}} \in A P(\mathbb{R}, X)$ and $f_{\mathrm{e}}(t)=f(t)$ for all $t \in \mathbb{R}_{+}$. Moreover,

$$
\begin{equation*}
\sup _{t \in \mathbb{R}}\left\|f_{\mathrm{e}}(t)\right\|_{X}=\sup _{t \in \mathbb{R}_{+}}\|f(t)\|_{X}, \tag{C.4}
\end{equation*}
$$

and, for every $\varepsilon>0, P\left(f_{\mathrm{e}}, \varepsilon\right)=\{ \pm \tau: \tau \in P(f, \varepsilon)\}$.
Before proving this, we give some commentary.
Remark C.1.7. Lemma C.1.6 will be especially useful in asserting basic properties of $A P\left(\mathbb{R}_{+}, X\right)$. Since many of these properties are easy to find in the literature for $A P(\mathbb{R}, X)$, Lemma C.1.6 will allow us to carry these properties through and deduce them for $A P\left(\mathbb{R}_{+}, X\right)$.
Proof of Lemma C.1.6. In the sequel, we act following an idea in [12, Remark on p.318]. To this end, let $f \in A P\left(\mathbb{R}_{+}, X\right)$ and, for each $k \in \mathbb{N}$, let $\tau_{k} \in P(f, 1 / k)$ be such that $\tau_{k} \nearrow \infty$ as $k \rightarrow \infty$. We define $f_{\mathrm{e}}: \mathbb{R} \rightarrow X$ by

$$
\begin{equation*}
f_{\mathrm{e}}(t)=\lim _{k \rightarrow \infty} f\left(t+\tau_{k}\right) \quad \forall t \in \mathbb{R} \tag{C.5}
\end{equation*}
$$

We pause here and show that $f_{\mathrm{e}}$ is well-defined. Indeed, note that, for given $t \in \mathbb{R}$,

$$
\begin{aligned}
\left\|f\left(t+\tau_{k}\right)-f\left(t+\tau_{l}\right)\right\|_{X} \leq & \left\|f\left(t+\tau_{k}\right)-f\left(t+\tau_{k}+\tau_{l}\right)\right\|_{X} \\
& +\left\|f\left(t+\tau_{k}+\tau_{l}\right)-f\left(t+\tau_{l}\right)\right\|_{X} \\
\leq & \frac{1}{l}+\frac{1}{k}
\end{aligned}
$$

for all $k, l \in \mathbb{N}$ sufficiently large. We hence see that $\left(f\left(t+\tau_{k}\right)\right)_{k \in \mathbb{N}} \subseteq X$ is a Cauchy sequence, which in turn implies that $f_{\mathrm{e}}(t)$ is well-defined for every $t \in \mathbb{R}$. Moving on, it is trivial that $f_{\mathrm{e}}(t)=f(t)$ for all $t \in \mathbb{R}_{+}$. Moreover, it is straight forward to prove that, for all $\varepsilon>0, P\left(f_{\mathrm{e}}, \varepsilon\right)=\{ \pm \tau: \tau \in P(f, \varepsilon)\}$. Thus, in order to prove that $f_{\mathrm{e}} \in A P(\mathbb{R}, X)$, it suffices to show that $f_{\mathrm{e}}$ is continuous, which we shall do so now. Let $\varepsilon>0$ and $t \in \mathbb{R}$. Note that, since $f$ is uniformly continuous by Lemma C.1.3, we may obtain the existence of $\delta>0$ such that

$$
\left\|f\left(s_{1}\right)-f\left(s_{2}\right)\right\| \leq \frac{\varepsilon}{3} \quad \forall s_{1}, s_{2} \in \mathbb{R}_{+} \text {s.t. }\left|s_{1}-s_{2}\right| \leq \delta
$$

Furthermore, for $s \in \mathbb{R}$ such that $|s-t| \leq \delta$, note that there exist $K_{t}, K_{s} \in \mathbb{N}$ such that

$$
\left\|f_{\mathrm{e}}(t)-f\left(t+\tau_{k}\right)\right\|,\left\|f_{\mathrm{e}}(s)-f\left(s+\tau_{k}\right)\right\| \leq \frac{\varepsilon}{3}
$$

for all $k \geq K_{t}$ and $K_{s}$, respectively. Let $k \geq K_{t}+K_{s}$. By combining the previous two inequalities, we yield that

$$
\begin{aligned}
\left\|f_{\mathrm{e}}(t)-f_{\mathrm{e}}(s)\right\| & \leq\left\|f_{\mathrm{e}}(t)-f\left(t+\tau_{k}\right)\right\|+\left\|f\left(t+\tau_{k}\right)-f\left(s+\tau_{k}\right)\right\|+\left\|f\left(s+\tau_{k}\right)-f_{\mathrm{e}}(s)\right\| \\
& \leq \varepsilon,
\end{aligned}
$$

whence giving that $f_{\mathrm{e}}$ is continuous. For the uniqueness of $f_{\mathrm{e}}$, assume that there exists another almost periodic extension of $f$ to $\mathbb{R}$, and denote this by $g$. Since $f_{\mathrm{e}}(t)-g(t)=0$ for all $t \in \mathbb{R}_{+}$, and $f_{\mathrm{e}}-g \in A P(\mathbb{R}, X)$ (see, for example, [1, IX, p.10]), Lemma C.1.4 implies that $f_{\mathrm{e}}=g$. Finally, (C.4) is immediately obtained from Lemma C.1.4, hence concluding the proof.

We now give some basic properties of $A P(R, X)$. The case $R=\mathbb{R}$ is known in the literature and we will provide explicit references of these properties as we proceed. For the case $R=\mathbb{R}_{+}$, we shall deduce the properties by using the known results of the case $R=\mathbb{R}$ along with Lemma C.1.6 (see Remark C.1.7). We begin with the following linearity assertion.

Lemma C.1.8. If $f, g \in A P(R, X)$, then $f+g$ is in $A P(R, X)$.
The case that $R=\mathbb{R}$ can be found in, for example, [1, IX, p.10], and so the following proof is for the situation that $R=\mathbb{R}_{+}$.

Proof of Lemma C.1.8. Let $f, g \in A P\left(\mathbb{R}_{+}, X\right)$. We apply Lemma C.1. 6 to obtain (unique) extensions $f_{\mathrm{e}}, g_{\mathrm{e}} \in A P(\mathbb{R}, X)$ of $f$ and $g$, respectively. We note that $f_{\mathrm{e}}+g_{\mathrm{e}} \in$ $A P(\mathbb{R}, X)$ (again, see such as $[1, \mathrm{IX}, \mathrm{p} .10]$ ) and that, for all $t \in \mathbb{R}_{+}$,

$$
\left(f_{\mathrm{e}}+g_{\mathrm{e}}\right)(t)=f_{\mathrm{e}}(t)+g_{\mathrm{e}}(t)=f(t)+g(t)=(f+g)(t)
$$

Hence $f_{\mathrm{e}}+g_{\mathrm{e}}$ is an extension of $f+g$ and is almost periodic. This trivially implies that $f+g$ is almost periodic, since the restriction of an almost periodic function on $\mathbb{R}$ to $\mathbb{R}_{+}$is almost periodic.

The next lemma is a closedness result for almost periodic functions.
Lemma C.1.9. If $\left(f_{k}\right)_{k \in \mathbb{N}} \subseteq A P(R, X)$ converges uniformly to $f: R \rightarrow X$, then $f \in A P(R, X)$.

The case $R=\mathbb{R}$ is easily found in the literature: see, for example, [1, V, p.6].
Proof of Lemma C.1.9. As done for the full-line case in the proof of [1, V, p.6], the half-line case is immediately obtained by use of the inequality

$$
\begin{aligned}
\|f(t+\tau)-f(t)\|_{X} \leq & \left\|f(t+\tau)-f_{k}(t+\tau)\right\|_{X}+\left\|f_{k}(t+\tau)-f_{k}(t)\right\|_{X} \\
& +\left\|f_{k}(t)-f(t)\right\|_{X} \quad \forall t, \tau \in R, \forall k \in \mathbb{Z}_{+}
\end{aligned}
$$

As a consequence of Lemmas C.1.3, C.1.8 and C.1.9, and the fact that $X$ is a Banach space, it is easy to deduce the following result.

Corollary C.1.10. $A P(R, X)$ is a Banach space with resepect to the relevant supremumnorm.

With this and Lemma C.1.4 in mind, may now "improve" Lemma C.1.6 with the following result, the proof of which is straightforward and so is omitted.

Theorem C.1.11. The map $A P\left(\mathbb{R}_{+}, X\right) \rightarrow A P(\mathbb{R}, X)$ which maps $f$ to $f_{\mathrm{e}}$, where $f_{\mathrm{e}}$ is given by (C.5), is an isometric isomorphism.

Remark C.1.12. We note that an isometric isomporphism is proven to exist between $A P\left(\mathbb{R}_{+}, X\right)$ and $A P(\mathbb{R}, X)$ in [11, Lemma 7$]$. However, in [11], it is not clear what the explicit formulation of $f_{\mathrm{e}}$ is.

For the following result, recall that for the cartesian product of Banach spaces, we assume the norm is given by (C.1) (or something equivalent).

Lemma C.1.13. Let $f \in A P(R, X)$ and $g \in A P(R, Y)$. Then, for all $\varepsilon>0, P(f, \varepsilon) \cap$ $P(g, \varepsilon)$ is non-empty and relatively dense in $R$. Furthermore,

$$
\begin{equation*}
A P(R, X \times Y)=A P(R, X) \times A P(R, Y) \tag{C.6}
\end{equation*}
$$

The case that $R=\mathbb{R}$ can be found in, for example, [1, p.10].
Proof of Lemma C.1. We only consider the case $R=\mathbb{R}_{+}$since, as previously mentioned, the case $R=\mathbb{R}$ is not difficult to find in the literature. To this end, we let $\varepsilon>0$ and apply Lemma C.1.6 to obtain (unique) extensions $f_{\mathrm{e}} \in A P(\mathbb{R}, X)$ and $g_{\mathrm{e}} \in A P(\mathbb{R}, Y)$ of $f$ and $g$, respectively. From the full-line case, we obtain that $P\left(f_{\mathrm{e}}, \varepsilon\right) \cap P\left(g_{\mathrm{e}}, \varepsilon\right)$ is non-empty and relatively dense in $\mathbb{R}$ for all $\varepsilon>0$. Trivially, we yield that $P(f, \varepsilon) \cap P(g, \varepsilon)$ is non-empty and relatively dense in $\mathbb{R}_{+}$for all $\varepsilon>0$. As for showing that (C.6) holds, note that, by the definition of the norm on $X \times Y$ (see (C.1)),

$$
\tau \in P(f, \varepsilon) \cap P(g, \varepsilon) \Longrightarrow \tau \in P\left(\binom{f}{g}, \sqrt{2} \varepsilon\right) \quad \forall \varepsilon>0
$$

and

$$
\tau \in P\left(\binom{f}{g}, \varepsilon\right) \Longrightarrow \tau \in P(f, \varepsilon) \cap P(g, \varepsilon) \quad \forall \varepsilon>0
$$

Therefore, by combining this with the first part of the proof, we obtain that (C.6) is true, and the proof is complete.

We now define what we mean by an asymptotically almost periodic function over $\mathbb{R}_{+}$.
Definition C.1.14. We denote by $C_{0}\left(\mathbb{R}_{+}, X\right)$ the space of continuous functions $f$ : $\mathbb{R}_{+} \rightarrow X$ such that $\lim _{t \rightarrow \infty} f(t)=0$, and endow it with the supremum-norm. Moreover, we say that a continuous function $f: \mathbb{R}_{+} \rightarrow X$ is asymptotically almost periodic if $f \in A P\left(\mathbb{R}_{+}, X\right)+C_{0}\left(\mathbb{R}_{+}, X\right)$, and denote the space of asymptotically almost periodic functions $\mathbb{R}_{+} \rightarrow X$ by $A A P\left(\mathbb{R}_{+}, X\right)$.

As an immediate consequence of Lemma C.1.4, we obtain the next result.
Lemma C.1.15. The following statements hold.
(i) $A P\left(\mathbb{R}_{+}, X\right) \cap C_{0}\left(\mathbb{R}_{+}, X\right)=\{0\}$.
(ii) If $f \in A A P\left(\mathbb{R}_{+}, X\right)$, then the decomposition $f=f^{\text {ap }}+f^{0}$, where $f^{\text {ap }} \in A P\left(\mathbb{R}_{+}, X\right)$ and $f^{0} \in C_{0}\left(\mathbb{R}_{+}, X\right)$, is unique.

It is well-known (see, for example, [14]) that (Bohr) almost periodicity over $\mathbb{R}$ is equivalent to several other notions. We will now discuss whether or not these equivalences hold in the 'half-line' case. We begin with the following definition.
Definition C.1.16. We denote by $T P(R, X)$ the space of all $X$-valued trigonometric functions over $R$ endowed with the supremum-norm, that is, functions $p: R \rightarrow X$ of the form

$$
p(t)=\sum_{k=0}^{N} a_{k} e^{i \lambda_{k} t} \quad \forall t \in R,
$$

where $N \in \mathbb{Z}_{+}$and, for each $k \in\{0, \ldots, N\}$, $a_{k} \in X$ and $\lambda_{k} \in \mathbb{R}$.

The following propositon provides a characterisation of the space of almost periodic functions.

Proposition C.1.17. We have that

$$
\begin{equation*}
A P(R, X)=\operatorname{clos}(T P(R, X)) \tag{C.7}
\end{equation*}
$$

where we take the closure of $\operatorname{TP}(R, X)$ in the space of bounded uniformly continuous functions $R \rightarrow X$.

The case of $R=\mathbb{R}$ is easily found in the literature (see, for example, [22, Proposition 3.20 and Theorem 4.8]) and so we shall only prove the case $R=\mathbb{R}_{+}$.

Proof of Proposition C.1.17. Let $R=\mathbb{R}_{+}$. We begin with the realisation that if $f \in$ $T P\left(\mathbb{R}_{+}, X\right)$, then since $f$ is a linear combination of almost periodic functions, it is almost periodic by Corollary C.1.10. From this same result, we then see that the uniform limit of a sequence of functions in $T P\left(\mathbb{R}_{+}, X\right)$ is almost periodic, hence yielding that $\operatorname{clos}\left(T P\left(\mathbb{R}_{+}, X\right)\right) \subseteq A P\left(\mathbb{R}_{+}, X\right)$. As for the reverse inclusion, if $f \in A P\left(\mathbb{R}_{+}, X\right)$, then, by Theorem C.1.11, $f_{\mathrm{e}}$ is the unique almost periodic extension of $f$ to $\mathbb{R}$. We hence deduce, by using (C.7) with $R=\mathbb{R}$, that $f_{\mathrm{e}} \in \operatorname{clos}(T P(\mathbb{R}, X))$. By letting $\left(p_{k}\right)_{k \in \mathbb{Z}_{+}} \subseteq T P(\mathbb{R}, X)$ be such that

$$
f_{\mathrm{e}}(t)=\lim _{k \rightarrow \infty} p_{k}(t) \quad \forall t \in \mathbb{R}
$$

we see that

$$
f(t)=f_{\mathrm{e}}(t)=\lim _{k \rightarrow \infty} p_{k}(t)=\lim _{k \rightarrow \infty} q_{k}(t) \quad \forall t \in \mathbb{R}_{+},
$$

where $\left(q_{k}\right)_{k \in \mathbb{Z}_{+}} \subseteq T P\left(\mathbb{R}_{+}, X\right)$ are the restrictions of $\left(p_{k}\right)_{k \in \mathbb{Z}_{+}}$to $\mathbb{R}_{+}$. Therefore, $A P\left(\mathbb{R}_{+}, X\right) \subseteq \operatorname{clos}\left(T P\left(\mathbb{R}_{+}, X\right)\right)$ and the proof is complete.

We now define what we mean by normality (see again, for example, [14]).
Definition C.1.18. We say that a continuous function $f: R \rightarrow X$ is normal if for all sequences $\left(\sigma_{k}\right)_{k \in \mathbb{Z}_{+}} \subseteq R$, the sequence of translates $\left(\Lambda_{\sigma_{k}} f\right)_{k \in \mathbb{Z}_{+}}$has a uniformly convergent subsequence. Moreover, we denote by $N(R, X)$ the set of $X$-valued normal functions over $R$.
It is well-known (see, for example, [22, Theorem 3.2]) that

$$
\begin{equation*}
A P(\mathbb{R}, X)=N(\mathbb{R}, X) \tag{C.8}
\end{equation*}
$$

We note that the notion of normality is often termed "Bochner's definition of almost periodicity", see, for example, [14, p.10]. It is easily seen that this equality does not hold in the half-line case of $R=\mathbb{R}_{+}$. Indeed, by Lemma C.1.15, any non-constant function in $C_{0}\left(\mathbb{R}_{+}, X\right)$ provides a counter-example. What is true in the half-line case, however, is that

$$
\begin{equation*}
N\left(\mathbb{R}_{+}, X\right)=A A P\left(\mathbb{R}_{+}, X\right) \tag{C.9}
\end{equation*}
$$

Indeed, this is proven in [98, Theorem 3.1].
Our attention now moves towards forming a 'module containment' result for almost periodic vector-valued functions, that is, a generalisation of [34, Theorem 4.5, p.61]. Before coming to this, we first give some preliminaries, starting with the following definition.

Definition C.1.19. Let $f \in L_{\text {loc }}^{1}(\mathbb{R}, X)$. The mean value of $f$ is defined to be

$$
M(f):=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} f(t) d t
$$

whenever the limit exists.
From [1, II, p.21], we obtain that the mean value of an almost periodic function exists.
Lemma C.1.20. The mean value $M(f)$ exists for all $f \in A P(\mathbb{R}, X)$, and, furthermore,

$$
M(f)=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T+a}^{T+a} f(t) d t
$$

uniformly with respect to $a \in \mathbb{R}$.
We now present a result which, as a consequence, shall provide us with an alternative definition of the mean value of an almost periodic function.
Lemma C.1.21. Let $f \in L_{\mathrm{loc}}^{1}(\mathbb{R}, X)$. Then $\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T+a}^{T+a} f(t) d t$ exists uniformly with respect to $a \in \mathbb{R}$ if, and only if, $\lim _{T \rightarrow \infty} \frac{1}{T} \int_{a}^{T+a} f(t) d t$ exists uniformly with respect to $a \in \mathbb{R}$. Furthermore, when the previous limits exist uniformly with respect to $a \in \mathbb{R}$,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T+a}^{T+a} f(t) d t=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{a}^{T+a} f(t) d t \tag{C.10}
\end{equation*}
$$

Proof. Let us begin by assuming that $c:=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T+a}^{T+a} f(t) d t \in X$ exists uniformly with respect to $a \in \mathbb{R}$ and then deduce that $\lim _{T \rightarrow \infty} \frac{1}{T} \int_{a}^{T+a} f(t) d t$ exists uniformly with respect to $a \in \mathbb{R}$. To prove this, it is sufficient to show that for all $\varepsilon>0$, there exists $\tilde{T}>0$ such that

$$
\begin{equation*}
\left\|c-\frac{1}{T} \int_{a}^{T+a} f(t) d t\right\|_{X} \leq \varepsilon \quad \forall T \geq \tilde{T}, \forall a \in \mathbb{R} . \tag{C.11}
\end{equation*}
$$

To this end, let $\varepsilon>0$ and let $\tilde{L}>0$ be such that

$$
\begin{equation*}
\left\|c-\frac{1}{2 L} \int_{-L+b}^{L+b} f(t) d t\right\|_{X} \leq \varepsilon \quad \forall L \geq \tilde{L}, \forall b \in \mathbb{R} \tag{C.12}
\end{equation*}
$$

The existence of $\tilde{L}$ is guaranteed by the hypothesis. Set $\tilde{T}:=2 \tilde{L}>0$. Let $T \geq \tilde{T}$ and $a \in \mathbb{R}$. By setting $L:=T / 2 \geq \tilde{T} / 2=\tilde{L}$ and $b:=a+L \in \mathbb{R}$, (C.12) implies that

$$
\left\|c-\frac{1}{T} \int_{a}^{T+a} f(t) d t\right\|_{X}=\left\|c-\frac{1}{2 L} \int_{-L+b}^{L+b} f(t) d t\right\|_{X} \leq \varepsilon
$$

We have therefore shown that (C.11) holds, thus proving that $\lim _{T \rightarrow \infty} \frac{1}{T} \int_{a}^{T+a} f(t) d t$ exists uniformly with respect to $a \in \mathbb{R}$ and equals $c$.
For the converse implication, we now instead assume that $d:=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{a}^{T+a} f(t) d t$ exists uniformly with respect to $a \in \mathbb{R}$ and we will prove that, for all $\varepsilon>0$, there exists $\tilde{T}>0$ such that

$$
\begin{equation*}
\left\|d-\frac{1}{2 T} \int_{-T+a}^{T+a} f(t) d t\right\|_{X} \leq \varepsilon \quad \forall T \geq \tilde{T}, \forall a \in \mathbb{R} . \tag{C.13}
\end{equation*}
$$

To see this holds, let $\varepsilon>0$ and note that by hypothesis, there exists $\tilde{L}>0$ such that

$$
\begin{equation*}
\left\|d-\frac{1}{L} \int_{b}^{L+b} f(t) d t\right\|_{X} \leq \varepsilon \quad \forall L \geq \tilde{L}, \forall b \in \mathbb{R} . \tag{C.14}
\end{equation*}
$$

Set $\tilde{T}:=\tilde{L} / 2>0$ and let $T \geq \tilde{T}$ and $a \in \mathbb{R}$. We set $L:=2 T \geq 2 \tilde{T}=\tilde{L}$ and $b:=a-T \in \mathbb{R}$. From (C.14), we obtain that

$$
\left\|d-\frac{1}{2 T} \int_{-T+a}^{T+a} f(t) d t\right\|_{X}=\left\|d-\frac{1}{L} \int_{b}^{L+b} f(t) d t\right\|_{X} \leq \varepsilon
$$

Therefore, (C.13) holds, and so $\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T+a}^{T+a} f(t) d t$ exists uniformly with respect to $a \in \mathbb{R}$ and equals $d$.

We now outline some terminology and notation which will prove useful in the sequel.
Definition C.1.22. Let $f: R \rightarrow X$ and $\lambda \in \mathbb{R}$. We define $f_{\lambda}: R \rightarrow X$ by

$$
f_{\lambda}(t):=f(t) e^{-i \lambda t} \quad \forall t \in R .
$$

From Lemmas C.1.20 and C.1.21, we obtain the following result regarding the mean value of $f_{\lambda}$ when $f$ is almost periodic.

Corollary C.1.23. Let $f \in A P(\mathbb{R}, X)$ and $\lambda \in \mathbb{R}$. Then $M\left(f_{\lambda}\right)$ exists and

$$
M\left(f_{\lambda}\right)=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T+a}^{T+a} f_{\lambda}(t) d t=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{a}^{T+a} f_{\lambda}(t) d t
$$

uniformly with respect to $a \in \mathbb{R}$.
Proof. From [1, IX, p.10], we obtain that $f_{\lambda} \in A P(\mathbb{R}, X)$ since $f \in A P(\mathbb{R}, X)$ and $t \mapsto e^{-i \lambda t}$ is (almost) periodic. The result thus follows immediately from Lemma C.1.20 and Lemma C.1.21.

Definition C.1.24. Let $f \in L_{\mathrm{loc}}^{1}(\mathbb{R}, X)$. We define the set $\Lambda(f) \subseteq \mathbb{R}$ of characteristic exponents of $f$ by

$$
\Lambda(f):=\left\{\lambda \in \mathbb{R}: M\left(f_{\lambda}\right) \neq 0\right\}
$$

The next lemma asserts that $\Lambda(f)$ is countable if $f$ is almost periodic. The result is given in [1, III, p.22] and so we shall not provide a proof here.

Lemma C.1.25. Let $f \in A P(\mathbb{R}, X)$. Then $\Lambda(f)$ is countable.
Associated with $\Lambda(f)$ is the module of $f$, which we define now.
Definition C.1.26. Let $f \in L_{\mathrm{loc}}^{1}(\mathbb{R}, X)$ be such that $\Lambda(f)$ is a countable set. We denote by $\bmod (f)$ the smallest additive group of real numbers that contains $\Lambda(f)$. That is, $\bmod (f)$ is the set of all real numbers that are a finite linear combination of the elements of $\Lambda(f)$ with integer coefficients:

$$
\bmod (f)=\left\{\Sigma_{j=1}^{N} \alpha_{j} \lambda_{j}: \alpha_{j} \in \mathbb{Z}, \lambda_{j} \in \Lambda(f), N \in \mathbb{N}\right\}
$$

We now present the following module containment result for almost periodic vectorvalued functions.

Theorem C.1.27. Let $f \in A P(\mathbb{R}, X)$ and $g \in A P(\mathbb{R}, Y)$ be such that for all $\varepsilon>0$, there exists $\delta>0$ such that $P(f, \delta) \subseteq P(g, \varepsilon)$. We then have that

$$
\bmod (f) \supseteq \bmod (g)
$$

In the case that $X=Y=\mathbb{R}$ or $\mathbb{C}$, the above is a particular case of [34, Theorem 4.5].
Proof of Theorem C.1.27. In [1, p.11], a sequence $\left(\sigma_{k}\right)_{k \in \mathbb{N}} \subseteq \mathbb{R}$ is called regular (with respect to $f$ ), if $\left(f\left(\cdot+\sigma_{k}\right)\right)_{k \in \mathbb{N}}$ is uniformly convergent. From [1, X, p.34], we obtain that

$$
\zeta_{f} \subseteq \zeta_{g} \quad \Longleftrightarrow \quad \bmod (f) \supseteq \bmod (g)
$$

where $\zeta_{f}$ and $\zeta_{g}$ denote the sets of all regular sequences of $f$ and $g$, respectively. Furthermore, [1, XII, p.12] yields that

$$
\zeta_{f} \subseteq \zeta_{g} \quad \Longleftrightarrow \quad \lim _{\xi \downarrow 0} \omega_{f, g}(\xi)=0
$$

where

$$
\omega_{f, g}(\xi):=\sup _{\tau \in P(f, \xi)}\left(\sup _{t \in \mathbb{R}}\|g(t+\tau)-g(t)\|_{Y}\right) \quad \forall \xi>0
$$

Hence, to complete the proof it suffices to show that $\lim _{\xi \downarrow 0} \omega_{f, g}(\xi)=0$. Before we do this however, we note that in [1, p.12], it is shown that $\omega_{f, g}$ is nondecreasing and $\lim _{\xi \downarrow 0} \omega_{f, g}(\xi)$ exists. Let $\varepsilon>0$ and choose $\delta>0$ such that $P(f, \delta) \subseteq P(g, \varepsilon)$. We then see that

$$
\sup _{t \in \mathbb{R}}\|g(t+\tau)-g(t)\| \leq \varepsilon \quad \forall \tau \in P(f, \delta)
$$

which in turn implies that

$$
\omega_{f, g}(\delta)=\sup _{\tau \in P(f, \delta)}\left(\sup _{t \in \mathbb{R}}\|g(t+\tau)-g(t)\|\right) \leq \varepsilon
$$

Therefore, since $\omega_{f, g}$ is nondecreasing, $\omega_{f, g}(\xi) \leq \varepsilon$ for all $\xi \in(0, \delta]$. Since $\varepsilon$ was arbitrary, the proof is thus complete.

Remark C.1.28. With Theorem C.1.11 in mind, by defining the mean value of a function $f \in L_{\text {loc }}^{1}\left(\mathbb{R}_{+}, X\right)$ by

$$
M(f):=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f(t) d t
$$

whenever the limit exists, we see, from Corollary C.1.23 (with $a=0$ ), that if $f \in$ $A P\left(\mathbb{R}_{+}, X\right)$ and $\lambda \in \mathbb{R}$, then

$$
M\left(\left(f_{\mathrm{e}}\right)_{\lambda}\right)=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T}\left(f_{\mathrm{e}}\right)_{\lambda}(t) d t=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f_{\lambda}(t) d t=M\left(f_{\lambda}\right)
$$

That is, $M\left(f_{\lambda}\right)$ exists and equals $M\left(\left(f_{\mathrm{e}}\right)_{\lambda}\right)$. As a consequence of this,

$$
\begin{equation*}
\bmod (f)=\bmod \left(f_{\mathrm{e}}\right) \quad \forall f \in A P\left(\mathbb{R}_{+}, X\right) \tag{C.15}
\end{equation*}
$$

Furthermore, by also recalling Lemma C.1.6, we see that a 'half-line' version of Theorem C.1.27 holds. By this, we mean that the conclusions of Theorem C.1.27 remain true if $f \in A P\left(\mathbb{R}_{+}, X\right)$ and $g \in A P\left(\mathbb{R}_{+}, Y\right)$.

For the rest of this section, we concern ourselves with almost periodic functions on $\mathbb{Z}_{+}$ and $\mathbb{Z}$. In parallel with the cases $\mathbb{R}_{+}$and $\mathbb{R}$, the literature concerning almost periodic functions on $\mathbb{Z}$ is easy to find, but for almost periodic functions on $\mathbb{Z}_{+}$, it is difficult to locate. Therefore, we are reasonable in giving the subsequent presentation. We begin with the following definition.

Definition C.1.29. (i) $A$ set $S \subseteq Z$ is said to be relatively dense (in $Z$ ) if there exists $L \in \mathbb{N}$ such that

$$
\{a, \ldots, a+L\} \cap S \neq \emptyset \quad \forall a \in Z .
$$

(ii) Let $\varepsilon>0$. Then $\tau \in Z$ is said to be an $\varepsilon$-period of $f: Z \rightarrow X$ if

$$
\|f(t)-f(t+\tau)\|_{X}<\varepsilon \quad \forall t \in Z
$$

We denote by $P(f, \varepsilon) \subseteq Z$ the set of $\varepsilon$-periods of $f$.
(iii) We say that $f: Z \rightarrow X$ is almost periodic if $P(f, \varepsilon)$ is relatively dense in $Z$ for every $\varepsilon>0$ and denote the set of almost periodic functions $Z \rightarrow X$ by $A P(Z, X)$.
Remark C.1.30. Trivially, a periodic function over $Z$ is almost periodic, but the converse is false:

$$
v(t):=\sin (\pi \sqrt{2} t) \quad \forall t \in Z .
$$

The methods used to prove the earlier results relevant to the spaces $A P(\mathbb{R}, X)$ and $A P\left(\mathbb{R}_{+}, X\right)$, can be used analogously to obtain similar results for both $A P(\mathbb{Z}, X)$ and $A P\left(\mathbb{Z}_{+}, X\right)$. Because of this, in what follows, we will mostly just state the subsequent results, and only provide explicit proofs where the content is entirely different from the earlier results. We begin with the following two lemmas concerning the suprema of almost periodic sequences.
Lemma C.1.31. Let $f \in A P(Z, X)$. Then $f$ is bounded.
Lemma C.1.32. Let $f \in A P(Z, X)$. The following statements hold.
(i) If $Z=\mathbb{Z}_{+}$, then

$$
\sup _{t \in Z, t \geq T}\|f(t)\|_{X}=\sup _{t \in Z}\|f(t)\|_{X} \quad \forall T \in \mathbb{Z}_{+} .
$$

(ii) If $Z=\mathbb{Z}$, then

$$
\sup _{t \in Z, t \leq T}\|f(t)\|_{X}=\sup _{t \in Z}\|f(t)\|_{X}=\sup _{t \in Z, t \geq T}\|f(t)\|_{X} \quad \forall T \in \mathbb{Z} .
$$

As a consequence of these results, we may act identically to that done in the proof of Lemma C.1.6 to obtain the following.
Corollary C.1.33. For every $f \in A P\left(\mathbb{Z}_{+}, X\right)$, if we define $f_{\mathrm{e}}: \mathbb{Z} \rightarrow X$ by

$$
\begin{equation*}
f_{\mathrm{e}}(t)=\lim _{k \rightarrow \infty} f\left(t+\tau_{k}\right) \quad \forall t \in \mathbb{Z}, \tag{C.16}
\end{equation*}
$$

where, for each $k \in \mathbb{N}$, $\tau_{k} \in P(f, 1 / k)$ and $\tau_{k} \nearrow \infty$ as $k \rightarrow \infty$, then $f_{\mathrm{e}}$ is the unique function such that $f_{\mathrm{e}} \in A P(\mathbb{Z}, X)$ and $f_{\mathrm{e}}(t)=f(t)$ for all $t \in \mathbb{Z}_{+}$. Moreover,

$$
\sup _{t \in \mathbb{Z}}\left\|f_{\mathrm{e}}(t)\right\|_{X}=\sup _{t \in \mathbb{Z}_{+}}\|f(t)\|_{X},
$$

and, for every $\varepsilon>0, P\left(f_{\mathrm{e}}, \varepsilon\right)=\{ \pm \tau: \tau \in P(f, \varepsilon)\}$.

Analogously to the continuous-time setting, we can apply this corollary with the known theory of almost periodic functions defined on $\mathbb{Z}$ (see, for example [52, Appendix B]) to prove the following two results.
Corollary C.1.34. $A P(Z, X)$ is a Banach space with resepect to the relevant supremumnorm.
Theorem C.1.35. The map $A P\left(\mathbb{Z}_{+}, X\right) \rightarrow A P(\mathbb{Z}, X)$ which maps $f$ to $f_{\mathrm{e}}$, where $f_{\mathrm{e}}$ is given by (C.16), is an isometric isomorphism.
We now present the following interesting connection between the spaces $A P(Z, X)$ and $A P(R, X)$, where $(R, Z)=\left(\mathbb{R}_{+}, \mathbb{Z}_{+}\right)$or $(\mathbb{R}, \mathbb{Z})$.
Theorem C.1.36. Let $(R, Z)=\left(\mathbb{R}_{+}, \mathbb{Z}_{+}\right)$or $(\mathbb{R}, \mathbb{Z})$. Then $f \in A P(Z, X)$ if, and only $i f$, there exists $g \in A P(R, X)$ such that $f(t)=g(t)$ for all $t \in Z$.
The case that $(R, Z)=(\mathbb{R}, \mathbb{Z})$ is given in [52, Theorem 8 in Appendix B].
Proof of Theorem C.1.36. Let $f \in A P\left(\mathbb{Z}_{+}, X\right)$. Then, from Theorem C.1.35, we obtain the existence of a unique almost periodic extension of $f$ to $\mathbb{Z}$, $f_{\mathrm{e}}$. An application of [52, Theorem 8 in Appendix B] then gives the existence of $h \in A P(\mathbb{R}, X)$ such that $h(t)=f_{\mathrm{e}}(t)$ for all $t \in \mathbb{Z}$. Trivially, since $h$ is almost periodic, the restriction of $h$ to $\mathbb{R}_{+}$, which we shall denote by $g$, is almost periodic. Moreover,

$$
g(t)=h(t)=f_{\mathrm{e}}(t)=f(t) \quad \forall t \in \mathbb{Z}_{+},
$$

thus proving one of the required implications. We omit the proof of the converse, since it can be proven by reversing the previous argument.

Theorem C.1.36 is an entirely useful result, since it allows us to assert discrete-time analogues of some of the previously given results with little difficulty. Indeed, as an illustration of this, the following is easily obtained from combining Theorem C.1.36 with Lemma C.1.13.
Lemma C.1.37. Let $f \in A P(Z, X)$ and $g \in A P(Z, Y)$. Then, for all $\varepsilon>0, P(f, \varepsilon) \cap$ $P(g, \varepsilon)$ is non-empty and relatively dense in $Z$. Furthermore,

$$
\begin{equation*}
A P(Z, X \times Y)=A P(Z, X) \times A P(Z, Y) \tag{C.17}
\end{equation*}
$$

We now define what we mean by an asymptotically almost periodic function over $\mathbb{Z}_{+}$.
Definition C.1.38. We denote by $c_{0}\left(\mathbb{Z}_{+}, X\right)$ the space of functions $f \in X^{\mathbb{Z}_{+}}$such that $\lim _{t \rightarrow \infty} f(t)=0$. Moreover, we say that $f \in X^{\mathbb{Z}_{+}}$is asymptotically almost periodic if $f \in A P\left(\mathbb{Z}_{+}, X\right)+c_{0}\left(\mathbb{Z}_{+}, X\right)$, and denote the space of asymptotically almost periodic functions $\mathbb{Z}_{+} \rightarrow X$ by $\operatorname{AAP}\left(\mathbb{Z}_{+}, X\right)$.
As an immediate consequence of Lemma C.1.32, we obtain the next result.
Lemma C.1.39. The following statements hold.
(i) $A P\left(\mathbb{Z}_{+}, X\right) \cap c_{0}\left(\mathbb{Z}_{+}, X\right)=\{0\}$.
(ii) If $f \in A A P\left(\mathbb{Z}_{+}, X\right)$, then the decomposition $f=f^{\text {ap }}+f^{0}$, where $f^{\text {ap }} \in A P\left(\mathbb{Z}_{+}, X\right)$ and $f^{0} \in c_{0}\left(\mathbb{Z}_{+}, X\right)$, is unique.
As in the continuous-time setting, one could also develop equivalent notions of almost periodic functions $Z \rightarrow X$, where $Z=\mathbb{Z}_{+}$or $\mathbb{Z}$. For brevity, we shall not do this and instead leave it to the reader.

## C. 2 Stepanov almost periodicity

We now consider a generalisation of the notion of almost periodic functions, namely, almost periodicity in the sense of Stepanov. Contrary to the last section, we shall not discuss the time domains $\mathbb{Z}_{+}$and $\mathbb{Z}$, since Stepanov almost periodicity, as will become apparent, is not relevant in those situations.
Definition C.2.1. Let $f \in L_{\mathrm{loc}}^{1}(R, X)$.
(i) For $\varepsilon>0$, we say that $\tau \in R$ is an $\varepsilon$-period (in the sense of Stepanov) of $f$ if

$$
\sup _{a \in R} \int_{a}^{a+1}\|f(s+\tau)-f(s)\|_{X} d s \leq \varepsilon
$$

We denote by $P_{1}(f, \varepsilon)$, the set of all $\varepsilon$-periods (in the sense of Stepanov) of $f$.
(ii) We say that $f$ is Stepanov almost periodic if $P_{1}(f, \varepsilon)$ is relatively dense in $R$ for every $\varepsilon>0$, and denote the set of all Stepanov almost periodic functions $R \rightarrow X$ by $S^{1}(R, X)$.
(iii) We define $\tilde{f}: R \rightarrow L^{1}([0,1], X)$ by

$$
(\tilde{f}(t))(s):=f(t+s) \quad \forall t \in R, \forall s \in[0,1] .
$$

The function $\tilde{f}$ is often called the Bochner transform of $f$ (see, for example, [1]). We note that $\tilde{f}$ is continuous. This is due to the fact that translation operators of $L^{1}$ functions are continuous (see, for example, [97, Theorem 9.5, p.182]).
(iv) We define the space of uniformly locally integrable functions on $R$ by

$$
U L_{\mathrm{loc}}^{1}(R, X):=\left\{f \in L_{\mathrm{loc}}^{1}(R, X): \sup _{a \in R} \int_{a}^{a+1}\|f(s)\|_{X} d s<\infty\right\},
$$

and endow it with the norm

$$
\|f\|_{S}:=\sup _{a \in R} \int_{a}^{a+1}\|f(s)\|_{X} d s
$$

Remark C.2.2. (i) Stepanov almost periodicity can be thought of as a generalisation of almost periodic functions, since, trivially, $A P(R, X) \subseteq S^{1}(R, X)$. This is a strict inclusion. Indeed, a trivial example of a Stepanov almost periodic function that is not almost periodic is $f: R \rightarrow \mathbb{R}$ defined by

$$
f(t)=\left\{\begin{array}{ll}
0, & t \in[2 k, 2 k+1] \\
1, & t \in[2 k+1,2(k+1)]
\end{array} \quad \forall k \in Z\right.
$$

It is clear that $f$ is periodic with period 2. Moreover, since $f$ is not continuous, $f$ is not almost periodic. However, it is easy to show that $f$ is Stepanov almost periodic.
(ii) For every $b>0$, the functional

$$
f \mapsto \sup _{a \in R} \int_{a}^{a+b}\|f(t)\|_{X} d t
$$

is a norm on $U L_{\text {loc }}^{1}(R, X)$ equivalent to $\|\cdot\|_{S}$.

The following is straightforward to prove. Indeed, an infinite-dimensional generalisation of the proof given in [22, pp.38-39] can be applied here.
Lemma C.2.3. $U L_{\mathrm{loc}}^{1}(R, X)$ is a Banach space.
An interesting question is whether or not every continuous function $R \rightarrow L^{1}([0,1], X)$ can be written as the Bochner transform applied to a function in $L_{\mathrm{loc}}^{1}(R, X)$. The following trivial example answers this question.

Example C.2.4. We let $\lambda \in L^{1}([0,1], X)$ be non-zero and such that $\lambda(s)=0$ for almost every $s \in[0,1 / 2]$. Subsequently, we define $F \in A P\left(R, L^{1}([0,1], X)\right)$ by

$$
F(t):=\lambda \quad \forall t \in R .
$$

Let us now assume that there exists $f \in L_{\text {loc }}^{1}(R, X)$ such that $\tilde{f}=F$. As a consequence of the fact that $\lambda(s)=0$ for almost every $s \in[0,1 / 2]$, we obtain that, for all $t \in R$,

$$
f(t+s)=(\tilde{f}(t))(s)=(F(t))(s)=\lambda(s)=0 \quad \text { a.e. } s \in[0,1 / 2] .
$$

Since this holds for all $t \in R$, we may consider the above identity for $t=k / 2$ for all $k \in \mathbb{Z}_{+}$if $R=\mathbb{R}_{+}$and all $k \in \mathbb{Z}$ if $R=\mathbb{R}$. From this we deduce that $f(t)=0$ for almost every $t \in R$. This in turn implies that $F=\tilde{f}=0$, which is a contradiction. Therefore, no such $f$ exists.

The subsequent result asserts a relationship between Stepanov and Bohr almost periodic functions.

Lemma C.2.5. Let $f \in L_{\mathrm{loc}}^{1}(R, X)$. Then

$$
f \in S^{1}(R, X) \quad \Longleftrightarrow \quad \tilde{f} \in A P\left(R, L^{1}([0,1], X)\right)
$$

and if $f \in S^{1}(R, X)$, then, for all $\varepsilon>0, P_{1}(f, \varepsilon)=P(\tilde{f}, \varepsilon)$.
Lemma C.2.5 is proven in [1, pp.77-78]. Since the proof is straightforward, we provide it here for completeness.

Proof of Lemma C.2.5. The proof follows immediately upon noticing that, for all $a, \tau \in$ $R$,

$$
\begin{aligned}
\int_{a}^{a+1}\|f(s+\tau)-f(s)\|_{X} d s & =\int_{0}^{1}\|f(a+s+\tau)-f(a+s)\|_{X} d s \\
& =\int_{0}^{1}\|(\tilde{f}(a+\tau))(s)-(\tilde{f}(a))(s)\|_{X} d s \\
& =\|\tilde{f}(a+\tau)-\tilde{f}(a)\|_{L^{1}([0,1], X)} .
\end{aligned}
$$

Remark C.2.6. We shall see that Lemma C. 2.5 is very useful. This is because it allows us to bring forward some of the knowledge that we already know about (Bohr) almost periodic functions and apply it in the Stepanov sense.

The Bochner transform can be thought of as an isometry.

Lemma C.2.7. The Bochner transform is a linear operation and

$$
\begin{equation*}
\|f\|_{S}=\|\tilde{f}\|_{L^{\infty}} \quad \forall f \in L_{\mathrm{loc}}^{1}(R, X) . \tag{C.18}
\end{equation*}
$$

Proof. The linearity claim is easy to prove, and so we omit this and will instead focus on showing that (C.18) holds for all $f \in L_{\text {loc }}^{1}(R, X)$. To this end, let $f \in L_{\text {loc }}^{1}(R, X)$ and note that

$$
\|f\|_{S}=\sup _{a \in R} \int_{0}^{1}\|f(s+a)\|_{X} d s=\sup _{a \in R} \int_{0}^{1}\|(\tilde{f}(a))(s)\|_{X} d s=\|\tilde{f}\|_{L^{\infty}}
$$

which completes the proof.
As a consequence of Lemmas C.2.5 and C.2.7, we yield the following.
Lemma C.2.8. $S^{1}(R, X)$ is a closed subspace of $U L_{\mathrm{loc}}^{1}(R, X)$.
Proof. The fact that $S^{1}(R, X)$ is a vector space follows easily from Corollary C.1.10 and Lemmas C.2.5 and C.2.7. Moreover, since every almost periodic function is bounded (see Lemma C.1.3), Lemmas C.2.5 and C.2.7 yield that every $f \in S^{1}(R, X)$ has the property that $f \in U L_{\mathrm{loc}}^{1}(R, X)$. Finally, for the closedness property, let $\left(f_{k}\right)_{k \in \mathbb{N}}$ be a sequence of functions in $S^{1}(R, X)$ converging to $f: R \rightarrow X$. It is clear that $f \in$ $L_{\mathrm{loc}}^{1}(R, X)$. Another application of Lemma C.2.7 then yields that

$$
\left\|\tilde{f}_{k}-\tilde{f}\right\|_{\infty}=\left\|f_{k}-f\right\|_{S} \rightarrow 0 \text { as } k \rightarrow \infty .
$$

Therefore, Lemma C.1.9 implies that $\tilde{f} \in A P\left(R, L^{1}([0,1], X)\right)$, which, by Lemma C.2.5, completes the proof.

The next result can be thought of as an analogue to Lemma C.1.6.
Lemma C.2.9. Let $f \in S^{1}\left(\mathbb{R}_{+}, X\right)$. Then there exists a unique function $f^{e} \in S^{1}(\mathbb{R}, X)$ such that $f^{e}(t)=f(t)$ for almost every $t \in \mathbb{R}_{+}$. Moreover,

$$
\begin{equation*}
\sup _{a \in \mathbb{R}_{+}} \int_{a}^{a+1}\|f(s)\|_{X} d s=\sup _{a \in \mathbb{R}} \int_{a}^{a+1}\left\|f^{e}(s)\right\|_{X} d s \tag{C.19}
\end{equation*}
$$

and, for every $\varepsilon>0, P_{1}\left(f^{e}, \varepsilon\right)=\left\{ \pm \tau: \tau \in P_{1}(f, \varepsilon)\right\}$.
Remark C.2.10. By combining Lemma C.2.9 with Lemma C.1.6, we see that if $f \in$ $A P\left(\mathbb{R}_{+}, X\right)$, then $f^{e}=f_{\mathrm{e}}$.

Proof of Lemma C.2.9. For each $k \in \mathbb{N}$, let $\tau_{k} \in P_{1}(f, 1 / k)$ be such that $\tau_{k} \nearrow \infty$ as $k \rightarrow \infty$. We define $f^{e} \in L_{\mathrm{loc}}^{1}(\mathbb{R}, X)$ by

$$
\begin{equation*}
f^{e}(\cdot)=\lim _{k \rightarrow \infty} f\left(\cdot+\tau_{k}\right) \tag{C.20}
\end{equation*}
$$

in $L^{1}([-a, a], X)$ for every $a \in \mathbb{N}$. We claim that $f^{\mathrm{e}}$ is well-defined since $\left(f\left(\cdot+\tau_{k}\right)\right)_{k \in \mathbb{N}}$ is a Cauchy sequence in $L^{1}([-a, a], X)$ for every $a \in \mathbb{N}$. Indeed, to see this, fix $a \in \mathbb{N}$ and note that

$$
\begin{equation*}
\int_{0}^{a}\left\|f(s)-f\left(s+\tau_{k}\right)\right\|_{X} d s \leq \sum_{i=1}^{a} \int_{i-1}^{i}\left\|f(s)-f\left(s+\tau_{k}\right)\right\|_{X} d s \leq \frac{a}{k} . \tag{C.21}
\end{equation*}
$$

Therefore, $f\left(\cdot+\tau_{k}\right) \rightarrow f(\cdot)$ as $k \rightarrow \infty$ in $L^{1}([0, a], X)$. As a consequence of this, $f^{\mathrm{e}}(t)=f(t)$ for almost every $t \in \mathbb{R}_{+}$. Furthermore, since $\tau_{k} \nearrow \infty$ as $k \rightarrow \infty$, there exists $K \in \mathbb{N}$ such that $\tau_{k}>a$ for all $k \in \bar{K}$. Hence, for all $k, l \in \bar{K}$,

$$
\begin{aligned}
\int_{-a}^{0}\left\|f\left(s+\tau_{k}\right)-f\left(s+\tau_{l}\right)\right\|_{X} d s= & \int_{-a}^{0}\left\|f\left(s+\tau_{l}+\tau_{k}-\tau_{l}\right)-f\left(s+\tau_{l}\right)\right\|_{X} d s \\
= & \int_{\tau_{l}-a}^{\tau_{l}}\left\|f\left(s+\tau_{k}-\tau_{l}\right)-f(s)\right\|_{X} d s \\
\leq & \int_{\tau_{l}-a}^{\tau_{l}}\left\|f\left(s+\tau_{k}-\tau_{l}\right)-f\left(s+\tau_{k}-\tau_{l}+\tau_{l}\right)\right\|_{X} d s \\
& +\int_{\tau_{l}-a}^{\tau_{l}}\left\|f\left(s+\tau_{k}\right)-f(s)\right\|_{X} d s
\end{aligned}
$$

By again changing variables, we see that the above inequality becomes

$$
\begin{aligned}
\int_{-a}^{0}\left\|f\left(s+\tau_{k}\right)-f\left(s+\tau_{l}\right)\right\|_{X} d s \leq & \int_{\tau_{k}-a}^{\tau_{k}}\left\|f(s)-f\left(s+\tau_{l}\right)\right\|_{X} d s \\
& +\int_{\tau_{l}-a}^{\tau_{l}}\left\|f\left(s+\tau_{k}\right)-f(s)\right\|_{X} d s \\
\leq & a\left(\frac{1}{l}+\frac{1}{k}\right)
\end{aligned}
$$

We have therefore shown that $\left(f\left(\cdot+\tau_{k}\right)\right)_{k \in \mathbb{N}}$ is a Cauchy sequence in $L^{1}([-a, 0], X)$. By combining this with (C.21), we thus see that $\left(f\left(\cdot+\tau_{k}\right)\right)_{k \in \mathbb{N}}$ is a Cauchy sequence in $L^{1}([-a, a], X)$, which hence shows that $f^{\mathrm{e}}$ is well-defined. To show that $f^{\mathrm{e}} \in S^{1}(\mathbb{R}, X)$, we shall use the Bochner transform and Lemma C.2.5. To this end, let $t \in \mathbb{R}$ and note that, for $k \in \mathbb{N}$ large enough,

$$
\begin{aligned}
\|\left(\widetilde{\left.f^{\mathrm{e}}\right)}(t)-\tilde{f}\left(t+\tau_{k}\right) \|_{L^{1}([0,1], X)}\right. & =\int_{0}^{1}\left\|\left(\widetilde{\left(f^{\mathrm{e}}\right)}(t)\right)(s)-\left(\tilde{f}\left(t+\tau_{k}\right)\right)(s)\right\|_{X} d s \\
& =\int_{0}^{1}\left\|f^{\mathrm{e}}(t+s)-f\left(t+\tau_{k}+s\right)\right\|_{X} d s \\
& =\int_{t}^{t+1}\left\|f^{\mathrm{e}}(s)-f\left(s+\tau_{k}\right)\right\|_{X} d s \\
& =\left\|f^{\mathrm{e}}(\cdot)-f\left(\cdot+\tau_{k}\right)\right\|_{L^{1}([t, t+1], X)},
\end{aligned}
$$

which converges to zero as $k \rightarrow \infty$. Therefore, $\widetilde{\left(f^{\mathrm{e}}\right)}(t)=\lim _{k \rightarrow \infty} \tilde{f}\left(t+\tau_{k}\right)$. Moreover, since $\tilde{f} \in A P\left(\mathbb{R}_{+}, L^{1}([0,1], X)\right)$ and $\tau_{k} \in P(\tilde{f}, 1 / k)$ for all $k \in \mathbb{N}$, we hence obtain, from Lemma C.1.6 (see, in particular, (C.5)), that $\widetilde{\left(f^{\mathrm{e}}\right)}$ is the unique almost periodic extension of $\tilde{f}$ to $\mathbb{R}$. That is, $\widetilde{\left(f^{\mathrm{e}}\right)}=(\tilde{f})_{\mathrm{e}}$. By applying Lemma C.2.5 once again, we thus yield that $f^{\mathrm{e}} \in S^{1}(\mathbb{R}, X)$. As for the uniqueness of $f^{\mathrm{e}}$, assume that there exists another Stepanov almost periodic extension of $f$ to $\mathbb{R}$, and denote this function by $g$. We therefore see that $g-f^{e}=0$ almost everywhere on $\mathbb{R}_{+}$. This implies that $\tilde{g}-\widetilde{\left(f^{\mathrm{e}}\right)}=0$ almost everywhere on $\mathbb{R}_{+}$. Since $\tilde{g}$ and $\widetilde{\left(f^{\mathrm{e}}\right)}$ are continuous, we see that $\tilde{g}-\widetilde{\left(f^{\mathrm{e}}\right)}=0$ on $\mathbb{R}_{+}$. As a consequence (see Lemma C.1.4), $\tilde{g}-\widetilde{\left(f^{\mathrm{e}}\right)}=0$ on $\mathbb{R}$. Therefore, $g-f^{\mathrm{e}}=0$ almost everywhere on $\mathbb{R}$ and $f^{\mathrm{e}}$ is unique. To show that (C.19) holds, note
that since $\widetilde{\left(f^{\mathrm{e}}\right)}$ is the unique almost periodic extension of $\tilde{f}$ to $\mathbb{R}$, Lemma C.1.6 and Lemma C.2.7 give that

$$
\begin{aligned}
\sup _{a \in \mathbb{R}_{+}} \int_{a}^{a+1}\|f(s)\|_{X} d s & =\sup _{t \in \mathbb{R}_{+}}\|\tilde{f}(t)\|_{L^{1}([0,1], X)} \\
& =\sup _{t \in \mathbb{R}}\left\|\widetilde{\left(f^{\mathrm{e}}\right)}(t)\right\|_{L^{1}([0,1], X)} \\
& =\sup _{a \in \mathbb{R}} \int_{a}^{a+1}\left\|f^{\mathrm{e}}(s)\right\|_{X} d s
\end{aligned}
$$

which is precisely (C.19). Finally, let $\varepsilon>0$ and note that, from Lemma C.2.5, from the fact that $\widetilde{\left(f^{\mathrm{e}}\right)}$ is the unique almost periodic extension of $\tilde{f}$ to $\mathbb{R}$, and from Lemma C.1.6,

$$
P_{1}\left(f^{\mathrm{e}}, \varepsilon\right)=P\left(\widetilde{\left(f^{\mathrm{e}}\right)}, \varepsilon\right)=\{ \pm \tau: \tau \in P(\tilde{f}, \varepsilon)\}=\left\{ \pm \tau: \tau \in P_{1}(f, \varepsilon)\right\}
$$

which completes the proof.
As a consequence of the previous result and Lemma C.2.8, we obtain the following.
Theorem C.2.11. The map $S^{1}\left(\mathbb{R}_{+}, X\right) \rightarrow S^{1}(\mathbb{R}, X)$ which maps $f$ to $f^{\mathrm{e}}$, where $f^{\mathrm{e}}$ is given by (C.20), is an isometric isomorphism.

In addition to the previous, an inspection of the proof of Lemma C.2.9 leads to the next result, which provides an interesting relationship between taking extensions of (Stepanov) almost periodic functions and taking Bochner transforms: the two operations commute.

Corollary C.2.12. We have that

$$
(\tilde{f})_{\mathrm{e}}=\widetilde{\left(f^{\mathrm{e}}\right)} \quad \forall f \in S^{1}\left(\mathbb{R}_{+}, X\right)
$$

For the rest of this section, we establish a module containment result for Stepanov almost periodic functions. That is, an analogue of Theorem C.1.27 applied to Stepanov almost periodic functions. To do this, we shall again use the Bochner transform to infer the known results of the previous section. Before doing so, we first present the following preliminary result.

Lemma C.2.13. Let $f \in L_{\text {loc }}^{1}(R, X), \lambda \in \mathbb{R}, a \in R$ and $b>a$. Then

$$
\begin{equation*}
\left(\int_{a}^{b} \tilde{f}(t) e^{-i \lambda t} d t\right)(s)=\int_{a}^{b} f(t+s) e^{-i \lambda t} d t \quad \text { a.e. } s \in[0,1] \tag{C.22}
\end{equation*}
$$

The identity (C.22) is implicitly used in the arguments given in [1, pp.80-81], but is not proven.

Proof of Lemma C.2.13. For $s \in[0,1)$ and $h>0$ such that $s+h \leq 1$, we define an operator $J_{s, h}: L^{1}([0,1], X) \rightarrow X$ by

$$
J_{s, h}(g):=\int_{s}^{s+h} g(t) d t \quad \forall g \in L^{1}([0,1], X)
$$

Since $\tilde{f}$ is continuous, we see that $(\tilde{f})_{\lambda}$, which is defined in Definition C.1.22, is also continuous and hence locally integrable. Therefore, by combining this with the fact that $J_{s, h}$ is a bounded linear operator for all $s \in[0,1)$ and $h>0$ such that $s+h \leq 1$, [129, Corollary 2, p.134] yields that

$$
J_{s, h}\left(\int_{a}^{b} \tilde{f}(t) e^{-i \lambda t} d t\right)=\int_{a}^{b} J_{s, h}\left(\tilde{f}(t) e^{-i \lambda t}\right) d t
$$

By recalling the definition of $J_{s, h}$, we then see that, for all $s \in[0,1)$ and $h>0$ such that $s+h \leq 1$,

$$
\int_{s}^{s+h}\left(\int_{a}^{b} \tilde{f}(t) e^{-i \lambda t} d t\right)(\sigma) d \sigma=\int_{a}^{b}\left(\int_{s}^{s+h}(\tilde{f}(t))(\sigma) e^{-i \lambda t} d \sigma\right) d t
$$

which, when recalling the definition of the Bochner transform, becomes

$$
\int_{s}^{s+h}\left(\int_{a}^{b} \tilde{f}(t) e^{-i \lambda t} d t\right)(\sigma) d \sigma=\int_{a}^{b}\left(\int_{s}^{s+h} f(t+\sigma) e^{-i \lambda t} d \sigma\right) d t
$$

By Fubini's theorem, we may interchange the integrals on the right-hand side of the above equation to obtain that, for all $s \in[0,1)$ and $h>0$ such that $s+h \leq 1$,

$$
\int_{s}^{s+h}\left(\int_{a}^{b} \tilde{f}(t) e^{-i \lambda t} d t\right)(\sigma) d \sigma=\int_{s}^{s+h}\left(\int_{a}^{b} f(t+\sigma) e^{-i \lambda t} d t\right) d \sigma
$$

If we now divide by $h$ on both sides of the above equality and take the limit as $h \rightarrow 0$, an application of [129, Theorem 2, p.134] yields the result.

We now show that the mean value of a Stepanov almost periodic function exists and is closely related to the mean value of its Bochner transform.

Lemma C.2.14. Let $f \in S^{1}(\mathbb{R}, X)$ and $\lambda \in \mathbb{R}$. Then $M\left(f_{\lambda}\right)$ exists and is given by

$$
\begin{equation*}
M\left(f_{\lambda}\right)=\left(M\left(\tilde{f}_{\lambda}\right)\right)(\eta) e^{-i \lambda \eta} \quad \text { a.e. } \eta \in[0,1] \tag{C.23}
\end{equation*}
$$

In particular, $\left(M\left(\tilde{f}_{\lambda}\right)\right)(\eta) e^{-i \lambda \eta}$ does not depend on $\eta \in[0,1]$. Furthermore,

$$
\begin{equation*}
M\left(f_{\lambda}\right)=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T+a}^{T+a} f(t) e^{-i \lambda t} d t=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{a}^{T+a} f(t) e^{-i \lambda t} d t \tag{C.24}
\end{equation*}
$$

uniformly with respect to $a \in \mathbb{R}$.
A proof of the above result may be obtained from arguments similar to those presented in $[1, \mathrm{pp} .80-81]$. For completeness, we shall present such a proof.

Proof of Lemma C.2.14. We note that since $\tilde{f} \in A P\left(\mathbb{R}, L^{1}([0,1], X)\right)$, Corollary C.1.23 gives that $M\left(\tilde{f}_{\lambda}\right)$ exists and

$$
\lim _{T \rightarrow \infty} \int_{0}^{1}\left\|\left(M\left(\tilde{f}_{\lambda}\right)\right)(\eta)-\left(\frac{1}{T} \int_{a}^{a+T} \tilde{f}_{\lambda}(t) d t\right)(\eta)\right\| d \eta=0
$$

uniformly with respect to $a \in \mathbb{R}$. An application of Lemma C.2.13 yields that

$$
\lim _{T \rightarrow \infty} \int_{0}^{1}\left\|\left(M\left(\tilde{f}_{\lambda}\right)\right)(\eta)-\frac{1}{T} \int_{a}^{a+T} f(t+\eta) e^{-i \lambda t} d t\right\| d \eta=0
$$

uniformly with respect to $a \in \mathbb{R}$. By using a change of variables, we see that this becomes

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \int_{0}^{1}\left\|\left(M\left(\tilde{f}_{\lambda}\right)\right)(\eta) e^{-i \lambda \eta}-\frac{1}{T} \int_{a+\eta}^{a+T+\eta} f(t) e^{-i \lambda t} d t\right\| d \eta=0 \tag{C.25}
\end{equation*}
$$

uniformly with respect to $a \in \mathbb{R}$. Now, $f \in U L_{\mathrm{loc}}^{1}(\mathbb{R}, X)$ and so $f_{\lambda} \in U L_{\mathrm{loc}}^{1}(\mathbb{R}, X)$. Hence, there exists $c>0$ such that

$$
\left\|\int_{a}^{a+\eta} f(t) e^{-i \lambda t} d t\right\| \leq c \quad \forall a \in \mathbb{R}, \forall \eta \in[0,1]
$$

Therefore, by combining this with (C.25), we see that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \int_{0}^{1}\left\|\left(M\left(\tilde{f}_{\lambda}\right)\right)(\eta) e^{-i \lambda \eta}-\frac{1}{T} \int_{a}^{a+T} f(t) e^{-i \lambda t} d t\right\| d \eta=0 \tag{C.26}
\end{equation*}
$$

uniformly with respect to $a \in \mathbb{R}$. We now recall (from, for example, [97, Theorem $3.12])$ that every Cauchy sequence in $L^{1}([0,1], X)$ has a subsequence which converges pointwise almost everywhere to its limit. Whence, from (C.26) with $a=0$, we obtain the existence of a sequence $\left(T_{k}\right)_{k \in \mathbb{N}} \subseteq \mathbb{R}_{+}$such that $\lim _{k \rightarrow \infty} T_{k}=\infty$ and

$$
\lim _{k \rightarrow \infty} \frac{1}{T_{k}} \int_{0}^{T_{k}} f(t) e^{-i \lambda t} d t=\left(M\left(\tilde{f}_{\lambda}\right)\right)(\eta) e^{-i \lambda \eta} \quad \text { a.e. } \eta \in[0,1] .
$$

We have thus shown that $M\left(\tilde{f}_{\lambda}\right)(\eta) e^{-i \lambda \eta}$ does not depend on $\eta \in[0,1]$. Therefore, (C.26) gives, uniformly with respect to $a \in \mathbb{R}$,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{a}^{T+a} f(t) e^{-i \lambda t} d t=\left(M\left(\tilde{f}_{\lambda}\right)\right)(\eta) e^{-i \lambda \eta} \quad \text { a.e. } \eta \in[0,1] . \tag{C.27}
\end{equation*}
$$

An application of Lemma C.1.21 then guarantees that $M\left(f_{\lambda}\right)$ exists and that (C.24) holds. Finally, by combining (C.24) with (C.27), we see that (C.23) holds, thus completing the proof.

As an immediate consequence of Lemma C.2.14, and by recalling Lemma C.1.25, we obtain the following.

Corollary C.2.15. Let $f \in S^{1}(\mathbb{R}, X)$. Then $\Lambda(f)=\Lambda(\tilde{f})$ and $\bmod (f)=\bmod (\tilde{f})$.
We now present the aforementioned module containment result for Stepanov almost periodic functions.

Theorem C.2.16. Let $f \in S^{1}(\mathbb{R}, X)$ and $g \in S^{1}(\mathbb{R}, Y)$. If for all $\varepsilon>0$ there exists $\delta>0$ such that $P_{1}(f, \delta) \subseteq P_{1}(g, \varepsilon)$, then

$$
\bmod (f) \supseteq \bmod (g)
$$

Proof. We begin by noting that, from Lemma C.2.5

$$
\begin{equation*}
P_{1}(f, \xi)=P(\tilde{f}, \xi) \quad \text { and } \quad P_{1}(g, \xi)=P(\tilde{g}, \xi) \quad \forall \xi>0 \tag{C.28}
\end{equation*}
$$

Hence, we obtain that for all $\varepsilon>0$ there exists $\delta>0$ such that $P(\tilde{f}, \delta) \subseteq P(\tilde{g}, \varepsilon)$. An application of Theorem C.1.27 then gives that $\bmod (\tilde{f}) \supseteq \bmod (\tilde{g})$. Therefore, the proof is complete upon invoking Corollary C.2.15.

Remark C.2.17. As in Remark C.1.28, let us define the mean value of a function $f \in L_{\text {loc }}^{1}\left(\mathbb{R}_{+}, X\right)$ by

$$
M(f):=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f(t) d t
$$

whenever the limit exists. By recalling Theorem C.2.11, an application of Lemma C.2.14 (with $a=0$ ) yields, for all $f \in S^{1}\left(\mathbb{R}_{+}, X\right)$ and $\lambda \in \mathbb{R}$, that $M\left(\left(f^{e}\right)_{\lambda}\right)$ exists and

$$
M\left(\left(f^{e}\right)_{\lambda}\right)=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f^{e}(t) e^{-i \lambda t} d t=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f(t) e^{-i \lambda t} d t=M\left(f_{\lambda}\right)
$$

Therefore, $M\left(f_{\lambda}\right)$ exists for all $f \in S^{1}\left(\mathbb{R}_{+}, X\right)$ and all $\lambda \in \mathbb{R}$, and equals $M\left(\left(f^{\mathrm{e}}\right)_{\lambda}\right)$. From this, we deduce that

$$
\begin{equation*}
\bmod (f)=\bmod \left(f^{e}\right) \quad \forall f \in S^{1}\left(\mathbb{R}_{+}, X\right) \tag{C.29}
\end{equation*}
$$

By also recalling Lemma C.2.9, we see from (C.29) that the conclusions of Theorem C.2.16 hold if $f \in S^{1}\left(\mathbb{R}_{+}, X\right)$ and $g \in S^{1}\left(\mathbb{R}_{+}, Y\right)$.
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## Index

$\mathcal{K} \mathcal{L}, 9$
$\mathcal{K}, 9$
$\mathcal{K}_{\infty}, 9$
(A), 17

Admissible
feedback matrices, 14
feedback operators, 145
Almost periodic
function, 232
in the sense of Stepanov, 243
sequence, 241
Asymptotically almost periodic
function, 236
sequence, 242
Behaviour of a linear system
in finite-dimensions, 13
in infinite-dimensions, 145
Behaviour of a Lur'e system
in finite-dimensions, 22
in infinite-dimensions, 151
Bochner transform, 243
Bounded real lemma, 17
Causal operator, 148
Cayley-transform, 103
Converging-input converging-state in finite-dimensions, 43
in infinite-dimensions, 168
Convolution operator, 148, 149
Discrete-time Lur'e system
in finite-dimensions, 22
in infinite-dimensions, 150
Dissipative functions, 130
Equilibrium quadruple
in finite-dimensions, 37
in infinite-dimensions, 152
Exponential
growth constant, 143
incremental input-to-state stability, 153
incremental input-to-state/output stability, 153
input-to-state stability, 152
input-to-state/output stability, 152
stability, 143
Feasible
reference signal, 200
set, 200
Four-block Lur'e system
in finite-dimensions, 53
in infinite-dimensions, 178
Global stability
of a system, 25
of an equilibrium, 37
Impulse response, 149
Initial-value problem
in finite-dimensions, 23
in infinite-dimensions, 151
Input-to-state stability
of a system, 26
of an equilibrium, 37
Input-to-state stability with bias, 35
Input-to-state/output stability
of a system, 26
of an equilibrium, 37
ISS-Lyapunov function, 28
Linear difference equation
in finite-dimensions, 12
in infinite-dimensions, 144
Mean value, 238
Monotone functions, 130
Positive real
matrix-valued function, 50
operator, 161

Positive real lemma, 104
Semi-global incremental input-to-state stability, 64
continuous-time, 85
Semi-global incremental integral input-tostate stability, 85
Stabilising feedback
matrices, 15
operators, 146
Steady-state gain maps, 51, 173
Strict positive real
matrix-valued function, 107
operator, 164
Strict positive real lemma, 108
Strictly dissipative functions, 130
Strictly monotone functions, 130
Strong positive real operator, 164
Strongly continuous semigroup, 181
Transfer function
in finite dimensions, 13
in infinite dimensions, 144

