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Summary

High-precision navigation is vital to the production of all Synthetic Aperture Sonar (SAS)

data products. The required sub-wavelength precision is typically achieved using the Redundant

Phase Centre (RPC) micro-navigation algorithm, which exploits time delays measured between

redundant signals from adjacent pings to estimate the motion of the vehicle. Today’s SAS-

equipped Autonomous Underwater Vehicles (AUVs) typically feature two arrays on one or

both sides of the vehicle. These interferometric SAS systems are able to make high-resolution

estimates of sea-floor bathymetry in addition to the standard SAS imagery. The addition of

interferometric arrays also dramatically increases the number of redundant signal pairs between

pings that contain useful information.

This thesis describes novel techniques which enable this information to be exploited in order

to simultaneously make high-precision navigation and coarse sea-floor bathymetry estimates.

Central to the new method is the concept of the triad of confounding factors; that is, time

delays measured between redundant signals are affected by three quantities: 1) the motion of

the vehicle, 2) the sea-floor bathymetry, and 3) the speed of sound. Consequently, inversion of

a model of sufficient accuracy allows high-precision estimation of these three quantities.

Results from a novel algorithm that simultaneously estimates the vehicle path to sub-

wavelength precision and makes a coarse bathymetry estimate are presented, using both sim-

ulated and experimental SAS data. The method yields improved SAS image quality when

compared to conventional slant-plane RPC micro-navigation, which is demonstrated using

experimental data collected by the 270 - 330 kHz SAS of the CMRE MUSCLE AUV. Since

ground-truth is not available using experimental data, the precision of the navigation and

coarse bathymetry estimates is demonstrated using simulated data.

The new algorithm has the potential to improve the navigation precision of SAS-equipped

AUVs, improving SAS image geo-referencing precision and allowing AUVs to perform longer

duration surveys without surfacing. The method is designed to be easily generalisable to repeat-

pass SAS, and as such it has the potential to provide the sub-wavelength track co-registration

that is required for repeat-pass interferometric bathymetry estimation.
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Preface

This work initially aimed to develop algorithms for high resolution bathymetry estimation using

repeat-pass interferometric synthetic aperture sonar (SAS). The intention was to build upon

the repeat pass generalisation of redundant phase centre (RPC) micro-navigation developed

by Hunter et al. [1]. However, it became clear that it was not possible to use the resulting

estimates of the repeat pass interferometric phase for bathymetry estimation. This limitation is

primarily caused by the slant-plane assumption, while the simplifying assumption of a constant

and known sound speed is a secondary limitation. These assumptions result in RPC time delays

being interpreted only as navigation errors in the slant-plane. For this reason the focus of the

project changed to the generalisation of RPC micro-navigation for simultaneous estimation of

the vehicle path and the sea-floor bathymetry in three-dimensional space. This development

removes the slant-plane assumption, allowing RPC time delays to be attributed to both nav-

igation and bathymetry. The algorithm has been developed and demonstrated for single pass

SAS, and has been designed to be simple to generalise to repeat pass collection geometries.

This is intended to allow co-registered images to be formed, where the interferometric phase

may be used for high resolution bathymetry estimation.

The central theme in this thesis is the idea that time delays measured between redundant

signals for the purpose of micro-navigation and/or interferometry are dependent on three ob-

servable properties. These relate to the geometry of the observation and the speed of acoustic

propagation in the medium. The observation geometry can be considered to be comprised of

the sensor geometry and motion, and also the shape of the sea-floor or bathymetry. We have

termed these three phase influencing properties the ‘triad of confounding factors’:

1. The sensor geometry and motion (navigation)

2. The shape of the sea-floor (bathymetry)

3. The acoustic propagation speed (medium)

The triad is ‘confounding’ due to the link between the three properties, which each contribute to

RPC time delays and interferometric phase. Inaccurate knowledge of one member of the triad

results in errors in the estimation of the other two. For example, bathymetry estimates derived

from the interferogram presented by Hunter et al. [1] would be inaccurate, because navigation

errors introduced by the slant-plane assumption cause errors in the repeat-pass interferometric

phase and hence bathymetry estimate.

This thesis asserts that accurate estimation of any member of the triad is conditional on

having accurate knowledge of the other two members. This is almost never the case; the lack of

radio-navigation underwater precludes accurate positioning, the sea-floor is mostly uncharted

to the resolution required, and the ocean medium is constantly fluctuating. It is therefore

necessary to make in situ measurements of each member of the triad. The simultaneous micro-

navigation and bathymetry estimation algorithm described in this thesis represents a significant

step forward towards this goal, estimating vehicle motion and sea-floor bathymetry using the

sound speed measured by the vehicle.
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1 Introduction

1.1 Synthetic aperture sonar

Synthetic aperture sonar (SAS) is a coherent acoustic imaging technology capable of generating

sea-floor imagery with centimetre-scale resolution, which is theoretically independent of range

and frequency [2]. This is a distinct advantage over more conventional sidescan sonar, which

creates images with resolution that deteriorates with range. This makes SAS systems highly

desirable in survey applications where both high resolution and high area coverage rate are

required. In recent years, commercially available SAS hardware [3, 4, 5] has been used to

perform high resolution sea-bed mapping for numerous applications, such as the detection of

naval mines [6] or unexploded ordinance (UXO) [7], sub-sea archaeology [8, 9], monitoring of

World War II munitions dumps [10], and surveying underwater assets, such as oil and gas

pipelines [11]. SAS was used during the search for the missing airliner MH370 [12], due to its

favourable combination of high resolution and large area coverage rate. In addition, SAS has

been demonstrated in underwater geological surveying, for example in mapping hydrothermal

systems [13] and detecting sea-floor gas seepage [14].

Figure 1.1 contains a selection of SAS images that showcase the impressive capabilities of

modern SAS systems. Figure 1.1a is a reproduction of the lower panel of [9, Fig. 6], which is

a false-colour image of one of the many shipwrecks in the Skagerrak WWII munitions dump

site1, where colour encodes depth. This image was captured using a HiSAS 1030 manufactured

by Kongsberg Maritime, mounted on a HUGIN autonomous underwater vehicle (AUV) during

surveys of the site in 2015 and 2016. Figure 1.1b is a reproduction of [6, Fig. 1], which shows

two distinct types of sea-floor and seven mine-like targets. The upper left region of the image

contains sand ripples, while the remainder shows a flat sandy seabed. This image was generated

by the Minehunting Unmanned underwater vehicle for

Shallow water Covert Littoral Expeditions (MUSCLE) AUV, which is a Bluefin 21 AUV

equipped with an interferometric synthetic aperture sonar (InSAS) manufactured by Thales

Underwater Systems. The MUSCLE system is operated by the NATO Centre for Maritime

Research and Experimentation (CMRE). Figure 1.1c is a reproduction of [15, Fig. 3], which

clearly shows artificial objects on the sea-floor. This image was captured using an AquaPix®

InSAS manufactured by Kraken Robotics mounted on the Arctic Explorer AUV from Defence

Research and Development Canada (DRDC). Figure 1.1d is a further HiSAS 1030 image re-

produced from [7, Fig. 2], which shows the extent to which UXOs have migrated around the

Skagerrak dump site.

1.2 Interferometric synthetic aperture sonar

Depth estimates, encoded by colour in Figures 1.1a and 1.1d, are made by the process of

interferometry. This involves capturing multiple (typically two) images of the same scene with

1After World War II, the Skagerrak strait, an area of deep water between Norway and Denmark, was used
as a chemical munitions dump site. Cargo ships were loaded with munitions, positioned in the strait, and sunk.
At least 170,000 tons of chemical munitions were dumped there by British and American authorities.
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(a)

(b) (c)

(d)

Figure 1.1: Example imagery from various SAS systems. (a) A false-colour HiSAS 1030 image
of a shipwreck in the Skagerrak WWII dump site where colour encodes depth3[9]. (b) A
MUSCLE SAS image containing two distinct sea-floor morphologies and seven mine-like objects.
Reproduced with permission from [6], © 2015 IEEE. (c) An AquaPix® SAS image showing
man-made objects on the sea-floor. Reproduced with permission from [15]. (d) A further HiSAS
1030 image of debris in the Skagerrak site [7]. Image courtesy of and used with permission of the
Norwegian Defence Research Establishment (FFI) and the Norwegian Coastal Administration.

3Reprinted from Journal of Archaeological Science, Volume 89, Ødeg̊ard, Øyvind et.al., Archaeolog-
ical use of Synthetic Aperture Sonar on deepwater wreck sites in Skagerrak, Page 7, Copyright 2019,
with permission from Elsevier.
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(a) (b)

Figure 1.2: SAS data products captured by the Kraken AquaPix® InSAS of two objects
resembling cars on the sea-floor, reproduced with permission from [4]. (a) Intensity image, with
theoretical resolution of 3× 3 cm (b) The corresponding bathymetry estimate, with theoretical
resolution of 12.5× 12.5 cm.

slightly differing acquisition geometries, where the difference in acquisition geometry is well

known. Small differences between sub-windows of the images are used to infer sea-floor depth.

This is typically achieved in a single pass of a vehicle equipped with multiple receiving arrays

with known separation, as described in Section 2.

This technique has some limitations, which are well illustrated by Figure 1.2. It shows the

intensity image and corresponding bathymetry estimate of two objects that resemble cars on the

sea-floor, captured by a Kraken Aquapix® InSAS system. The intensity image in Figure 1.2a

has a theoretical resolution of 3× 3 cm, while the bathymetry estimates in Figure 1.2b have a

spatial resolution of 12.5×12.5 cm. This disparity between image and bathymetry resolution is

typically around an order of magnitude, and is caused by the size of the sub-windows inherent to

interferometric processing (see Section 2.4.2). Improved bathymetry resolution can be obtained

by reducing the sub-window size at the expense of vertical precision [16, Ch. 8.1]. Improved

vertical precision can be achieved by increasing the separation between the receiver arrays [16,

Ch. 3.3], and the number of separated receiver arrays [17].

1.3 Repeat-pass interferometric synthetic aperture sonar

Since the number of receiver arrays and their separation cannot be increased without limit

due to the size constraints imposed by underwater vehicles, there is considerable interest in

repeat-pass interferometric depth estimation. This allows multiple images to be acquired with

arrays separated by an arbitrary distance. However, repeat-pass interferometry introduces a

challenge; the repeat-pass acquisition geometry must be estimated to sub-wavelength precision

to support the coherent, phase reliant processing [18, 19, 20, 21].

Another common application of repeat-pass interferometric processing is coherent change

detection (CCD). This allows detection of sub-wavelength scale changes in the scene by analysis
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of the magnitude of the complex coherence function between co-registered images [22, 23,

24]. However, the co-registration accuracy requirements are relaxed when compared to repeat-

pass depth estimation (needing only sub-pixel accuracy), which is achievable with conventional

sparse feature-based [25] and dense [22] image registration approaches.

1.4 Synthetic aperture sonar systems

A typical SAS system consists of a transmitter that regularly projects acoustic pulses or pings

into the medium, and at least one vernier array of receiving transducers which sense the echoes

reflected by the environment. These reflections originate from the sea-floor, objects on the

sea-floor, and objects in the water column. The assembly of transducers is moved along a path,

which is typically nominally rectilinear (strip-map SAS) or circular (CSAS), forming a densely

sampled synthetic aperture. The geometry for strip-map SAS is pictured in Figure 2.10. If

the path traversed by the sonar is known to sufficient precision, the reflected echoes collected

along this synthetic array can be coherently combined to form a focused SAS image, where the

along-track synthetic array footprint size is independent of range.

Due to the side-looking geometry used by SAS systems, the platform carrying the SAS

hardware is required to travel relatively close to the sea-floor, at an altitude of approximately

1/10 of the maximum range. For shallow-water environments, the SAS can be mounted on

a surface vessel, such as the TNO Mine Underwater Detection (MUD) system [26] or smaller

systems such as remotely operated vehicles (ROVs) [27]. In deeper water, underwater vehicles

are required, which fall into two groups, tow-fish and AUVs. Tow-fish are pulled behind a sur-

face ship, approximately following the path taken by the ship (many with the help of actuated

control surfaces), while AUVs are not tethered to a surface ship. Being tethered to a support-

ing vessel has both advantages and disadvantages. The tether can contain a high-bandwidth

communication link, allowing data to be processed and analysed in near real time on-board the

surface ship. However, they are not suitable when a surface ship cannot be used, for example

in covert operations, under ice, or in high seas. A further advantage of AUVs is the ability for

a single surface ship to operate multiple assets simultaneously, reducing the total survey cost

and increasing the overall area coverage rate (ACR).

Photographs of the three AUVs already mentioned are shown in Figure 1.3. These vehi-

cles are all equipped with interferometric SAS systems, where the vertically separated receiver

arrays are clearly visible on the HUGIN and REMUS vehicles in Figures 1.3b and 1.3c respec-

tively. AUVs are required to carry out pre-planned or adaptive missions with minimal human

intervention, due to the high latency and low data bandwidth inherent to acoustic communica-

tions [28]. However, underwater navigation is challenging, due to the lack of radio-navigation

services underwater. Therefore these AUVs are equipped with sophisticated navigation sys-

tems, typically comprising a high-grade inertial navigation system (INS) and an aiding sensor

such as a Doppler velocity log (DVL) or correlation velocity log (CVL). Measurements of linear

accelerations and angular rates are available from an INS, while a DVL or CVL measures linear

velocities. Measurements from these systems are typically combined using a state-estimation
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algorithm such as a Kalman filter [29]. However, integrating velocity measurements in this

manner suffers from drift caused by accumulated errors, which are typically larger than the

precision requirement for generating focused SAS images.

The experimental SAS data used in this thesis were collected by the MUSCLE AUV provided

by CMRE, during the Multinational AutoNomous EXperiment (MANEX) sea trial in 2014.

Therefore, MUSCLE system parameters are used throughout this thesis when hardware-specific

parameters are required. However, the concepts presented in this thesis are intended to be

applicable to a wide range of SAS systems.

1.5 Synthetic aperture sonar motion estimation challenge

The maximum tolerable accumulated position error for generating focused SAS images is com-

monly quoted as λ0/16 along the length of the synthetic aperture [2] where λ0 denotes wave-

length. For example, for the MUSCLE system with λ0 ≈ 5 mm, this equates to approximately

0.3 mm over a maximum synthetic array length of approximately 15 m at maximum range.

This precision is unachievable with typical on-board navigation hardware, which has been a

significant challenge for the development of SAS technology.

A common method for achieving the required navigation precision is the slant-plane re-

dundant phase centre (RPC) micro-navigation algorithm [30, 31]. These algorithms exploit the

time delays that can be measured between signals received by overlapping (redundant) portions

of the array between pings. In these micro-navigation implementations, it is assumed that the

vehicle and sea-floor exist in a two-dimensional slant-plane, and to attribute time delays solely

to the motion of the sonar in this plane. However, inevitable deviations from the ideal lin-

ear trajectory break the assumption of rotational symmetry about the track upon which the

slant-plane assumption is based, which causes image defocusing [16, 32].

In general, the time delays between RPC arrays are a function of the motion of the sonar,

the sea-floor bathymetry, and the speed of acoustic propagation in the medium. Therefore,

the slant-plane assumption has been abandoned in most developments of through-the-sensor

navigation estimation algorithms. Instead, estimates of the bathymetry are included in the

micro-navigation algorithms, either by assuming a flat sea-floor at a given depth [33], or by

estimating the bathymetry using the interferometric arrays as a sidescan interferometer [16, 32].

Synthetic aperture sonar micro-navigation has been the subject of much research in recent

years, with many different algorithms having been developed. However, there is scope for

improvement for four main reasons:

1. The majority of research effort has been towards making a navigation estimate that

results in focused images. However, this is not necessarily the same as the path of the

vehicle, due to certain model simplifications or errors in the bathymetry or speed of

acoustic propagation. Attempts to integrate micro-navigation estimates into the vehicle

navigation solution have therefore seen limited success [34].

2. Interferometric SAS systems create multiple RPC array pairs between pings. For example,
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(a)

(b)

(c)

Figure 1.3: Examples of AUV equipped with SAS (a) The MUSCLE AUV. The black section
is an acoustically transparent window, behind which the transducers are positioned. Produced
with permission from CMRE. (b) The HUGIN AUV equipped with a HiSAS 1030. The two
receiver arrays that allow interferometry are clearly visible, with the transmitter between them.
Image courtesy of Kongsberg Maritime AS. (c) A REMUS 600 AUV equipped with a Kraken
AquaPix® InSAS2 system. The black rectangles are the transducers; the smallest (fore-most)
is the transmitter and the remainder are modular receiving arrays. Reproduced with permission
from [4].
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a conventional dual-sided InSAS creates 8 RPC array pairs between adjacent pings4. A

maximum of 4 of these pairs have been exploited for the purpose of micro-navigation in

the published literature [35].

3. It is common to use a piece-wise process to estimate bathymetry using sidescan interfer-

ometry, and then make a micro-navigation estimate using this bathymetry estimate. This

has the potential to introduce errors, because different data are used for each step. How-

ever, if the mutual information contained in the multiple RPC pairs is used judiciously, a

coarse bathymetry estimate and a navigation estimate can be made simultaneously using

the same data.

4. Repeat-pass interferometric bathymetry estimation is yet to be demonstrated for strip-

map SAS.

1.6 Research question

Given the existing scope for improvement in synthetic aperture sonar micro-navigation perfor-

mance, the question this thesis aims to answer is:

How can redundant data collected by interferometric synthetic aperture sonar be best

exploited for accurate and precise navigation of autonomous underwater vehicles?

To answer this question, we first introduce the idea of the triad of confounding factors.

1.6.1 The ‘triad of confounding factors’

It is well known that the time delays measured between RPC array pairs are a function of

the motion of the sonar (in all 6 degrees of freedom), the sea-floor bathymetry, and the speed

of acoustic propagation in the medium [33]. We refer to these quantities as the ‘triad of

confounding factors’ [21]; navigation, bathymetry, and medium.

With this in mind, one of the main novel contributions of this thesis is the generalisation

of the RPC micro-navigation algorithm for interferometric synthetic aperture sonar (InSAS).

Under the assumption of a known acoustic propagation speed, the new algorithm is capable

of simultaneously making both a three-dimensional vehicle navigation estimate and a coarse

bathymetry estimate using the redundant data collected by overlapping portions of the phase

centre arrays of adjacent pings. The new algorithm addresses points 1-3 above, by using the

redundant data collected between adjacent pings for mutual estimation of bathymetry and

navigation. The method

1. avoids model simplifications that have the potential to cause navigation or bathymetry

errors,

2. utilises more of the redundant data collected by RPC arrays between adjacent pings, and

4This number is increased to 12 if the interferometric RPC array pairs (i.e. within the same ping) are
included.
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3. simultaneously estimates navigation and bathymetry using the same data.

While point 4 above has not been completely addressed, preliminary work towards extending

the algorithm to repeated passes has shown significant promise [21]. However, generalisation of

the algorithm to repeat pass acquisitions is considered to be outside of the scope of this thesis

and is suggested as further work.

1.7 Thesis outline

The structure of this thesis is as follows. Chapter 2 gives an introduction to interferometric

synthetic aperture sonar (InSAS). The chapter begins with the concept of echo sounding and

its development into sidescan sonar. The achievable resolution of such a real-aperture system is

presented, and its inherent limitations are identified. The concept of synthetic aperture imaging

is then introduced, and an analysis of the errors introduced by the phase centre and stop-and-

hop approximations is given. Finally, a summary of depth estimation using interferometry is

given.

Chapter 3 presents a thorough decomposition of the literature relevant to synthetic aperture

sonar micro-navigation. We identify the limitations of existing micro-navigation approaches and

motivate the development of the new algorithm developed in Chapter 6.

In Chapter 4 we describe methods ubiquitous to the field of micro-navigation; range win-

dowing, surge estimation and time delay estimation. These methods are used in the method

developed in Chapter 6.

Chapter 5 describes and evaluates a novel method for identifying and correcting phase

wrap errors in time delay estimates used in micro-navigation. The method is a local phase

unwrapping method which utilises a robust regression to fit a model to the error-free samples.

Samples that do not fit the model are corrected by unwrapping them around the fitted model.

We demonstrate superior performance to the branch-cuts method, which has also been used to

solve this problem.

Chapter 6 describes a novel algorithm for interferometric SAS systems that simultaneously

estimates a high-precision 3D path of the vehicle and makes a coarse bathymetry estimate. The

method is verified and assessed using both experimental and simulated data, and superior SAS

imagery is demonstrated when compared to the conventional slant-plane RPC micro-navigation

algorithm.

Chapter 7 summarises the thesis and makes suggestions for future work.
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2 Interferometric Synthetic Aperture Sonar

The principle of all active sonar systems is to transmit acoustic energy into a propagation

medium, and to receive echoes of the signal reflected off a target or the environment after a

measured delay. This propagation time can be converted into a distance, using an assumed

speed of sound and the collection geometry.

2.1 Echo sounding

The simplest sonar for depth or range measurement is the echo sounder, shown in Figure 2.1. A

pulse of acoustic energy or ping is transmitted downwards into the water column. The acoustic

waves travel until they are reflected off the sea-floor. These reflected waves propagate and

spread, and a replica of the transmitted waveform is received by the receiver after a propagation

delay τp. The distance to the sea-floor is given by

r =
τpc

2
, (2.1)

where c is the average speed of sound along the path, under the assumption that the transmitter

and receiver are co-located and stationary.

r

TX RX

Figure 2.1: Geometry of an echo sounder. An acoustic signal is transmitted by the transmitter

(TX) downwards towards the sea-floor. A reflection is received by the receiver (RX) after some

delay. The range to the sea-floor can be estimated using (2.1).
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2.1.1 The sonar equation

The monostatic sonar equation [36] below describes the sound intensity in decibels at the

receiver

RL = SL− 2TL + TS (2.2)

where SL, TL and TS are the source level, transmission loss, and target strength respectively

in decibels. The source level (SL) is defined as the intensity in decibels of the transmitted

signal measured at a distance of 1 m from the transmitter. The target strength (TS) describes

the acoustic reflectivity of a scatterer. It is defined as the intensity of the reflected signal

at a distance of 1 m from the scatterer relative to the intensity of the transmitted signal at

the scatterer. The transmission loss (TL) describes the amount of energy lost between the

transducer and the scatterer in each direction and is given by

TL = −20 log

(
|ψ|
|ψ0|

)
(2.3)

for a plane wave, where ψ is the field intensity and ψ0 is the field intensity at a distance of 1 m

from the source.

The losses that the acoustic signal experiences as it propagates are due to the signal spread-

ing and absorption processes. Acoustic absorption converts acoustic energy to heat through

internal friction, thermal conduction, and via chemical relaxation processes in aqueous solutions

e.g. sea-water [36].

The spreading loss for a spherically spreading wave is given by

TLspreading = 10 log(r2) = 20 log(r) (2.4)

where r is the distance from the source. Spreading losses motivate the use of high power

transmitted signals and narrow acoustic beams in order to achieve favourable signal to noise

ratio (SNR) at the receiver. Since beam-width is inversely proportional to frequency and

proportional to transducer size, lower frequency systems suffer from higher spreading losses

unless the size of the transducer is increased to compensate.

Absorption losses are typically described using empirical formulae. In sea-water, the loss in

decibels due to absorption over a propagation distance r meters is approximated by

TLabsorption = r

(
Aabs

f2
1 + f2

+
Babs

f2
2 + f2

+ Cabs

)
f2 × 10−3 (2.5)
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Figure 2.2: Frequency dependent absorption losses are caused by chemical relaxation processes
of boric acid and magnesium sulphate, in addition to viscous friction. The absorption loss is
shown for a temperature of 10 ◦C, a salinity of 35 ppt, a depth of 0 m and a pH of 8.1.

where f denotes frequency, with

Aabs = 0.0024S exp(0.032T − 0.011z + 1.8(pH− 8)) (2.6)

Babs = 0.63S exp(0.071T − 0.17z) (2.7)

Cabs = 4.9× 10−10 exp(−0.038T − 0.040z) (2.8)

f1 = 780 exp(0.034T ) (2.9)

f2 = 42000 exp(0.056T ), (2.10)

where T is the temperature in degrees Celsius, S is the salinity in parts per thousand (ppt), z

is the depth in meters and

pH = log10

(
1

aH+

)
(2.11)

describes the acidity of the solution where aH+ is the hydrogen ion activity [37].

The first term describes the chemical relaxation of the boric acid ⇔ borate systems as

discovered by Yeager [38]. The second term describes the effect of relaxation of magnesium

sulphate [39]. The mechanism and kinetics of this relaxation are complex, and the interested

reader is referred to [40] for further detail. The third term is due to shear and bulk viscosity of

pure water, which does not exhibit a relaxation frequency. Losses due to thermal conduction are

negligible [41]. Figure 2.2 shows the absorption loss as a function of frequency for a temperature

of 10 ◦C, a salinity of 35 ppt, a depth of 0 m and a pH of 8.1.
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(b)

Figure 2.3: The range resolution of a pulsed echo ranging system is dependent on the length of
the pulse. (a) Simulated response from two separated targets insonified by a tone burst. The
length of the tone burst is such that the two targets cannot be resolved. (b) Simulated response
using a shorter tone burst, with the same separation between the targets. The two targets can
be resolved, but the total signal energy is reduced.

2.1.2 Range resolution

The range resolution of a pulsed echo ranging system is proportional to the duration of the

pulse, with short pulses giving high range resolution. However, the use of short impulse-like

pulses limits the total transmitted energy, since water has an upper acoustic amplitude limit due

to cavitation [36]. Consider the simulated echoes received from two separated targets insonified

by a tone burst shown in Figure 2.3. The target responses cannot be resolved if the responses

are not separated by longer than the duration of the signal. That is, the resolution of a pulsed

echo ranging system is

∆r =
cT

2
(2.12)

were T is the pulse duration, so shorter pulses give better range resolution at the expense of

total signal energy and hence SNR.

If both high range resolution and high SNR are desired, a combination of longer duration

pulses and pulse compression is required. This improves the range resolution to

∆r =
c

2B
(2.13)

where B is the band-width of the pulse. This removes the resolution dependence on signal

duration, allowing the use of longer signals and hence improved SNR.

2.1.2.1 Pulse compression / matched filtering

Pulse compression allows high range resolution to be obtained from wide bandwidth, long

duration pulses. Any signal with a narrow auto-correlation function is suitable, however the

linear frequency modulated (LFM) chirp is commonly used either with increasing (up chirp) or

decreasing (down chirp) frequency. It is desirable for the pulse length to be shorter than the
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propagation delay at minimum range to avoid cross-talk [42].

A complex LFM chirp is defined by

s(t) = A rect

(
t

T

)
exp

(
j2πfct+ jπ

B

T
t2
)
, (2.14)

where t is the time axis, A is the peak amplitude, T is the chirp length, and fc and B are the

centre frequency and bandwidth of the chirp respectively.

Figure 2.4 shows an example LFM up chirp. Figure 2.4a shows the chirp amplitude as a

function of time. The pulse has duration T and peak-to-peak amplitude 2A. Figure 2.4b shows

the Fourier transform of the same up chirp, which is approximately rectangular. Windowing

this frequency domain signal allows adjustment of the ratio of side lobe level (SLL) to range

resolution [43]. Figure 2.4c is a time-frequency representation of the up chirp, showing that the

instantaneous frequency is linearly swept over the bandwidth B, from fc − B
2 to fc + B

2 over

the time duration of the pulse T . The auto-correlation of the chirp is shown in Figure 2.4d.

The matched filter is the pulse compression method which maximises SNR in the presence

of white, Gaussian noise [16]. The matched filter is a cross-correlation with a replica of the

transmitted signal, giving the match filtered signal as

e(t) =

∫ ∞
−∞

e′(τ)s(τ + t)dτ (2.15)

= e′(t) ? s(t), (2.16)

where e′(t) is the received echo data and s(t) is the transmitted signal, and ? denotes con-

volution. The pulse compression operation is commonly performed as a multiplication in the

frequency domain using the convolution theorem [44],

e(t) = F−1 {E(ω)} (2.17)

= F−1 {E′(ω) · S(ω)} , (2.18)

where E′(ω), S(ω) and E(ω) are the Fourier transforms of the echo data, transmitted signal,

and pulse-compressed echo data respectively.

The Fourier transform of a time domain signal x(t) is given by

X(ω) = F (x(t)) (2.19)

=

∫ ∞
−∞

x(t)e−jωtdt (2.20)

where ω = 2πf is the angular frequency.

The −3 dB width of the resulting auto-correlation function is often quoted as the ideal range

resolution of the match-filtered pulse, given by

δr = $r
c

2B
(2.21)
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Figure 2.4: A linear frequency modulated (LFM) up chirp (a) in the time domain (b) frequency
domain (c) time frequency domain (d) autocorrelation function.

[45] where c is the speed of sound and B is the band-width of the chirp. The constant $r

reflects the effect of any windowing of the signal to adjust the level of range side-lobes.

2.1.3 Ping repetition frequency

Unambiguous range measurements are only obtainable if a maximum of one ping is in flight at

a time, unless multiple orthogonal pulses are used. This means the maximum ping repetition

frequency is range-dependent, and is given by

PRFmax =
c

2Rmax
(2.22)

where Rmax is the maximum range between the sonar and the sea-floor.

2.2 Real-aperture imaging

A common real-aperture sea-floor imaging system is sidescan sonar. Acoustic pings are regularly

transmitted as the sonar travels along a straight track. Each ping is transmitted normal to the

direction of travel, at an angle slightly below horizontal, as depicted in Figure 2.5. The echo
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Figure 2.5: Sidescan sonar imaging geometry. The platform travels at an along-track velocity
of vx at an altitude of H above the sea-floor. The along-track -3 dB width of the real aperture
footprint is δsss

x and the across-track -3 dB resolution is δsss
y at a range of r from the sonar. The

range-dependent grazing angle is denoted ψ.

amplitude from each ping is recorded as a function of time, and an image can be formed by

stacking these echo recordings. An example sidescan sonar image using the 270-330 kHz SAS5

of the MUSCLE AUV is shown in Figure 2.9a.

2.2.1 Across-track resolution

The across-track resolution of a sidescan sonar is a function of the range-dependent depression

angle. It is given by

δsss
y =

δr
cos(ψ)

(2.23)

where ψ = sin−1(H/r) is the range-dependent grazing angle, and H is the vertical distance

between the sonar and sea-floor at range r.

Sidescan sonar systems typically operate with small grazing angles with H � r, such that

cos(ψ) ≈ 1. Making this approximation and substituting (2.21) gives

δsss
y = δr (2.24)

= $r
c

2B
, (2.25)

that is, for small grazing angles the across-track resolution is equal to the range resolution.

5A SAS can operate as a sidescan sonar by summing the echoes received by all of the receivers. This is
equivalent to beam-forming the real array in the broad-side direction.
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Figure 2.6: The along-track -3 dB resolution of a sidescan sonar is proportional to range, and
depends on the aperture length and the operating frequency.

2.2.2 Along-track resolution

Consider the sidescan sonar depicted in Figure 2.6, which consists of a mono-static aperture of

length L in the along-track direction. The Fraunhoffer approximation to the Fresnel-Kirchoff

diffraction formula is used to describe the effect of the aperture on the radiation pattern in the

far field or Fraunhoffer region. The Fraunhoffer approximation is valid at ranges larger than

the Rayleigh distance, defined by [46]

RRayleigh =
2L2

λ
(2.26)

where L is the largest aperture dimension and λ is the wavelength.

The Fraunhoffer approximation to the field radiated from an aperture is given by

ψ(x) = S(f)B(θ, φ)
exp(−jkr0)

4πr0
(2.27)

where S(f) is the signal spectrum, B(θ, φ) is known as the beam-pattern, and the last term is

the expression for the free-space Green’s function, where k = 2πf/c is the wave-number [41].

The expression for the aperture beam-pattern is given by

B(θ, φ) = jk(1 + cosφ)A

(
f

c
cos θ sinφ,

f

c
sin θ sinφ

)
(2.28)

where (1+cosφ) is the obliquity factor and A is the Fourier transform of the aperture function,

where φ is the angle from the aperture normal (the polar angle) and θ is the azimuthal angle,

25



x

x0 φ

θ

r

x′

Figure 2.7: The aperture beam-pattern is a function of the angles θ and φ from the centre of
the aperture at x0 to the point x.

as shown in Figure 2.7 [41].

A common aperture shape is the rectangular aperture, with one dimensional aperture func-

tion

a(x′) = rect

(
x′

L

)
, (2.29)

where x′ is an axis along the transducer length, which has Fourier transform

A(u′) = L sinc(Lu′) (2.30)

where L is the aperture length and u′ is the spatial frequency [41].

A weighting can be applied to the aperture such that

a(x′) = win(x′)rect(x′) (2.31)

where win(x′) defines the window function. The weighting can be caused by the physical

construction of the transducer or due to weighting of individual array elements. The window

function can be used to alter the side-lobe ratio and beam-width, where an increase of the

sidelobe ratio increases the beam-width. For example, Figure 2.8 shows the beam-pattern of

a 5 cm plate being excited at a frequency of 300 kHz, with and without a Hann window. The

side-lobe ratio of the rectangular aperture is 13 dB, and a Hann window improves this to above

30 dB at the expense of an increase in main-lobe width. Often a large side-lobe ratio is desired

and a compromise between side-lobe ratio and main-lobe width is made.

The −3 dB width of the main-lobe from a rectangular aperture is

θ3 dB ≈ $
λ

L
(2.32)

where L is the along-track aperture length, λ = c/f is the wavelength with f denoting frequency,
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Figure 2.8: Example beam-patterns for a 5 cm aperture with rectangular and Hann weighting,
excited at a frequency of 300 kHz. (a) The magnitude of the amplitude function in decibels.
(b) The beam-pattern phase for the un-weighted aperture. (c) A polar representation of the
beam-pattern magnitude in decibels. While the side-lobe ratio of the rectangular aperture is
13 dB, the Hann weighting improves this to above 30 dB, at the expense of increased main-lobe
width.

and $ is a constant defined by the window function [41]. A rectangular window has $ = 0.891,

corresponding to no weighting6.

This results in an along-track resolution given by

δsss
x = 2r sin

(
θ3 dB

2

)
(2.33)

≈ $xr
λ

L
(2.34)

where $x is a constant determined by the aperture window function and where the approxima-

tion is reached by substitution of (2.32) and using the small angle approximation sin(θ) ≈ θ.
Inspection of (2.34) shows that the along-track image resolution can be improved by in-

6This value for a rectangular window is often approximated as $ ≈ 1, which results in the 3.9 dB beam-
width for a rectangular aperture. This value is extensively used in derivations of the along-track resolution of
SAS images, and results in a slightly poorer theoretical resolution than that reached using $ ≈ 0.891.
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creasing the frequency or the array length. However, the array length cannot be increased

arbitrarily due to size constraints of the vehicle. There are a large number of commercially

available sidescan sonar systems operating between 100 kHz and 1.6 MHz [47, 48, 49]. High

frequency systems have very short maximum ranges (around 35 m at 1.6 MHz) due to high ab-

sorption losses, but have extremely narrow beams for high resolution imagery. Low frequency

systems have comparatively long maximum ranges (hundreds of meters), but have wider beams

resulting in lower resolution images. The choice of operating frequency is therefore application

dependent, which has led to the development of multi-frequency systems [47], which allows a

single system to be used for a range of applications.

The spatial sampling period of a sidescan sonar is determined by the platform velocity and

the ping repetition frequency. For a system with maximum ping rate defined by (2.22), the

distance travelled between pings is given by

∆x =
vx

PRFmax
(2.35)

=
2vxRmax

c
, (2.36)

where vx is the velocity in the along-track direction, and the maximum ping repetition frequency

(PRF) is given by (2.22).

2.2.3 Limitations

Sidescan sonar is a highly effective, low-cost tool for a wide variety of sea-floor mapping appli-

cations. However, the following limitations exist which can constrain its applicability.

2.2.3.1 Range dependent along-track resolution

The images generated by sidescan sonar systems have along-track resolution that deteriorates

with range. Figure 2.9a shows a sidescan sonar image of a sandy sea-floor with some artificial

objects, captured by the MUSCLE AUV. The along-track resolution is visibly much poorer than

the across-track resolution, which makes interpretation of the image challenging. The along-

track resolution may be improved by using a higher frequency, but this limits the maximum

survey range due to high absorption losses. This compromise between maximum range and

along-track resolution limits the attainable area coverage rate at a given resolution.

Additionally, the range-dependence of along-track resolution means that the optimal choice

of operating frequency is highly application dependent. A low frequency system is suitable

for high area coverage rate at low resolution, whereas a high frequency system achieves high

resolution at the expense of poor area coverage rate. This means multiple assets are often

required for different phases of a survey, increasing both cost and complexity, unless multiple

frequency systems are used.
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2.2.3.2 Narrow beams and path deviations

Underwater platforms such as tow-fish and AUVs inevitably exhibit deviations from the ideal

linear trajectory. Small heading differences between pings can result in gaps in the survey area,

particularly for narrow beam systems. These systems are therefore unsuitable for applications

which require full coverage of the survey area, for example in military mine-hunting operations

or when searching for unexploded ordinance.

A related limitation is that sidescan sonar systems have a reduced capacity for through-

the-sensor navigation estimation. This is because they typically provide intensity-only data,

and do not have an array of receivers that allow for the collection of redundant data between

adjacent pings. This means that they must rely on other sensors for navigation.

2.3 Synthetic aperture imaging

Synthetic aperture sonar addresses the limitations of real aperture sonar, theoretically giving

range- and frequency-independent image resolution, while using a wide beam. The use of wide

beams enables lower frequencies to be used, which allows SAS systems to generate very high

resolution images at long range. This is a key advantage over conventional sidescan sonar.

Figure 2.9b shows a slant-plane SAS image of the same scene as the sidescan sonar image

in Figure 2.9a. The difference in resolution between these images is striking; it is clear to the

experienced observer that the bright regions are caused by a pipe and concrete block shown in

the SAS image. There are some replicas of the bright targets, particularly visible around the

concrete block in the top-centre of the image. This indicates that there may be errors in the

navigation, bathymetry, or sound speed used to focus the image.

The acquisition geometry of rectilinear or strip-map SAS is shown in Figure 2.10. The

vehicle travels along its path, repeatedly projecting pings with a wide beam sidewards and

toward the sea-floor, in the same manner as sidescan sonar. Each location on the sea-floor is

insonified by multiple pings, meaning it contributes to the received echo data for each of those

pings. Synthetic aperture processing coherently combines these echo data in order to create a

virtual array with a length much larger than that of the physical array.

2.3.1 The phase centre approximation

The typical configuration of a SAS is depicted in Figure 2.11a. The length of the receiver array

is given by

Lss = Lim + Lrpc, (2.37)

as shown in Figure 2.11a where the length of the array used for imaging is

Lim = Nimdrx (2.38)

and the length of the array that collects redundant data used for micro-navigation is

Lrpc = Nrpcdrx, (2.39)
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Figure 2.9: Example images of artificial objects on a sandy sea-floor captured by the MUSCLE
AUV during the 2014 MANEX sea trial. (a) Sidescan sonar image. The along-track resolution
worsens with range, and is much poorer than the across-track resolution. Bright objects indicate
the presence of objects, but it is challenging to identify them. (b) Slant-plane synthetic aperture
sonar image of the same scene, focused using navigation estimates from the slant-plane RPC
micro-navigation algorithm. A disused pipe and a concrete block are visible. There are some
replicas around bright targets, which suggest errors exist in the navigation, bathymetry, or
sound speed used to focus the image.
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Figure 2.10: Strip-map synthetic aperture sonar imaging geometry. The sonar regularly trans-
mits acoustic pings using a wide beam. This ensures that all locations in the imaged swath are
insonified by multiple pings. Coherent processing of the echoes received allows formation of an
image with range-independent resolution.

with Nim and Nrpc denoting the number of phase centres used for imaging and motion esti-

mation respectively, and drx denoting the along-track distance between receivers. The total

number of receivers is given by N = Nim +Nrpc.

Figure 2.11a shows the weakly bi-static geometry formed by the transmitting element and

the array of receiving elements. The ‘phase centre’ approximation replaces this geometry with

an array of virtual monostatic phase centres, each located at the mid-point of its corresponding

transmitter-receiver pair, as shown in Figure 2.11b.

2.3.1.1 Phase centre approximation error for a stationary system

The error introduced by the phase centre assumption can be calculated with the aid of the

diagram in Figure 2.12. It depicts a transmitter, located at the origin, a point, located at xp,

and a receiver located at xrx(0). This bi-static geometry is approximated by a phase centre

located at xpc = xrx(0)/2. The range error introduced by the phase centre assumption is

εpc = rtx + rrx(0)− 2rpc (2.40)

where

rtx = ‖xp‖ (2.41)

=

√(
∆

2

)2

+ r2
pc + ∆rpc sin(θ) (2.42)
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Figure 2.11: The typical construction of a synthetic aperture sonar system. The length of
the receiving array is comprised of a length used for imaging Lim, and a length used for micro-
navigation Lrpc. (a) The transmitter (TX) and array of receiving elements (RX) forms a weakly
bi-static geometry. (b) This geometry is often simplified by the phase centre approximation,
which replaces each transmitter-receiver pair with a virtual monostatic ‘phase centre’. Each
phase centre (PC) is located at the mid-point between each transmitter-receiver pair.
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Figure 2.12: The geometry of the phase centre approximation. The phase centre at xpc is
located at the mid-point between the transmitter and receiver elements, where the transmitter
is located at the origin and the receiver is located at xrx(0). A point is located at xp, at a range
of rpc from the phase centre, a range of rtx from the transmitter and rrx(0) from the receiver.
The true two-way range is given by rtx + rrx(0) and using the phase centre approximation by
2rpc.

is the range from the transmitter to the point with θ being the angle to the point as shown in

Figure 2.12,

rrx(0) = ‖xp − xrx(0)‖ (2.43)

=

√(
∆

2

)2

+ r2
pc −∆rpc sin(θ) (2.44)

is the range from the receiver to the point, and

rpc = ‖xp − xpc‖ (2.45)

is the range from the phase centre to the point.

The phase centre approximation error can be written as

εpc = rtx + rrx(0)− 2rpc (2.46)

= rpc

√1 +
1

4

(
∆

rpc

)2

+
∆

rpc
sin θ +

√
1 +

1

4

(
∆

rpc

)2

− ∆

rpc
sin θ − 2

 , (2.47)
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which can be approximated as [31]

εpc ≈
∆2

4rpc
cos2 θ +

∆4

64r3
pc

cos2 θ(4− 5 cos2 θ) + . . . (2.48)

by linearisation around ∆/rpc = 0 using a Taylor series expansion. This expression is plotted

for a number of ranges in Figure 2.13a, using ∆ = 1 m. Examination of this expression shows

that the phase centre approximation holds when ∆2/4rpc � λ where lambda is the wave-length

at the centre frequency. This can be rearranged to rpc � ∆2/4λ, which has been interpreted

as a far-field condition. However, a modern multi-channel SAS may have a transmitter-receiver

separation in excess of 1 m. For example, for a system with ∆ = 1 m and λ = 5 mm, the

condition which must be satisfied for the phase centre assumption to hold becomes

rpc �
∆2

4λ
(2.49)

� 1

4× 5× 10−3 (2.50)

� 50 m, (2.51)

which is not the case for most modern SAS systems. For example, the MUSCLE system has a

theoretical maximum range of 187.5 m when pinging at 4 Hz.

This error can be partly compensated for by advancing the received signals by a time of

∆2/4crpc where c is the speed of acoustic propagation [31]. For a stationary system where ∆

is well known, the compensation results in a reduction of the phase centre approximation error

to

ε′pc ≈
∆2

4rpc
(cos2 θ − 1) +

∆4

64r3
pc

cos2 θ(4− 5 cos2 θ) + . . . (2.52)

which is plotted in Figure 2.13b using ∆ = 1 m. The compensation is shown to remove the

phase centre approximation error almost completely in the broad-side direction at all ranges.

However, there is residual error at off-broad-side angles, which is most severe at short ranges.

2.3.1.2 Phase centre approximation error for a moving system

For a moving system with along-track velocity vx and no across-track velocity, an improved

compensation can be applied by advancing the signal by (∆′)2/4crpc, where

∆′ = ∆0 + vx
2rpc

c
(2.53)

is the distance between the transmitter at the time of transmission and the receiver at the time

of reception.

Figure 2.14 compares possible phase centre assumption error compensations. Figure 2.14a

(copy of Figure 2.13a) shows the uncompensated phase centre approximation error for a sta-

tionary system with ∆ = 1 m. Figure 2.14b shows the uncompensated phase centre assumption

error for the same system with along-track velocity vx = 1 m s−1. Figures 2.14c and 2.14d
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Figure 2.13: Use of the phase centre approximation introduces range errors when compared
to the true bi-static geometry. (a) The two-way range error introduced by the phase centre
approximation for a transmitter-receiver separation of 1 m. (b) The two-way range error intro-
duced by the phase centre assumption after the received signal is advanced by ∆2/4crpc. The
error is almost entirely eliminated in the broad-side direction at all ranges, however the residual
error may be significant for some systems, particularly those that operate at short range with
wide beams.

show the result of compensating for the phase centre assumption by advancing the signals by

∆2/4crpc and (∆′)2/4crpc respectively.

These show that the two-way range error introduced by the phase centre assumption can

be removed in the broadside direction using a simple delay function. However, a more complex

angle-dependent correction is likely to be required for short-range, wide beam systems [50].

2.3.1.3 The phase centre approximation and RPC micro-navigation

The un-compensated phase centre assumption introduces errors in RPC micro-navigation al-

gorithms because the value of ∆ for the overlapping portions of the phase centre arrays of

adjacent pings is different. This has the effect of introducing a bias error on the RPC time

delay measurements. A simple method has been described for removing this bias error for a

moving system, which is typically applied by advancing short-time windowed signals in time

by a value calculated at the centre of the window. This method has several limitations: it

requires prior knowledge of the along-track velocity of the platform, assumes no across-track

platform velocity, and is only correct at the centre of the short-time windowed signals and in

the broadside direction.
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Figure 2.14: (a) Phase centre assumption error for a stationary system (copy of Figure 2.13a).
(b) Phase centre assumption error for a system with along-track velocity vx = 1 m s−1. (c)
The residual error when the stationary system compensation is applied. (d) The residual error
when the moving system compensation is applied.
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The methods developed in this thesis do not employ the phase centre assumption in order

to avoid these limitations when accurate estimation of time delays between redundant signals

is required. Instead, the bi-static acoustic propagation is modelled explicitly.

2.3.2 The stop-and-hop assumption

The continuous motion of the sonar results in a loose coupling of fast time and slow time, the

time vectors associated with the delay between transmitting a ping and receiving its echoes,

and with the motion of the vehicle along its path, respectively. The stop-and-hop assumption

removes this coupling, making the assumption that the sonar is stationary while the sonar

transmits, and waits for the last echo signal to be received before instantaneously moving to

the next ping position. The assumption introduces errors via two processes, temporal Doppler

and geometrical two-way range error.

2.3.2.1 Temporal Doppler

Both the transmitted and received signals are affected by temporal Doppler due to the along-

track motion of the sonar. Targets ahead of the sonar experience a slight compression of the

signal while those aft of the sonar experience a slight expansion of the signal. The single-

frequency Doppler shift for the echo received by a phase centre moving with constant velocity

is given by

f ′0 = f0

(
1− ṙ

c

1 + ṙ
c

)
(2.54)

≈ f0

(
1− 2ṙ

c

)
(2.55)

where ṙ is the rate of change of range to a point and f0 is the frequency of the transmitted

signal [50], and where the approximation is valid for ṙ � c.

Temporal Doppler has been shown to induce a minor image quality degradation for a typical

modern, multi-receiver SAS system operating in strip-map mode [51]. It is suggested that

Temporal Doppler compensation is applied by a minor modification to the time domain back-

projection imaging algorithm [51]. Systems operating in a circular geometry i.e. circular

SAS (CSAS) do experience significant image degradation due to temporal Doppler, and should

be compensated accordingly [52].

It has been stated that temporal Doppler has no effect on data-driven navigation estimation,

since it induces a negligible RPC time delay error [51]. Therefore it is unnecessary to apply

a temporal Doppler compensation method when estimating time delays between redundant

signals.

2.3.2.2 Geometrical error

The stop-and-hop assumption causes two-way range errors due to the geometrical difference

between the stop-and-hop propagation model and the true geometry. These errors cause a
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Figure 2.15: The geometry of the stop-and-hop assumption. The transmitter is located at the
origin, with the receiver located at xrx(0) with a separation of ∆ at the time of transmission.
In the time between transmission and reception, the receiver moves to rrx(t), a distance of
δx(t) in the along-track direction and δy(t) in the across-track direction. A point is located at
xp, at a range of rtx from the transmitter, a range of rrx(0) from the receiver at the time of
transmission and at rrx(t) from the receiver at the time of reception. The true two-way range
is given by rtx + rrx(t) and using the stop-and-hop assumption by rtx + rrx(0).

skewing and slight defocusing of the image [53].

Consider the diagram in Figure 2.15. The transmitting transducer is located at the origin,

and the receiving transducer is located at xrx(0) at the time of transmission, moving to xrx(t)

at the time of reception.

The range between the receiver at the time of transmission and the point at xp is given by

rrx(0) =
√
r2
tx + ∆2 − 2∆rtx sin(φ) (2.56)

where ∆ is the known distance between the transmitter and receiver at the time of transmission

and φ is the angle to the point from the transmitter. The range between the receiver and the

point at xp at the time of reception is given by

rrx(t) =
√

(∆ + δy(t)− rtx sinφ)2 + (rtx cosφ− δx(t))2 (2.57)

where the along- and across-track distances travelled by the sonar while the ping is in flight are

given by

δx(t) ≈ vx
2rtx

c
(2.58)
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and

δy(t) ≈ vy
2rtx

c
(2.59)

respectively, where vx is the along-track velocity, vy is the across-track velocity, rtx is the range

from the transmitter to the point at xp and rrx(t) is the range from the receiver to the point

at xp. The approximation is valid for vx � c and vy � c.

The range error introduced by the stop-and-hop assumption is given by

εsh = rtx + rrx(t)− (rtx + rrx(0)) (2.60)

which is plotted with ∆ = 1 m, for vx = 0 m s−1, vy = 1 m s−1 and for vx = 0.01 m s−1, vy =

1 m s−1 in Figures 2.16a and 2.16b respectively, zooms of which are shown in Figures 2.16c and

2.16d. The range error introduced by the stop-and-hop assumption for pure along-track motion

is range-variant as shown in Figure 2.16a, with largest error at long ranges, and is approximately

linear with angle. These range errors cause a geometrical skewing of SAS images focused using

the stop-and-hop assumption. Figure 2.16a shows that across-track motion alters the two-way

range error introduced by the stop-and-hop assumption. This modulation of the stop-and-hop

error is not compensated by the scheme suggested in [51], and may therefore lead to defocusing of

the image. The algorithms developed in this thesis thus avoid the geometrical error introduced

by the stop-and-hop assumption by explicitly modelling the time-varying, bi-static, two-way

propagation geometry.

2.3.3 Across-track resolution

The across-track resolution of a synthetic aperture sonar system is the same as that of sidescan

sonar stated in Section 2.2.1,

δsas
y = δsss

y . (2.61)

2.3.4 Along-track resolution

The along track resolution of a synthetic aperture sonar is given by [45]

δsas
x = $x

λ

2Lsa
r, (2.62)

where Lsa is the length of the synthetic aperture and $x is determined by a window function

which is chosen to compromise between resolution and side-lobe ratio. Comparison with (2.34)

shows that the along track resolution of a synthetic aperture system is a factor of 2 better than

a real aperture system with an aperture of equal length, that is, Lss = Lsa. This factor of two

resolution improvement can be explained by applying the phase centre approximation (Section

2.3.1) to the real aperture. The length of the array of phase centres, where each phase centre

is located at the mid-point between the transducer centre (from which the signal is assumed to

be transmitted) and each location on the transducer (from which the signal is received), is half

as long as the physical transducer. However, because both the transmitter and receivers move
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Figure 2.16: The error in two-way range caused by the stop-and-hop assumption for (a) pure
along-track motion at vy = 1 m s−1 (b) with additional across track motion at vx = 0.01 m s−1.
(c) Zoom of (a). (d) Zoom of (b).
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along the synthetic aperture, the array of phase centres is the same length as the synthetic

aperture.

The length of the synthetic aperture is governed by the beam-width of either the transmitter

or receiver elements, whichever is narrower (i.e. the widest element). The synthetic aperture

length is given by

Lsa ≤
λ

D
r, (2.63)

where D is the transmitter or receiver element with the largest along-track size7. Combining

(2.62) and (2.63) gives the along track resolution of synthetic aperture sonar [2] as

δsas
x ≈ D

2
. (2.64)

The same expression can be reached via consideration of the bandwidth of the spatial doppler

spectrum [45]. Crucially, this result shows that the resolution of a SAS image is range indepen-

dent, and that the along-track resolution can be improved by reducing the along-track size of

the largest element (increasing the beam-width). This is the opposite of a real aperture sonar,

which has improved along-track resolution with increased transducer length. The diffraction

limit is λ/4, so no improvement is gained by reducing the transducer dimensions below λ/2

[16].

Wider beam systems will suffer from greater spreading losses, and reducing the transducer

size limits the total energy that can be transmitted into the medium. A longer synthetic

aperture created by a wider beam requires the challenging navigation requirements to be met

over a larger number of pings. Also, wide beams cause a reduction in shadow contrast due to the

change in look angle along the synthetic aperture [54]. For these reasons, many demonstrated

SAS systems operate with relatively small along-track beam-widths. For example, the SAS of

the MUSCLE AUV has an along-track beam-width of around 5 degrees.

Nevertheless, there has been considerable recent interest in low frequency SAS systems,

with multiple designs in development having been tested on rail-based systems [55, 56, 57].

This interest is because low frequencies penetrate a greater distance into the sea-floor and into

objects than high frequencies, potentially enabling the detection of buried targets [58] and

imaging inside targets [59]. Low frequencies excite resonances in certain targets, which can

make the resulting SAS images challenging to interpret. However, data representations like

acoustic colour plots have been used to depict aspect dependent scattering strength, which

have the potential to be used for target classification [60, 61].

2.3.5 Area coverage rate

The area coverage rate of SAS is limited by the fact that the vehicle may not advance by

more than Lim/2 per ping, in order to allow redundant signals to be received for the purpose

7This is likely to be the transmitter, because a larger transducer area allows more energy to be transmitted
into the water, and produces a narrower beam. It is common to choose the receiver element size to be slightly
smaller, so that the first null in the receiver beam-pattern occurs at the same angle as the first side-lobe of the
transmitter beam-pattern.
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of motion estimation. The factor of 2 is caused by the bi-static geometry of a multi-receiver

SAS, with phase centre array length half that of the real aperture. Using the maximum ping

repetition frequency in (2.22), the maximum along-track platform velocity is given by

vxmax =
Lim

2
PRFmax (2.65)

=
cLim

4Rmax
(2.66)

=
c(N −Nrpc)drx

4Rmax
(2.67)

where Rmax is the largest imaged range. The maximum area coverage rate (ACR) is given by

the product of the along-track velocity and the image swath width, given by

ACR =
cLim

4Rmax
(Rmax −Rmin) (2.68)

=
c(N −Nrpc)drx

4Rmax
(Rmax −Rmin) (2.69)

where Rmin is the minimum imaged range. Area coverage rate of a dual-sided SAS is com-

plicated by the gap that exists at the nadir (below the vehicle). Unless a gap-filling sensor is

used, such as a forward-looking sonar or multi-beam echo-sounder, paired tracks must be used

to fill the nadir gap. A good overview of the area coverage rate for a dual-sided SAS, with and

without gap-filling is given in [62].

2.3.6 Imaging algorithms

A thorough review of the multiplicity of imaging algorithms that have been used by the SAS

community is given in [63, Section IV]. The most flexible imaging algorithm is delay-and-sum

beam-forming, also known as back-projection [64](Ch 4.1) [65](Ch 4.7). This flexibility allows

images to be formed from any arbitrary platform motion onto an arbitrary surface, includ-

ing for wide-beam systems. Conventional back-projection neglects the frequency dependence

of the ideal imaging algorithms, but methods such as sub-band processing or Fourier win-

dowing of an up-sampled image can resolve this limitation [66]. Unfortunately, the flexibility

of time-domain back-projection comes at a significantly higher computational cost [67] when

compared to Fourier-domain methods such as the range-Doppler [68, 69], wave-number [70],

chirp-scaling [71, 72], fast factorised back-projection [73] and fast polar back-projection [74]

algorithms. However, recent hardware developments in multi-core processors and particularly

in general purpose graphics processing unit (GPGPU) computing have enabled time-domain

back-projection algorithms to produce SAS images in reasonable time-scales [75].

2.3.6.1 Time domain delay-and-sum back-projection

Throughout this thesis, a custom delay-and-sum back-projection implementation has been used

to generate the SAS images, since the images can be formed directly from an estimated vehicle

path onto an estimated bathymetry with few approximations.
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The time-domain back-projection algorithm operates by performing a weighted summation

of the echoes received by each receiver on every contributing ping, delayed by the appropriate

two-way travel time defined by the relative positions of the sensor and image pixel. For each

point x(x, y, z), the estimated scene reflectivity I(x, y, z) is given by

I(x, y, z) =
∑
p

N∑
n=1

W (x, y, z)e′p,n(τp,n(x, y, z)) (2.70)

where p is the subset of the pings which contribute to the point x(x, y, z), n indexes over the

receiver elements, and e′p,n is the match-filtered echo data received by receiver n and ping p

delayed by the two-way travel time given by

τp,n(x, y, z) =
2rpc,p,n(x, y, z)

c
(2.71)

under the phase centre assumption where rpc,p,n(x, y, z) is the range from the nth phase centre

of ping p, or

τp,n(x, y, z) =
rtx,p,n(x, y, z) + rrx,p,n(x, y, z)

c
(2.72)

respecting the true bi-static geometry, where rtx,p,n(x, y, z) and rrx,p,n(x, y, z) are the ranges

from the transmitter to the point and from the receiver to the point. The range from the receiver

to the point is calculated using the receiver position at the time of ping transmission under

the stop-and-hop assumption, or at the time of reception respecting the true time-dependent

geometry. However, the exact time of reception is challenging to compute, and is approximated

by 2 ∗ rtx,p,n(x, y, z)/c. The weighting function W (x, y, z) is a function of the angle from

broadside to account for the beam-pattern of the transmitter-receiver pair. The weighting

function can be chosen to trade-off between along-track resolution and side lobe level (SLL).

This algorithm has been implemented in MATLAB® using the built-in support for GPU

computing, enabling image formation. The algorithm as implemented does not employ the

phase centre assumption and assumes constant translational and angular velocities between

pings, avoiding the stop-and-hop assumption.

2.4 SAS Interferometry

Interferometry in general aims to measure small shifts between signals, by means of their mutual

interference. In the context of array processing, these shifts can be used to estimate the angle

of arrival of the signals. This is the case with interferometric SAS, the geometry of which is

shown in Figure 2.17. The interference between images formed with slightly differing acquisition

geometries is used to estimate the spatially-varying angle of arrival, which combined with the

known range allows estimation of sea-floor depth, or bathymetry. [16] is an excellent reference

for bathymetry estimation using InSAS.

The simple representation of the geometry of InSAS in Figure 2.17 shows a vehicle with

a transmitter and two receiver arrays separated by a baseline of Din. The difference between
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Figure 2.17: Geometry of an interferometric SAS. Two receiving arrays are separated by
a baseline of Din, and the ranges from the upper and lower arrays to a point on the sea-
floor are r1 and r2 respectively. The difference between these ranges allows calculation of the
interferometric angle β, from which the sea-floor depth z0 can be calculated.

the ranges from the upper and lower receiver arrays to a point, r1 and r2 respectively, allows

calculation of the angle of arrival β and hence the depth of the sea-floor z0. An expression for

z0 is derived in Section 2.4.1.

A typical interferometric SAS consists of a single transmitter and two receiving arrays,

separated by a baseline approximately normal to the array line of sight. Most modern SAS

equipped platforms include an InSAS on both sides of the platform; we refer to these systems

as dual-sided InSAS.

Three dimensional scene estimation using interferometry was simultaneously developed un-

derwater as bathymetric sidescan sonar and in the radar domain as interferometric synthetic

aperture radar (InSAR) [76]. However, the use of interferometric processing in SAS was first

proposed in 1997 [77], and was considered to be a ‘natural extension’ of the analogous InSAR,

first described as early as 1974 [78]. However, there are significant differences between the

collection geometries. Typically, SAS systems operate close to the sea-floor with a small de-

pression angle, allowing operation in shallow water. Owing to size constraints on the platform,

the interferometric baseline is often small. In contrast, most synthetic aperture radar (SAR)

systems operate at a much larger depression angle and with larger interferometric baselines

[16].
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Figure 2.18: Geometry of an interferometric SAS in the vertical y-z plane. A rotated coordinate
frame y′-z′ is also shown, which is rotated by the tilt angle of the interferometer.

2.4.1 Acquisition geometry

The time for a signal to propagate through the medium, reflect off the sea-floor, and be received

is variously known as the time of flight (TOF), the time of arrival (TOA) and the propagation

time. The difference between pairs of these two-way times is known as the time of flight

difference (TOFD) and the time difference of arrival (TDOA), or simply the time delay. We

use the terms propagation time and time delay to denote the two-way travel time and differences

between two-way travel times respectively. SAS interferometry relies on measurements of both

propagation time and time delay to make bathymetry estimates.

Consider the diagram in Figure 2.18, which depicts an interferometric SAS in two co-ordinate

frames. The transmitter is located at the origin of the [y, z] co-ordinate frame, with the receivers

above and below and inclined at a tilt angle of Φ0 separated by baseline Din. The time delay

between the signals reflected by a scatterer with location [y, z] is given by

τ(y, z) = t1(y, z)− t2(y, z) (2.73)

=
1

c
((r0(y, z) + r1(y, z))− (r0(y, z) + r2(y, z))) (2.74)

=
1

c
(r1(y, z)− r2(y, z)) (2.75)

where c is the speed of sound and t1(y, z) and t2(y, z) are the times of arrival of the signal at

the upper and lower receivers respectively. It is helpful to introduce a new co-ordinate frame

[y′, z′], centred on the lower receiver and with z′ inclined at the tilt angle Φ0 [16]. The scatterer
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location is given by

y′ = y cos Φ0 + z sin Φ0 (2.76)

z′ = z cos Φ0 − y sin Φ0 −
Din

2
(2.77)

in the new co-ordinate frame, assuming that the transmitter lies at the mid-point between the

receivers. The ranges from the receivers to the scatterer are given by

r1(y′, z′) =
√

(y′)2 + (z′ +Din)2 (2.78)

r2(y′, z′) =
√

(y′)2 + (z′)2, (2.79)

and expanding and squaring (2.78) allows r1(y′, z′) to be written in terms of r2(y′, z′),

r1(y′, z′)2 =(y′)2 + (z′)2 + 2z′Din +D2
in (2.80)

=r2(y′, z′)2 +Din(2z′ +Din) (2.81)

and the time delay can be written as

τ(y′, z′) =
1

c
(r1(y′, z′)− r2(y′, z′)) (2.82)

=
1

c

(
(r2(y′, z′) +Din(2z′ +Din))

1/2 − r2(y′, z′)
)

(2.83)

=
r2

c

((
1 +

Din(2z′ +Din)

r2
2

)1/2

− 1

)
(2.84)

as shown in (3.5) of [16].

Since r2 = ct2/2 is derived from the propagation time, and τ(y′, z′) is the measured time

delay, inverting for z′ gives the sea-floor depth in the rotated co-ordinate frame

z′ = r2
cτ

Din

(
cτ

2r2
+ 1

)
− Din

2
(2.85)

≈ r2
cτ

Din
− Din

2
(2.86)

where the approximation cτ/2r2 ≈ 0 assumes a flat incoming wavefront. Analysis of the modest

error introduced by this approximation for a typical geometry is shown in Figure 3.3 of [16].

Returning to the original co-ordinate frame, the depth of the sea-floor relative to the transmitter

is given by ([16] Eq. 3.8)

z =
√
r2
2 − (z′)2 sin Φ0 +

(
z′ +

Din

2

)
cos Φ0 (2.87)

in terms of only measured or known quantities.

The standard deviation of the depth estimate σz can be found as a function of σt, the
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standard deviation on the time delay estimate, by taking the partial derivative of (2.87) with

respect to τ given by
∂z

∂τ
=
∂z′

∂τ

(
∂a

∂z′
sin Φ0 + cos Φ0

)
(2.88)

where a =
√
r2
2 − (z′)2 such that

∂a

∂z′
=

−z′√
r2
2 − (z′)2

(2.89)

and where
∂z′

∂τ
=

c

Din
(r2 + cτ) (2.90)

using (2.85) or
∂z′

∂τ
=

c

Din
r2 (2.91)

using the planar wave-front approximation in (2.86). This gives

σz =
c (r2 + cτ)

Din

(
−z′√

r2
2 − (z′)2

sin Φ0 + cos Φ0

)
σt (2.92)

without the flat wave-front approximation or

σz =
cr2

Din

(
−z′√

r2
2 − (z′)2

sin Φ0 + cos Φ0

)
σt (2.93)

assuming a flat wave-front. The implication of these expressions is that a larger interferometric

baseline Din results in a more precise bathymetry estimate, with performance that degrades

with range.

The achievable interferometric baseline Din for SAS systems is constrained by the size of the

vehicle on which they are carried. For example, the receiver arrays on the MUSCLE system are

separated by a distance of 9.5 cm (19 wavelengths) [54]. This is in contrast to the interferometric

baseline used, for example, on the shuttle radar tomography mission (SRTM)8of 60 m, or ≈ 2000

wave-lengths of 3.1 cm [79]. This limitation has motivated the use of repeated passes in both

sonar and radar, as it allows the receivers to be separated by an arbitrary distance. Additionally,

performing multiple repeated passes allows the formation of a two-dimensional synthetic array,

allowing high resolution three-dimensional imaging [19, 80].

The limitations of this model are twofold, however both can be compensated if extra in-

formation is included. The first limitation is that the ray paths are assumed straight, which

is derived from the assumption of a constant speed of sound. This is known to cause range-

dependent bathymetry estimation errors in environments with a non-constant sound speed

profile, however these errors can be compensated for [16] by dividing the sound speed profile

into a number of segments with a linear sound speed gradient. The rays in these segments

8The SRTM was the first space-borne single-pass interferometric SAR, and created a near-global digital
elevation model (DEM) from 54°S to 60°N at a horizontal resolution of ≈ 30 m with absolute height error under
16 m.
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propagate along an arc, and the compensated depth estimate is obtained once the ray path has

travelled a distance of r2. The second limitation is that the sonar is assumed to be motionless

between ping transmission and reception. The most problematic motion for interferometry is

roll, since it causes opposing path length changes to r1 and r2. This can be compensated by

making the tilt angle Φ0(t) a function of time, and using Φ0(t1) in (2.87).

2.4.2 Phase differencing

It is common to measure the time delay between narrow-band interferometric SAS images

via phase differencing. The maximum-likelihood phase difference estimator is a 2D zero-lag

cross-correlation [16] over a local window. This estimate is the angle of the complex coherence

between two images I1(x, y) and I2(x, y), which is given by

γ(x, y) =
E {I1(x, y)I∗2 (x, y)}√

E {|I1(x, y)|2}E {|I2(x, y)|2}
(2.94)

where E is the expectation operator. However, it is not possible to compute the ensemble

averages in (2.94) and they must be approximated instead by a spatial average over a local

neighbourhood, for example over a patch of Lin × Lin pixels, by

γin(x, y) ≈
∑
i I1[i]I∗2 [i]√∑

i|I1[i]|2
∑
i|I2[i]|2

(2.95)

where i indexes over the two-dimensional neighbourhood. The magnitude of the complex

coherence function Γin(x, y) = |γin(x, y)|, referred to as the coherence, gives a measure of the

similarity between the two images, ranging from 1 for identical patches to 1/Lin for uncorrelated

noise [81].

The phase of the complex coherence function θ′in(x, y) = ∠γin(x, y) is referred to as the

interferogram or interferometric phase, and can be related to a time delay by

τ(x, y) =
θin(x, y)

2πf0
(2.96)

where θin(x, y) = U {θ′in(x, y)} and U{·} is the unwrap operator. That is, the phase measured

by the phase differencing operator θ′in(x, y) is wrapped modulo 2π, and must be correctly

unwrapped before it is converted to a time delay.

Of notable importance is that if the interferometric SAS images are focussed onto the

correct bathymetry, the interferometric phase is zero. The interferogram is thus a metric for

bathymetry error, under the assumption of accurate navigation parameters and sound speed

during SAS image formation.

An interferogram of the scene depicted in Figure 2.9 is shown in Figure 2.19. Slant-plane

SAS images I1 and I2 were formed from each of the interferometric arrays on the MUSCLE

AUV using the same navigation and sound speed parameters. No attempt has been made to co-

register the images to improve coherence. An interferogram was taken according to (2.95) with

48



5 10 15 20 25 30 35
Along Track (m)

38

40

42

44

46

48

50

52

54

56

58
R

an
ge

 (
m

)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
oh

er
en

ce

(a)

5 10 15 20 25 30 35
Along Track (m)

38

40

42

44

46

48

50

52

54

56

58

R
an

ge
 (

m
)

In
te

rf
er

om
et

ri
c 

Ph
as

e

(b)

Figure 2.19: An example interferogram of the same scene as Figure 2.9b. (a) The magnitude of
the complex interferogram is known as the coherence. (b) The phase of the complex interfero-
gram can be used to estimate the sea-floor bathymetry. The rapidly varying phase in the range
direction is caused by the slant-plane assumption. The oscillating variations in the along-track
direction are caused by vehicle roll.
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Lin = 9, and the magnitude and phase are plotted in Figures 2.19a and 2.19b respectively. The

across-track phase gradient is typical of slant-plane interferograms, and must be unwrapped

correctly before the phase can be interpreted into a bathymetry estimate. The along-track

phase oscillations are caused by vehicle roll.

2.4.3 Phase unwrapping

Phase unwrapping is a broad and well researched topic. Techniques developed for interfero-

metric SAR have been successfully adopted by the interferometric SAS community, such as

the popular and widely used Goldstein’s branch cuts algorithm [82, 83]. A recent review of

phase unwrapping methods developed by the SAR community [84] is recommended to the

interested reader, which reviews techniques for single baseline, multi-baseline and large scale

phase unwrapping applications.

2.4.4 Discussion

Synthetic aperture sonar interferometry enables high resolution 3D mapping with high area

coverage rate. However, the spatial resolution of the bathymetry estimates is typically an

order of magnitude poorer than the image resolution, due to the size of the window used in

the interferometric processing for spatial averaging in place of ensemble averaging. The choice

of window size is a trade-off between spatial resolution and vertical accuracy; small windows

provide high spatial resolution at the expense of vertical precision, while larger windows result

in poorer spatial resolution but high precision bathymetry estimates. The comparatively low

resolution of bathymetry estimates is likely to reduce the effectiveness of classification features

derived from 3-D shape information.

The vertical precision of the bathymetry estimates can be improved by increasing the in-

terferometric baseline. However, the receiver arrays cannot be separated without bound due

to size constraints imposed by the vehicle. This limitation may be overcome by repeat-pass

interferometric bathymetry estimation, which allows the receiver arrays to be separated by

an arbitrary distance within the limits imposed by baseline decorrelation. However, this has

yet to be successfully demonstrated for strip-map geometries. This is because achieving the

required navigation precision between multiple passes is extremely challenging, and new data-

driven micro-navigation algorithms are required to realise the exciting potential of repeat-pass

interferometric SAS.
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3 Synthetic Aperture Sonar Micro-Navigation

The principle of SAS is to form an image by coherent integration of the echo data collected

along the track traversed by the vehicle, as described in Section 2. Doing so may be thought of

as forming a synthetic array that is many times longer than the physical array length, where

the location of each element of this virtual array is derived from the path of the sensor. It is

intuitive then to consider that in order to beam-form using this virtual array its shape must be

known precisely.

The maximum allowable phase error along the synthetic aperture length can be as small as

λ/8, where λ is the wave-length at the centre frequency [2]. This leads to a maximum allowable

position error in the line-of-sight direction of λ/16 accounting for two-way travel [16, 23]. It has

been noted that this condition is more challenging to meet for SAS systems than SAR systems,

due to the slower speed of propagation and instability of the acquisition platforms [30]. This

leads to the paths traversed by underwater vehicles being further from the ideal rectilinear

geometry. However, so long as the traversed path can be accurately estimated, non-ideal paths

do not cause significant reduction in image resolution unless either

1. the surface onto which the image is formed is not close to the true bathymetry [85, 86],

or

2. significant yaw reduces the synthetic aperture length or introduces coverage gaps along

the aperture.

It is therefore desirable to have a priori knowledge of bathymetry prior to the image formation

process [16, 32].

There are two families of techniques that are used to generate focused imagery from a

non-linear collection geometry; micro-navigation and autofocus. Micro-navigation approaches

exploit redundancy in either the collected echo data or the scene to estimate the ping-to-ping

motion of the sonar. Autofocus refers to methods that perform a parameter optimisation to

improve a chosen image metric using the image itself. A review of micro-navigation methods

is the subject of Section 3.1, while the interested reader is directed to [53, Chapter 7] for a

review of autofocus methods. A typical approach to generating focused images is to perform

micro-navigation, followed by an autofocus method.

It is important to distinguish between motion estimation and motion compensation. Motion

estimation can be split into two groups of methods; those that aim to estimate an equivalent

sonar path which achieves well focused images, or those that seek to estimate the true path

of the vehicle. Simply put, the aim of motion estimation methods is either focused imagery

or accurate navigation estimation. Historically, the focus of through-the-sensor navigation

estimation has been on generating well focussed imagery, with long-term navigation performed

using other sensors on the vehicle such as an INS combined with a DVL or CVL. However,

there has been recent interest in using through-the-sensor navigation estimates to supplement

these sensors [34, 87].

51



The distinction between different groups of motion estimation methods is typically based

on the data product and assumptions used to estimate navigation parameters. For example,

the true three-dimensional geometry is simplified to the two-dimensional slant-plane geometry

in the slant-plane RPC micro-navigation method [33], and the phase centre and stop-and-hop

assumptions are used. The slant-plane simplification makes the assumption that the sonar and

the sea-floor exist on a plane, with the sonar path being estimated in that plane. Imaging onto

this plane using the estimated navigation solution often results in well-focused imagery, but in-

cluding the through-the-sensor navigation estimates in the vehicle navigation solution requires

knowledge of the bathymetry. In contrast, the aim of the new simultaneous micro-navigation

and bathymetry estimation algorithm [21] described in Section 6 avoids these assumptions

in order to make a three-dimensional navigation estimate. While accurate estimation of the

bathymetry, navigation and medium speed allows the formation of well focused imagery [85],

we consider the main benefit of the simultaneous micro-navigation and bathymetry estimation

algorithm to be accurate three-dimensional navigation estimates and a coarse bathymetry es-

timate. This allows interferometric images to be focused directly onto the coarse bathymetry

without requiring co-registration.

Motion compensation is the term used for the adjustment of raw, multiple-receiver bi-static

sonar echo data collected from a multi-receiver system along a non-linear geometry into equiva-

lent mono-static data collected along a straight path. This is an important pre-processing step

required for the computationally efficient Fourier-domain imaging methods briefly discussed in

Section 2.3.6. However, this falls out of the scope of this thesis due to our use of a time domain

back-projection method for image formation, which allows image formation from an arbitrary

acquisition geometry onto an arbitrary surface. The reader is directed to [33, Chapter 6] for a

review of motion compensation methods.

3.1 Existing micro-navigation methods

It was recognised as early as 2003 by Gough and Miller in [88] that

...we could consider the multiple hydrophone receiver SAS as no more than a very

sophisticated multibeam, Doppler velocity profiler. Thus it could be possible that

sometime in the future, all AUVs will be deployed with an array SAS on board not

for imaging, but for navigation.

While this assertion is not strictly true since no SAS micro-navigation method in the literature

exploits temporal Doppler, it can certainly be considered to be a very high precision corre-

lation velocity log. Neglecting this distinction, the point still stands; multi-array, dual-sided

interferometric SAS can be considered a high precision navigation instrument in addition to its

impressive sea-floor imaging capabilities. Indeed, it has been found that navigation estimates

derived from a SAS have measurement noise roughly two orders of magnitude lower than those

estimated by a DVL using a similar frequency [34, 87].

A multitude of micro-navigation methods have been documented in the literature. As

previously mentioned, they can be divided into those that exploit either redundancy in echo

52



data or scene redundancy. The methods in the first group require the SAS to travel slower

than the maximum allowable speed for a fully sampled synthetic array, cL/4Rmax, resulting

in overlap between the phase centre arrays between adjacent pings. Signals received by these

overlapping elements receive highly correlated signals, from which navigation estimates can be

made. However, this carries a cost due to the associated reduction in ACR, which motivates

the use of methods that exploit scene redundancy and thus do not require ping-to-ping overlap.

Table 1 groups micro-navigation methods into those that operate in single- and repeat-

pass, those that operate using individual multiple arrays, and those that utilise echo-data

redundancy, coherence of complex imagery, similarity of intensity images and similarity of

bathymetry estimates. We review each group in the following sections.

Table 1: Families of micro-navigation methods used in SAS

Single pass Repeat pass

Exploiting:
Single

array

Multiple

arrays

Single

array

Multiple

arrays

Echo data redundancy [30, 31, 33] [33, 16, 89, 32, 90] [91, 1, 92, 87] [21]

Complex images [93, 94, 95] [96] [19, 80]

Intensity images [88, 97, 94, 98] [20, 24]

Bathymetry estimates - [94] - [99]

3.2 Micro-navigation methods exploiting echo data redundancy

Navigation estimation exploiting echo data redundancy is the most common and well-generalised

family of methods, having been demonstrated in all columns of Table 1. This family of methods

is popular for multiple reasons. They require few assumptions to be made about the scene,

apart from the requirement for ping-to-ping coherence obtained for fully-developed speckle [100].

They normally operate on a ping-by-ping basis and are typically computationally inexpensive,

allowing them to be used in real-time applications.

3.2.1 Single-pass methods

3.2.1.1 Single array methods

The slant-plane redundant phase centre (RPC) algorithm has been described as the ‘quintessen-

tial’ SAS motion estimation algorithm [33], from which most data domain micro-navigation

methods are derived. The basis of the RPC technique is found in the radar literature [101],

which describes motion compensation of a multi-element antenna termed a displaced phase

centre antenna (DPCA). The motion estimates are derived from phase differences recorded

by overlapping (redundant) phase centres at a number of sliding range windows, first demon-

strated in the SAS domain in [30]. The lower bound on the variance of an unbiased estimator is

given by its Cramer-Rao lower bound (CRLB). The CRLB for through-the-sensor slant-range
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sway and yaw estimation was reported by Bellettini and Pinto [31] and the CRLB for surge

has since been reported by Brown [102, Appendix B]. A thorough description of the slant-plane

redundant phase centre (SPRPC) method is given in [33, Chapter 5.4].

While this micro-navigation method allows the formation of focused imagery in benign sit-

uations e.g. straight tracks [85], it has a number of limitations. The independent measurement

of inter-ping slant-plane sway and yaw results in different navigation estimates at each range

window. This is clearly non-physical; the SAS cannot be in multiple places at the same time.

This is a result of the assumption that all RPC time delays are caused by ping-to-ping motion

in the slant-plane. This assumption has the effect of partially compensating for the portion of

RPC time delays caused by bathymetry and medium fluctuations, leading to its ability to focus

images even in challenging environments and conditions. However, slant-plane images are less

suitable for use in interferometry [103, 32] than images formed onto an a priori bathymetry

estimate. In addition, it is challenging to incorporate the 2D range-dependent slant-plane

navigation estimates into the 3D vehicle navigation estimate.

It has been shown that the range-dependent slant-plane ping-to-ping navigation estimates

can be converted into a three-dimensional estimate in full three-dimensional Cartesian space if

an estimate or assumption of the bathymetry exists [33, Ch. 5.5],[33, Ch. 5.6]. These methods

involve simultaneous use of the slant-plane time differences of arrival at multiple range windows.

The method described in [33, Ch. 5.5] assumes that the vehicle attitude and angular velocities

are measured by an on-board sensor such as an INS. The method involves performing a non-

linear least-squares optimisation using Newton’s method to find the across-track and vertical

velocities for each ping pair. Parametrising the solution using velocities allows the stop-and-hop

assumption to be avoided, and instead an assumption of zero accelerations during the ping pair

is made.

The method described in [33, Ch. 5.6] uses a simplified model employing the stop-and-

hop assumption to find the inter-ping sway and heave displacements between each pair of

redundant phase centres. A linear regression is then used to estimate the sway, heave, pitch

and yaw between arrays. However, the accuracy of the yaw and pitch estimates is dependent

on the number of RPC pairs formed between pings, and the method was demonstrated with

ten RPC pairs. This large inter-ping overlap would likely reduce the area coverage rate below

practical limits apart from for certain short-range systems [27]. Both of these approaches allow

formation of ground-plane images onto an a priori depth estimate from a single array SAS.

However any errors in the assumed bathymetry corrupt the navigation estimate and lead to a

reduction in image quality.

3.2.1.2 Multiple array methods

These single-pass methods can be split into methods that utilise a single array on both sides

of the vehicle, those that use the two arrays of a single-sided interferometric system, and those

that make use of the four arrays of a dual-sided interferometric system for navigation estima-

tion. There are strong motivations for using data from multiple sensors for micro-navigation;

increased robustness and accuracy [104, 89], and to allow SAS image formation onto an a priori
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bathymetry estimate [103, 32].

Dual-sided methods The method described in [33, Ch. 5.7] utilises RPC time delay

measurements to estimate ping-to-ping sway and heave. Using the stop-and-hop assumption,

the phase centre assumption, a flat-sea-floor assumption, uniform and known sound speed, and

an assumption of perfect along-track RPC alignment, a closed-form solution exists for inter-

ping sway and heave. This is achieved by mapping the dual-sided data onto a virtual array

at the centre of the vehicle by addition of a time delay. This closed form method is fast, but

relies on having high-quality data on both sides of the vehicle and relies on a large number of

simplifying assumptions.

Another method has been demonstrated that fuses micro-navigation estimates from both

the port and starboard sides using a Kalman filter [89]. This reduces the requirement for

having good data on both sides of the platform, but does make a flat-sea-floor assumption

and the details of the micro-navigation implementation are not disclosed. The authors note

that the flat-sea-floor assumption can be removed if bathymetry estimates derived from an

interferometric SAS are available. It was noted that for the MUSCLE AUV, adjustments to

the calibration of the sonar were required to remove the effect of array misalignment.

Interferometer methods The approach taken in [33, Ch. 5.6] has been developed to

make use of bathymetry estimates that can be made using an interferometric SAS in [32,

Chapter 4.2.6]. This sequential estimation of bathymetry and navigation goes some way to

removing the navigation corruption caused by errors in the assumed bathymetry. However, any

errors in the bathymetry estimate will be carried forward into the navigation solution.

The approach taken in [16, Ch. 5.2] involves a similar, sequential estimation of bathymetry

using the real aperture interferometer before estimating ping-to-ping navigation parameters.

However, the method used to integrate the slant-range navigation estimates using the bathymetry

is not described.

The sequential nature of these methods has the potential to cause errors for two reasons. Any

errors in the bathymetry estimate will be carried forward to corrupt the navigation estimate.

More significantly, the bathymetry and navigation estimates are made using different data; the

initial bathymetry estimate is typically derived from the full real aperture interferometer, but

the navigation estimate is derived from only the RPC arrays. An attempt is made to counter

this effect by weighting the bathymetry estimates in each range window by the image intensity

in [103]. However, the method is found to be computationally expensive. A possible solution

to this problem is to use the redundant portion of the array to derive both the bathymetry and

navigation estimates.

Dual-sided interferometer methods The dual-sided micro-navigation fusion method

in [89] was built upon in [35], which introduces the fusion of micro-navigation measurements

made between all 4 arrays of a dual-sided interferometric SAS, again using a Kalman filter.

This resulted in an improvement to image quality, which was concluded to be due to improved
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navigation estimation.

The novel approach taken in Section 6 operates on either one-sided or dual-sided interfer-

ometric systems. The crucial difference between this approach and other methods is that it

simultaneously estimates navigation and a coarse bathymetry using the same redundant data.

Time delay measurements made between signals received by all redundant arrays formed be-

tween pings are utilised in making the navigation and bathymetry estimates. The method is

built upon the minimisation of the difference between modelled and measured RPC time delays

and surges using iterative inversion of a linearised model. This approach allows the model to

be tuned to the desired accuracy; the method as presented uses a model that does not employ

the phase centre assumption and assumes constant inter-ping velocities and angular velocities,

replacing the stop-and-hop assumption with a constant-velocity assumption. The method could

be improved further by fusing the resulting navigation estimates with those derived from the

navigation hardware using a Kalman filter.

3.2.2 Repeat-pass methods

3.2.2.1 Single array methods

Repeat-pass coherence of echo data was demonstrated in [91], and cross-correlation of the

redundant signals allowed estimation of the relative slant-plane displacement between repeat-

passes. In addition, the effect of across-track separation and element size on the correlation

coefficient was investigated. This work was extended in [1], where the relative slant-plane tracks

of repeated passes were estimated and demonstrated to be sufficiently accurate to achieve good

coherence between repeat-pass SAS images. However, the interferogram formed between these

images did not appear to contain useful phase for high resolution bathymetry estimation. This

is a consequence of the assumption that all RPC time delays are caused by navigation differences

in the slant-plane, that the sea-floor exists in the slant-plane, and the sound speed is accurately

known. It has been proposed that the algorithm could be used to reduce the navigation drift

of a sonar survey by modifying the paired track pattern such that small regions of overlap exist

[92].

3.2.2.2 Multiple array methods

Systems with interferometric arrays have been used to obtain repeat-pass navigation estimates

in three dimensions. Preliminary results from a repeat-pass development of the method in

Section 6 were presented in [21]. The method estimates inter-pass across-track and verti-

cal displacements using repeat-pass time delay measurements from the raw echo data on a

ping-by-ping basis. The repeat-pass navigation estimates are estimated simultaneously with

bathymetry by iterative inversion of a linearised model parametrising sea-floor bathymetry and

displacements in the across-track and vertical directions.
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3.3 Complex image methods

3.3.1 Single-pass methods

The method in [94, 3.1] involves forming an interferogram between images generated from only

the RPC arrays formed between adjacent pings. An iterative search is performed which mini-

mizes the difference between measured and modelled interferograms, resulting in a navigation

update.

Bonifant [105] makes reference to Tonard’s ‘beam to beam correlation’ algorithm [106],

which forms a number of beams from the RPC arrays formed between adjacent pings. This

is analogous to the formation of polar images from the RPC arrays. All pairs of beams are

cross-correlated between pings, and analysis of the locations of the cross-correlation maxima

allows estimation of the relative yaw and across-track array motion. Bonifant suggested that

the method would also be successful with no inter-ping overlap, as long as a strong scatterer is

present in both images of each ping pair.

The approach taken in [95] for focusing single pass images appears to operate on images

formed from array elements with ping-to-ping redundancy. However, the implementation is

unclear and the measured shifts are used to motion compensate the data rather than improve

the navigation estimate.

There are also methods derived from the cascade algorithm in SAR [93] which exploit

the same assumptions used in autofocus algorithms, which operate on scene redundancy rather

than redundancy in echo data from overlapping elements. However, it is suggested that in some

common scenarios the technique is likely to fail, and suggests instead encoding the magnitude

information into a phase term, effectively performing amplitude-only correlation.

3.3.2 Repeat-pass methods

There are numerous implementations of sub-pixel precision image co-registration methods de-

veloped for coherent change detection (CCD) applications [107, 108, 99, 22], which typically

compute relative image shifts using 2D complex cross-correlations. These shifts are then used

to warp images until they are co-registered. This method is typically sufficiently accurate for

CCD, but often does not preserve the image phase, making the repeat-pass interferogram dif-

ficult to interpret. It is uncommon to convert these relative shifts to an updated navigation

solution.

The method in [109] does attempt to extract navigation corrections using repeat-pass image

shifts, but identifies a number of challenges which cause the repeat-pass interferograms to

be difficult to interpret. The most significant misregistration error found in the results was

identified to be in the along-track direction, caused by vehicle speed errors. It is claimed that

a higher order warping function would improve the repeat-pass coherence.

A recent method uses complex cross-correlations to find misregistration in the along- and

across-track directions by a local two-dimensional cross-correlation method [24]. Inversion of

a model based on [20] is used to estimate corrections to the across-track position, altitude,

heading and sound speed for the slave track. The track registration appears to be sufficiently
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accurate to achieve high repeat-pass coherence, but repeat-pass phase is not presented. The

authors suggest that along-track misregistration may be caused by uncompensated array pitch,

leading to along-track position errors.

It was noted in the radar domain [96] that image shifts between sub-aperture images from

different passes could be used to make both scene topography estimates and platform naviga-

tion estimates simultaneously, down to a co-ordinate system rotation. It is possible to remove

this ambiguity using multiple-array systems with high-precision roll measurement systems, or

alternatively single array systems with independent, high-precision depth measurement hard-

ware. Typically the depth measurement hardware on AUVs is less precise than the INS angular

positioning. The method was adopted for interferometric SAS for circular [19] and helical [80]

collection geometries. This method included estimation of the sound speed error in the inver-

sion.

3.4 Intensity image methods

3.4.1 Single pass methods

The displaced ping imaging autofocus (DPIA) algorithm [97] (based on the map-drift algorithm

adapted from the SAR literature [88]) was developed with the aim of increasing the ACR by

removing the necessity for overlapping phase centres. It operates by estimating shifts between

magnitude images formed from the physical apertures of adjacent pings. While the original

paper showed promising results on simulated data, a recent implementation [98] concluded that

it was no more successful than conventional RPC micro-navigation for the subset of real data

used. The authors propose that the low azimuthal resolution of, and low similarity between,

single-ping images could be the cause of the poor results [98].

An approach that has been used in circular SAS is to form sub-aperture images from multiple

pings in a technique known as map drift [53, 94], measuring shifts between sub-aperture images

by incoherent cross-correlation. The use of images formed from multiple pings improves their

azimuthal resolution and thus the precision of the shift estimated between images by cross-

correlation. Also, the circular geometry results in greater overlap between sub-aperture images.

This suggests that the technique may be more applicable to circular SAS acquisition geometries

than linear ones.

3.4.2 Repeat-pass methods

A common and efficient method of computing shifts between images is to match corresponding

image regions using feature descriptors such as scale-invariant feature transform (SIFT) [110] or

speeded up robust features (SURF) [111]. For optical images taken with a camera, it is possible

to use these correspondences to estimate the relative position and orientation of the cameras

while simultaneously estimating the positions of the features in three-dimensional space [112].

Use of the SIFT descriptor has been demonstrated with SAS images for co-registration

[25, 22], and an analysis of the performance of the SIFT and SURF descriptors on speckle
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imagery has been performed [113]. Feature matching between SAS images has been performed

for track registration of repeated passes on both simulated [25] and real data [20].

An alternative method to feature detection and matching is to cross-correlate intensity

images to find the shift between them [92]. These incoherent, image domain methods have the

advantage of simplicity and efficiency. However, they rely on consistent scene features and are

therefore unsuitable for benign terrain. They are also orders of magnitude less precise than

coherent methods [92], but are less sensitive to differences in the acquisition geometries between

passes. It is suggested that a combination of incoherent and coherent approaches is pragmatic;

an incoherent approach can be used to make a coarse estimate, which can be refined by a

coherent approach [22].

3.5 Methods utilising bathymetry estimates

3.5.1 Single-pass methods

The micro-navigation and image registration methods described make use of cross-correlations

of redundant echo data, complex images and magnitude images. An interferometric SAS is able

to generate bathymetry estimates (from a single ping, a subset of pings, or over an entire image),

which can also be cross-correlated to estimate a relative shift. Cross-correlation of bathymetry

estimates requires no coherence in the raw data or beam-formed images. It is therefore robust to

significantly different acquisition geometries and temporal decorrelation. However, the spatial

resolution of InSAS bathymetry estimates is typically an order of magnitude poorer than the

image quality. Therefore navigation estimates derived from cross-correlation of bathymetry

estimates are expected to be poorer than those derived from image correlations [94].

3.5.2 Repeat-pass methods

An important parameter for repeat-pass interferometry is the perpendicular baseline, the dis-

tance between acquisitions in the direction normal to the line of sight. A simple method for

perpendicular baseline estimation using InSAS bathymetry estimates has been proposed and

demonstrated on real data [99]. The method is thought to be useful for vehicles without a high

precision navigation system or where the raw data is unavailable. However, the poor spatial

resolution of InSAS bathymetry estimates may limit the precision of the perpendicular baseline

estimates.

3.6 Other relevant work

The micro-navigation methods described exploit through-the-sensor measurements to make

navigation estimates, often discarding those made by the on-board navigation hardware. While

the navigation hardware is insufficiently precise along the length of a synthetic aperture to

produce focused imagery, the measurement error from one ping to the next is typically small.

This has been exploited by Prater et. al. [114], where the separation between the RPC arrays
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formed between adjacent pings has been estimated from the navigation hardware. Estimation

of coarse bathymetry is demonstrated using this separation as an interferometric baseline.

This is an excellent demonstration of the ‘triad of confounding factors’ in action. In this

example, the navigation and sound speed are assumed to be well known, allowing estimation

of bathymetry. This is in contrast to many micro-navigation approaches, which assume the

bathymetry and sound speed are well known in order to estimate navigation. The simultaneous

micro-navigation and bathymetry estimation method developed in Section 6 can be considered

to be a fusion of these approaches, assuming the sound speed is well known in order to make

both bathymetry and navigation estimates.

3.7 Summary

There are numerous different implementations of through-the-sensor micro-navigation methods

described in Sections 3.2-3.5. However, there are some clear trends in the published research.

The first is the novel idea that RPC time delays and inter-image shifts are affected by a

‘triad of confounding factors’ in navigation, bathymetry and sound speed. This has led to the

development of methods that utilise sidescan bathymetry estimates derived from a single-ping

of an interferometric SAS to improve the navigation estimate, techniques that simultaneously

make bathymetry and navigation estimates, and methods that include through-the-sensor sound

speed estimation [16, 32, 19].

The second trend is towards the development of high-precision repeat-pass micro-navigation

methods that result in co-registered SAS images. Sufficient co-registration precision has been

demonstrated for CCD applications, which typically require registration down to 1/10 of a

pixel. However, the potential for high-precision bathymetry estimation from multiple passes in

a strip-map geometry has yet to be realised, as it requires even higher co-registration precision.

The third trend is the reduction of the dependence on simplifying assumptions in models.

For example, the phase centre assumption is known to bias RPC time delays estimates and

must be compensated for [31, 115] or avoided entirely [116]. The effect of the stop-and-hop

assumption on image quality has been investigated, [117, 51] and found that image quality is

degraded with a high platform speed. The effect of the stop-and-hop assumption on micro-

navigation performance does not seem to have been investigated in-depth. However, roll errors

are known to be detrimental to interferometric SAS performance [105, Ch. IV.4.1.4]. The use

of the stop-and-hop assumption in the presence of roll angular velocity causes a roll error, and

therefore the stop-and-hop assumption should be avoided when interferometric arrays are used

for micro-navigation or bathymetry estimation.

This thesis proposes that the best chance of achieving sub-wavelength navigation precision

for repeat-pass interferometric phase exploitation is through simultaneous estimation of navi-

gation, bathymetry and sound speed using as much redundant data collected between pings as

possible. To this end a simultaneous navigation and bathymetry estimation algorithm has been

developed and demonstrated in Section 6, which utilises time delay estimates between all RPC

arrays. The method requires accurate time delay estimates free of phase cycle errors, which
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has motivated the development of the novel phase cycle detection and correction algorithm de-

scribed in Section 5. The simultaneous micro-navigation and bathymetry estimation algorithm

is considered to be a significant step towards full inversion of the ‘triad of confounding factors’.

The advantages of the method are three-fold.

1. The coarse bathymetry estimate allows formation of co-registered images from interfero-

metric arrays in near-ground range, for immediate application of interferometric methods

without requiring image co-registration in regions of benign bathymetry.

2. The method operates on unfocused echo data, and does not require iterative SAS image

formation, which is computationally expensive.

3. The same data are used for bathymetry and navigation estimation simultaneously, reduc-

ing the possibility of bathymetry errors corrupting the navigation solution.
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4 Exploiting echo data redundancy

Through-the-sensor measurements derived from the redundant data collected by overlapping

phase centres exploit the coherence of the acoustic field scattered from the sea-floor. The

along-track motion of the array or surge is measured using the predictable decrease in coher-

ence magnitude between redundant signals with spatial separation, that is, the shape of the

scattered field coherence. The time delay between signals is derived from cross-correlation of

the redundant data, utilising the complex coherence of the acoustic field itself.

4.1 Temporal windowing

The methods described in Section 3.1 that rely on exploiting echo data redundancy perform a

short-time windowing of the echo data before a surge or time delay estimation method is used.

The process of short-time windowing is depicted in Figure 4.1. Figure 4.1a shows an example

signal s(t), plotted as a function of time and equivalent range (r = ct/2, c ≈ 1500 m s−1).

Figure 4.1b shows a number of windows wq(t) where q ∈ [0, Q − 1] indexes over the range

windows and Q is the number of range windows. Each window function is given by

wq(t) =

g (t− tq) tq − Tw

2 ≤ t ≤ tq + Tw

2

0 otherwise
(4.1)

where

tq =
2Rq
c

(4.2)

defines the time of the centre of the qth range window at a range of Rq, and

Tw =
2Lw

c
(4.3)

is the temporal length of the window [118] with spatial length Lw, and g(t) defines the window

function. The window function pictured in Figure 4.1c is a Tukey window with Lw = 7.5 m

defined by

g(t) =


1
2

[
1 + cos

(
π
(

1 + 2t
αTw

+ 1
α

))]
−Tw

2 ≤ t < −αTw

2

1 −αTw

2 ≤ t ≤ αTw

2

1
2

[
1 + cos

(
π
(

1 + 2t
αTw
− 1

α

))]
αTw

2 ≤ t < Tw

2

(4.4)

where α controls the ratio of the unity region to the cosine-tapered region. Setting α = 0 results

in a rectangular window, α = 1 results in a Hann window.

The windowed signal for the qth range window is given by

sq(t) = s(t) · wq(t), (4.5)

which is a point-wise multiplication of the signal s(t) with the window function wq(t). An

example of the resulting signals is plotted in Figure 4.1c, and Figure 4.1d plots these windowed
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Figure 4.1: An example illustration of the process of range windowing. (a) A signal s(t) is
plotted against time and the equivalent range of r = ct/2 where c = 1500 m s−1. (b) The
temporal windowing limits the sonar footprint in range. (c) An array of window functions
wq(t) are point-wise multiplied by s(t), resulting in the range-windowed signals sq(t). (d)
The coloured signals represent the signals windowed around each range, and are short-time
windowed versions of the original signal shown in grey.

63



signals on top of the original signal shown in grey. The windowing process results in signals

with many zero elements; it is common to truncate the signal by discarding the samples of sq(t)

for which wq(t) = 0.

4.1.1 Choice of window length

It is natural to seek the optimal window length for the time delay estimation application.

However, it is generally acceptable to choose a window length according to some general obser-

vations. Long windows have more independent samples, which generally improves the perfor-

mance of time delay estimators. The CRLB may be used to estimate the best performance of

a time delay estimator as a function of the signal properties. For example, the CRLB for the

high precision time delay estimates made using the cross-correlation function in the slant-plane

RPC algorithm have been reported to be

σCRLB ≈
1

2πf0

√
BTw

√
1

Ω
+

1

2Ω2
(4.6)

for band-width sampled signals by Bellettini and Pinto [31] where f0 is the signal centre fre-

quency, B is the signal bandwidth, and

Ω =
ρ

1− ρ
(4.7)

is an estimate of the SNR as a function of ρ, the peak magnitude of the cross-correlation

function.

This relationship can be derived by considering the signal s with two additive independent

and identically distributed (IID) noise sources n1 and n2 not correlated with s, giving a pair of

signals s1 = s+ n1 and s2 = s+ n2. The correlation between these signals is given by

ρ =
〈s1s

∗
2〉

〈s1s∗1〉〈s2s∗2〉
(4.8)

where 〈·〉 denotes ensemble averaging [119]. Exploiting the fact that the noise and signal are

uncorrelated, this results in the expression

ρ =
|s|2

|s|2 + |n|2
(4.9)

which can be rearranged by noting that Ω = |s|2/|n|2 is the SNR, to give

Ω =
1

1 + ρ−1
(4.10)

which can be rearranged to give (4.7). The CRLB for the time delay estimation in the slant-

plane RPC micro-navigation algorithm is plotted for a number of window lengths in Figure 4.2,

for the specifications of the MUSCLE SAS (f0 = 300 kHz, B = 60 kHz). These curves show

that the accuracy of the time delay estimate can be expected to improve with a longer window
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Figure 4.2: The CRLB for the time delay estimate in the SPRPC micro-navigation algorithm,
plotted as a fraction of a wavelength for a number of signal coherences and a range of spatial
window lengths. The values for the frequency and bandwidth match those of the MUSCLE
SAS, with f0 = 300 kHz and B = 60 kHz.

length, although this is subject to diminishing returns.

The use of the cross-correlation operator in time delay estimation assumes the time delay

does not vary along the length of the windowed signal. However, the signals received by RPC

arrays are non-linear geometrical transformations of a single realisation of the underlying sea-

floor reflectivity function [16, Ch. 4.1.3]. This non-linear geometrical transformation results in

signals that are dilated with respect to one another. When the signals are short-time windowed,

this dilation manifests as the combination of a delay and a relative dilation.

Using the rotated co-ordinate system introduced in Section 2.4, the relative dilation between

signals received by interferometric arrays separated by a distance D is given by [16, Eq. 3.14]

α(y′) =

(
(y′)2 + (z′)2

(y′)2 + (z′ +D)2

)1/2

(4.11)

which is plotted in Figure 4.3a for typical operating parameters of the MUSCLE AUV for three

values of interferometric baseline, D = [1, 5, 10]DM where DM = 19λ0 = 95 mm at λ0 = 5 mm.

The platform altitude is 10 m and the inclination of the interferometer is 4 ◦. The dilation is

seen to approach unity at long range, but at short range the dilation diverges from unity.

A brief numerical study has been performed to estimate the coherence loss due to this

relative dilation. Figure 4.3b shows the coherence

ρdilation = max

{∫ Tw
2

−Tw
2

(w(t) sin(2πf0t))
∗(w(t− τ) sin(2παf0(t− τ)))dτ

}
(4.12)
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Figure 4.3: (a) The relative dilation between signals as a function of across track position,
computed using typical survey parameters for the MUSCLE AUV. The three lines refer to
baselines of 1, 5 and 10 times the interferometric baseline on the MUSCLE SAS, DM = 19λ0 =
95 mm at λ0 = 5 mm. These represent the baseline for a single-pass interferometer and two
possible repeat-pass interferometric baselines. (b-d) The modelled coherence due to dilation
computed for a range of patch lengths and across-track positions, for D = DM, D = 5DM

and D = 10DM. (e) Sections through (b-d) at Lw = 0.8 m, showing that the coherence
loss due to dilation can be considered insignificant at the ranges of interest for the single-pass
interferometric baseline, but may be significant for larger baselines achievable using repeat-pass
interferometry.
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which is the maximum value of the cross-correlation of a tone9 of frequency f0 with a dilated

version of the same signal at a frequency of αf0, where w(t) is a windowing function, computed

over the interval −Tw/2 ≤ τ ≤ Tw/2. A Hann window has been used here.

Figures 4.3b-d show that relative signal dilation causes the greatest coherence loss at short

range and large window sizes. Figure 4.3c shows sections through Figures 4.3b-d at Lw = 0.8 m,

which is the window length used in Section 6. This shows that at the across-track positions of

interest for the MUSCLE system (y ≥ 20 m) the reduction in coherence due to dilation is minor

for the physical interferometric baseline, but may be significant for larger baselines achievable

with repeated passes.

In situations where the decorrelation due to relative signal dilation are significant, i.e. sys-

tems with large grazing angles or large baselines, the more computationally expensive cross-

uncertainty function [16, Ch. 4.3-4.4] should be used in place of the cross-correlation function.

A further factor in the choice of window length is that short windows have the advantage

of being robust to local reductions in coherence. Such coherence reductions may be caused by

biological activity, such as moving fish and sea-grass, shadows behind proud objects, or rapidly

varying bathymetry. Additionally, the use of short windows can allow a larger total number of

range windows, increasing the number of independent time delay estimates. This may improve

the performance of micro-navigation algorithms that simultaneously exploit multiple time delay

estimates to reach a navigation estimates.

4.2 Surge estimation

Surge estimation for SAS systems can be achieved by analysis of the spatial coherence of

sea-floor echo returns measured between pings [120]. This analysis relies on having a model

of the spatial coherence of the scattered field [102, Ch. 2]. The method is analogous to the

operation of correlation velocity logs, which were first developed for aircraft using radar [121]

and extended to sonar in [122]. Correlation velocity logs have been used for velocity estimation

of surface ships [123, 124, 125, 126] as well as underwater vehicles [127, 128, 129], and at least

one commercial off-the-shelf (COTS) package is available [130]. Developments to CVL inversion

methods incorporating multiple pings may allow the package footprint to be reduced, for use

on small, low cost AUVs with small power budgets [131].

4.2.1 Correlation and Doppler velocity logs

The use of a CVL has multiple advantages over a DVL. DVLs use multiple, narrow beams

inclined at an angle (≈ 30◦) away from vertical, measuring the Doppler shift on each. Using

the known geometry of the sensor and an estimate of the speed of sound, the velocity of the

platform can be inferred. Narrow beams necessitate high frequencies for realistic transducer

sizes. By comparison, the beam of a CVL is pointed directly downward, and can be significantly

wider. The normal incidence of the acoustic pulse on the sea-floor produces a stronger echo,

9The choice of a tonal signal represents the upper limit of the decorrelation due to the relative dilation,
because the signals employed in SAS systems are not tonal - they have some bandwidth. Similar analysis for a
more representative signal is suggested for future work.
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reducing the transmitted power requirement. In addition, the relaxed beam-width requirement

means that lower frequencies can be used, significantly reducing attenuation. The result is a

system with improved maximum range to input power ratio. Additionally, they are well suited

to complex manoeuvres, with high accuracy at low speeds [132]. A crucial advantage is that

the operation of a CVL does not require knowledge of the sound speed, whereas DVL accuracy

is affected by refraction and sound speed errors.

4.2.2 Synthetic aperture sonar as a correlation velocity log

Single-array synthetic aperture sonar may be considered to be a one-dimensional CVL, mounted

at a shallow grazing angle rather than directly towards the sea-floor. An interferometric SAS,

with two arrays, can sample the spatial coherence in two dimensions. This leads to the pos-

sibility of estimating the ping-to-ping motion of the sensor in both the along-track and heave

directions using the spatial coherence of the scattered field. However, this has not been demon-

strated in the literature and could be investigated in the future.

Along-track motion estimation for SAS has been described in [133, 134, 33, 120, 135]. The

methods involve range-windowing the data received by the phase centres of adjacent pings, and

computing cross-correlations between all (or if an a priori surge estimate exists, a subset of)

pairs of phase centres between adjacent pings.

Consider the signals received by the phase centres of consecutive pings p − 1 and p. Let

sm,p−1(t) represent the signals received by the phase centres indexed by m ∈ [1, N ] on ping

p− 1, where N is the total number of elements in the phase centre arrays. The sampled signals

are indexed by t ∈ [0, Ns]∆t where ∆t = 1/fs is the sample period and fs is the sampling

frequency. Additionally let sm,p−1(t) represent the signals received by the phase centres indexed

by n ∈ [1, N ] on ping p. The windowed signals are given by

sm,p−1,q(t) = sm,p−1(t) · wq(t) (4.13)

sn,p,q(t) = sn,p(t) · wq(t) (4.14)

where wq(t) is the window function corresponding to the qth range window. Performing a cross-

correlation between all pairs of phase centres m and n, and suppressing subscripts p− 1, p and

q for concise notation, gives

γm,n(l) = sm(t) ? sn(t), (4.15)

where ? denotes the normalised cross-correlation operator. An illustration of this three-dimensional

grid of data is given in Figure 4.4a.

Taking the maximum magnitude of γm,n(l) in the time delay dimension l for all m and n

results in the matrix of cross-correlation maxima

C =


c1,1 . . . c1,N

... cm,n
...

cN,1 . . . cN,N

 (4.16)
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Figure 4.4: Illustration of the surge estimation process (a) Visualisation of the array of cross-
correlations γm,n(l) (b) An example of C, the matrix of maximum coherence between all pairs
of receive elements between adjacent pings, obtained from the maximum value of γm,n(l) in the
l direction. (c) The mean along each diagonal of the lower triangle of C is taken, giving c[m].
An interpolation kernel µ(m) is used to give an estimate of the sub-sample peak location M .
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where each element is given by

cm,n = max {|γm,n(l)|} . (4.17)

Assuming favourable SNR, C contains high coherence values on a diagonal, as illustrated for

an 8-element array in Figure 4.4b.

The matrix C is reduced to the vector c[m] by taking the mean value along each diagonal

of its lower triangle, such that

c[m] =

N−m∑
i=0

cm+i,i+1

N − i− 1
, (4.18)

an example of which is shown as blue crosses in Figure 4.4c. Sub-sample precision can be

achieved by interpolating around the largest value of c[m]. Cook [33] and Groen [133] do not

recommend a specific interpolation kernel, but Oeschger [134] suggests the use of a quadratic,

as is shown in Figure 4.4c. However, Brown [120] shows that a quadratic interpolation kernel

introduces bias errors, which are significantly reduced with a triangular kernel and almost

eliminated with a Gaussian kernel. A recent in-depth study comparing Gaussian and quadratic

kernels has been performed by Brown [135], with qualitative and quantitative assessment of

the difference in resulting image quality, showing that the best results are obtained when a

Gaussian interpolation kernel is used. Therefore, the methods developed in this work use a

Gaussian interpolation kernel for surge estimation.

A Gaussian interpolation kernel takes the form

µ(m) = µ0 exp

{
−1

2

(m− ζ)2

σ2

}
(4.19)

where µ0 is the peak correlation coefficient, σ defines the peak width, and ζ defines the offset

of the peak. The offset of the peak is then given by

ζ =
1

2

ln(c[m̂− 1])− ln(c[m̂+ 1])

ln(c[m̂− 1])− 2 ln(c[m̂]) + ln(c[m̂+ 1])
. (4.20)

This takes the same form as the solution for a quadratic interpolation kernel, given by

µ(m) = a1 + a2m+ a3m
2 (4.21)

where ak are constants. Using the Lagrange three-point interpolation formula [136] as proposed

in [105, 135], the offset of the peak of µ(m) from the sample-precision maximum location is

given by

ζ =
1

2

c[m̂− 1]− c[m̂− 1]

c[m̂+ 1]− 2c[m̂] + c[m̂+ 1]
, (4.22)

where

m̂ = arg max
m

(c[m]) (4.23)

is the estimate of the integer number of phase centres advanced.
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The sub-sample number of phase centres advanced using either interpolation kernel is

reached by

M = m̂+ ζ. (4.24)

Having estimated the sub-sample number of phase centres advanced M , the surge between

phase centre arrays is given by

ν =
drx

2
M (4.25)

where drx/2 is the distance between phase centres.

Because of the side-looking geometry of a SAS, the process of surge estimation can be per-

formed at multiple short-time windows corresponding to different ranges. This is in comparison

to a CVL, which transmits vertically towards the sea-floor, allowing only one velocity measure-

ment to be made per ping. Under the assumption that the measured surge is independent of

range (and therefore fast time), the weighted mean of the surge estimates at all range windows

may be used as the overall estimate of inter-array surge. The index q ∈ [1, Q] is reintroduced

to index over short-time windows, where Q is the number of short-time windows. The surge

measured at each window is denoted νq, and the overall inter-array surge estimate is given by

ν =

∑Q−1
q=0 νqΩq∑Q−1
q=0 Ωq

, (4.26)

using the SNR estimate defined by (4.7) as the weighting.

4.3 Time delay estimation

As discussed in Section 4.1, the relative dilation of RPC signals manifests as a time delay and

a local dilation when they are windowed in time. When the local dilation is not severe, i.e.

when the separation between RPCs is small or the range is large, estimation of the time delay

between the signals can be achieved by finding the sub-sample peak of their cross-correlation

function [137, 138, 33, 16]. A two-step process is generally employed for complex signals, where

a coarse estimate is made by finding the peak of the cross-correlation function magnitude and

then refined using the phase at the location of the coarse estimate [33].

Recall the array of cross correlations calculated in (4.15), γm,n(l). Having estimated the

integer number of phase centres advanced m̂, a matrix of cross-correlations of maximally re-

dundant signals can be formed by a re-indexing as shown in Figure 4.5. This re-indexing results

in an array of cross-correlations given by

γ′(l,m′) = γm̂+m′−1,m′(l) (4.27)

where m′ ∈ [1, Nrpc] indexes the redundant elements, where Nrpc = N − m̂+ 1 where N is the

number of elements in the phase centre array. This matrix of cross-correlations may then be
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Figure 4.5: An illustration showing the formation of the beamformed cross-correlation matrix,
from which the time delay is estimated. (a-b) The grid of cross-correlations between pairs
of phase centres of adjacent pings γm,n(l) is re-indexed, extracting the diagonal with highest
coherence to give γ′(l,m′). (b-c) This data is beamformed to give the beam-formed cross-
correlation matrix Γ(l, φ).

beam-steered over a range of angles φ, giving

Γ(l, φ) =

Nrpc∑
m′=1

γ′(l,m′) exp (jkcu sin (φ)) (4.28)

where

u =
drx

2

(
m′ − Nrpc + 1

2

)
(4.29)

is the RPC array axis and kc = 2πfc/c is the wave-number at the centre frequency fc. The

location of the maximum magnitude of the beam-steered cross-correlation function

(τ ′′, ψ) = arg max
l,φ

{|Γ(l, φ)|} (4.30)

gives the ‘very coarse’ time delay estimate τ ′′ and an inter-array yaw estimate ψ in the slant-

plane. If the time delay at a specific angle is desired, this can be achieved by setting φ to the

desired value in (4.30).

The very coarse time delay estimate can be refined using a parabolic kernel. This gives the
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‘coarse’ time delay

τ ′ = τ ′′ +
1

2

(|Γ(τ ′′ −∆t, ψ)| − |Γ(τ ′′ + ∆t, ψ)|) ∆t

|Γ(τ ′′ −∆t, ψ)| − 2|Γ(τ ′′, ψ)|+ |Γ(τ ′′ + ∆t, ψ)|
(4.31)

The ‘fine’ time delay estimate is given by

τ =
(
− α

2π
+M

) 1

fc
(4.32)

where

α = ∠Γ(τ ′), (4.33)

is the phase of the complex cross-correlation function linearly interpolated at τ ′′, by interpo-

lating the real and imaginary parts independently. M ∈ Z is the number of phase wraps, given

by

M =
⌊
fcτ
′ +

α

2π

⌉
, (4.34)

where b. . . e denotes rounding to the nearest integer and fc is the centre frequency of the signals.

Figure 4.6 depicts the time delay estimation process. Figure 4.6a shows a typical cross-

correlation function, where the location of the maximum cross-correlation magnitude gives the

very coarse time delay estimate τ ′′. The peak and its adjacent values are plotted in Figure 4.6b,

through which a parabola is fitted. The location of the peak of this parabola gives the coarse

time delay estimate τ ′, at which the phase of the cross-correlation function is interpolated, to

give α. The underlying phase of the modulated cross-correlation function,

β(t) = ∠ exp (j (2πfc (t− τ) + α)) (4.35)

is assumed to be linear, as shown in Figure 4.6c. The correlation function at the carrier

frequency is known to have zero phase at the true peak [16], and therefore candidate fine

time delay estimates occur when the modulated phase of the cross correlation function crosses

zero, i.e. when β = 0. The grey region centred on τ ′ has a width equal to the period at the

centre frequency, such that the only candidate in this region is the fine time delay estimate τ .

However, noise can cause a shift in the location of the cross-correlation peak τ ′, especially when

the frequency-to-bandwidth ratio is high. This can result in an incorrect candidate fine time

delay being chosen and thus errors in the phase cycle number estimate M . These phase cycle

errors result in time delay errors of an integer number of time periods at the centre frequency.

These errors must be detected and corrected before the time delay measurements can be used

for navigation estimation.

The time delay measurements are made at each range window and for every ping. This

results in a two-dimensional array of time delay estimates, which can often be assumed to vary

continuously and smoothly. This smoothness can be exploited to detect and correct phase

cycle number errors. A novel method of doing so by fitting a model to subsets of the time delay

estimates is presented in Section 5.
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Figure 4.6: Multi-stage time delay estimation. (a) A typical cross-correlation function, whose
maximum at τ ′′ gives the very coarse time delay. (b) A parabola is fitted to peak of Γ(tn)
and its adjacent samples. The peak of the parabola is the coarse time delay estimate τ ′. (c)
Candidate fine time delay estimates are shown at intersections of the modulated phase β with
the measured phase α. The candidate closest to the parabola peak is chosen as the fine time
delay estimate τ . The grey region has a width of one period at the centre frequency and is
centred on τ ′, so the location of the only zero-crossing of the modulated phase function within
this region gives the fine time delay estimate.
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4.3.1 A note on yaw estimation

A method for integration of slant-plane inter-ping sway and yaw into a slant-plane path is given

in [31, Sec. V]. It is noted in this example that while slant-plane sway errors accumulate like a

random walk, slant-plane yaw errors accumulate more severely, like an integrated random walk.

Thus, SAS image quality is more significantly impacted by ping-to-ping slant-plane yaw errors

than ping-to-ping slant-plane sway errors. Most platforms equipped with SAS are equipped

with a high-precision navigation unit comprised of an INS and an aiding sensor such as a DVL

or CVL. While the attitude measurements from the INS are inevitably corrupted by small

amounts of measurement noise, the measurements are relative to a world co-ordinate frame

and as such should not drift. It is therefore very common to use the INS heading estimates

rather than those measured through-the-sensor, which has been termed ‘gyro-stabilised DPCA’

micro-navigation [54].

4.4 Summary

The methods described for estimating surge, time delay and slant-plane yaw using the redundant

data collected between adjacent pings are standard in the SAS literature. The key to the success

of these micro-navigation algorithms is the extraordinary precision with which the time delay

estimates can be made, as evidenced by the CRLB [31]. It is how these surge, time delay and

yaw values are exploited that differentiates most of the micro-navigation methods based on

echo data redundancy.

The link between navigation and bathymetry is well-documented, with many micro-navigation

implementations utilising a coarse bathymetry estimate from an interferometric SAS to allow

estimation of both heave and surge using the time delay measurements at multiple ranges.

However, this is often performed as a sequential process, where the bathymetry estimation is

performed using the full length of the array (termed sidescan bathymetry [16, 32]), but the

navigation estimation utilises only the redundant portion of the array.

Methods of fusing the navigation estimates from dual sided systems using a Kalman filter

have been demonstrated for single array [89] and interferometric [35] systems. This has been

shown to improve image quality, indicating an improvement in navigation accuracy.

There is also interest in integrating real-time SAS micro-navigation estimates into the vehicle

navigation solution, as predicted by Gough and Miller [88] in order to improve long-term

navigation accuracy. Preliminary work towards this goal has showed good potential, with SAS

micro-navigation measurements exhibiting significantly lower measurement noise to a DVL of

a similar frequency [34].

Two main areas for potential improvement over current micro-navigation methods have

been identified:

1. The phase centre assumption and stop-and-hop assumption have both been shown to

introduce two-way range errors in Sections 2.3.1 and 2.3.2 respectively. Removing these

simplifying assumptions may improve the accuracy of micro-navigation algorithms.
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2. There is an opportunity to exploit more of the redundant data collected by adjacent

pings of multi-array SAS platforms. This is possible by realising that time delays mea-

sured between all pairs of inter-ping redundant arrays are affected by, and thus contain

information about, the ‘triad of confounding factors’; navigation, bathymetry, and sound

speed.

The novel simultaneous navigation and bathymetry estimation algorithm described in Section

6 aims to address these areas for improvement. This is achieved though explicit modelling of

the time-dependent bi-static geometry, and by implementation of a non-linear least squares

minimisation of modelled and measured time delays between all pairs of redundant signals.
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5 Detection and correction of phase wrap errors in time

delay estimates

The time delay estimation method described in Section 4.3 showed that the high precision

time delay estimate can be considered to be made up of a number of full phase wraps, plus

a fraction of a phase wrap. In the presence of noise the estimate of the number of full phase

wraps can be ambiguous [103, 32, 115], which is exacerbated for low fractional bandwidth

signals. This ambiguity can corrupt the time delay estimate, reducing the accuracy of resulting

data products such as through-the-sensor navigation [34, 87] or bathymetry estimates [16].

Therefore, detection and correction of phase wrap errors is desirable. This can be achieved by

making an assumption of smoothness of an ensemble of time delay estimates.

There are existing methods of detecting phase wrap errors in RPC micro-navigation, which

exploit the assumption of smoothly varying time delay estimates as a function of range and

ping number. By extension, this assumes a smoothly varying sea-floor depth, and a smooth

and continuous vehicle path. One method of removing outliers is to perform conventional

phase unwrapping on the time delays from a single ping as a function of range only. This

method achieves smoothly varying time delays, but is dependent on the seed used in the phase

unwrapping and is not robust to the presence of gaps in the time delay estimate function [16,

Ch. 5.1.3]. Two dimensional unwrapping methods such as the popular Goldstein’s branch-cuts

algorithm [82] have also been used [16]. Such phase unwrapping algorithms are only suitable

if a correct unwrapping path exists where the maximum true change of phase per sample is

less than π radians, which cannot be guaranteed for all applications. A further approach uses

model fitting to the time delay estimates in order to detect outliers. The random sample

and consensus (RANSAC) algorithm [139] has been proposed to achieve this [115], which is a

popular method for model fitting in the presence of outliers. This method is more robust, but

in this case only assumes smoothness of the time delay estimates in the range direction. A

further method which exploits the smoothness of the time delay function in two dimensions has

also been proposed [32]. The method relies on finding regions of constant phase wrap number,

by detecting the location of phase wraps and discarding adjacent time delay estimates. The

most commonly occurring phase wrap number estimate in each region is used to recalculate

the time delays. This algorithm appears to give good performance. However it results in large

amounts of data being discarded in applications where the phase gradient is large.

In this section a generalised model-based method is proposed that detects and corrects

phase wrap errors in time delay estimation problems. A model of arbitrary dimension can be

chosen and fitted to regions of the time delay estimates using the RANSAC algorithm, which

finds model parameters by iteratively fitting the model based on a minimal data subset. The

optimal model parameters result in the greatest number of samples within a chosen threshold.

The outliers detected by this algorithm can be corrected, using the model to re-estimate the

phase wrap number.

Field data collected by the CMRE MUSCLE AUV using its 270-330 kHz SAS during the

MANEX14 sea trial are used to demonstrate the method. In order to compare the phase
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Figure 5.1: (a) The side-looking geometry of RPC micro-navigation. xp−1 and xp represent the
RPC array positions for pings p−1 and p respectively. The straight lines represent the edges of
the sonar beam, while dotted arcs represent lines of constant range from the sonar. Inspection
of the intersection of these arcs with the flat sea-floor reveals a range-dependent difference
in two-way travel time difference due to inter-ping sway and heave (b) The side view of two
arrays between pings, showing the overlapping phase centre array elements and the unknown
displacement ∆xp to be measured by RPC micro-navigation.

wrap error detection and correction method using 1D and 2D models, systems with a higher

frequency-to-bandwidth ratio are emulated by artificially reducing the bandwidth of the sonar

data before time delay estimation. This reduction in fractional bandwidth causes an increased

number of phase wrap errors. The performance of the RANSAC methods with 1D and 2D

models is assessed by comparing the resulting time delay estimates to those obtained from the

full bandwidth data. The Goldstein branch-cuts method has been applied with the same region

size as the 2D RANSAC method for comparison.

5.1 Time delay model

Figure 5.1a is a side view of the imaging geometry, where the vehicle is shown to travel close

to the sea-floor, with the sensor looking side-ward and toward the sea-floor. Arcs of constant

range from the sensor are shown, and inspecting the intersection of these arcs with the flat

sea-floor demonstrates a range-dependent difference in two-way range and hence travel time

difference to a point on the sea-floor, caused by the sway and heave of the sensor. Figure 5.1b

is a top view, showing the overlapping array elements between sonar pings. ∆xp represents the

inter-ping displacement measured by RPC micro-navigation.
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5.1.1 Exploitation of sea-floor continuity

It is often reasonable to assume the sea-floor is continuous and has a shape that changes

smoothly. As a consequence, the time delays measured between signals received by overlapping

array elements can be expected to change smoothly with range.

An example one-dimensional flat sea-floor model has been used to demonstrate this, as

illustrated in Figure 5.2. Let xp−1 = (yp−1, zp−1)T and xp = (yp, zp)
T denote the positions of

the RPC arrays for pings p − 1 and p in the plane defined by the across-track y and vertical

z directions. A point on the sea-floor is denoted xb = (yb, zb)
T and the inter-ping sway and

heave are given by

∆yp = yp − yp−1 (5.1)

and

∆zp = zp − zp−1 (5.2)

respectively.

The one dimensional model for the time delay between the signals received by the overlap-

ping arrays formed between ping p− 1 and p is given by

τflat(r) =
2

c
(rp − rp−1) (5.3)

where c is the speed of sound in the medium,

rp−1 =
√

(yb,q − yp−1)2 + (zb,q − zp−1)2 (5.4)

is the distance between xp−1 and xb,q and

rp =
√

(yb,q − yp−1 −∆yp)2 + (zb,q − zp−1 + ∆zp)2 (5.5)

is the distance between xp and xb,q.

The resulting time delays as a function of range window for an example set of values for

inter-ping sway and heave are shown in Figure 5.3, for a sensor altitude of zp = 12 m. The

resulting time delays vary smoothly with range window. This model is representative of realistic

time delay estimates between signals collected by the overlapping elements for a pair of pings

during an experiment in the Ligurian sea, which are shown in Figure 5.4a. The majority of

the experimental time delay estimates vary smoothly in the across-track direction, but there

appear to be some outliers caused by phase wrap errors.

5.2 Phase wrap error correction algorithm

In this section the algorithms used to perform phase wrap number error detection and correction

are described. Firstly, a brief overview of the RANSAC [139] algorithm is given in Section 5.2.1.

In Section 5.2.2, an overview of the method proposed in [115] is presented, which uses the

RANSAC algorithm to fit a one-dimensional model to the time delay estimates as a function
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Figure 5.2: The geometry for time delay estimation between signals collected by overlapping
array elements in RPC micro-navigation, for a flat sea-floor.
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Figure 5.3: Time delays caused by inter-ping (a) sway only, (b) heave only, for a sensor altitude
of zp = 12 m.

of range window. This model is used to detect and correct phase wrap errors.

The method is then developed and generalised in two salient ways described in Section 5.2.3.

The first is the use of a two dimensional model in order to exploit the smoothness of the time

delay estimates in a second dimension. Also, the size of the domain over which the model is

fitted can be chosen in both dimensions. This allows the complexity of the model to be reduced

while improving the resilience of the method to rapidly varying time delay estimates.

5.2.1 Random sample and consensus algorithm

The RANSAC algorithm is a popular and robust method for detecting outliers, which is capable

of finding a consensus set even when the ratio of outliers to samples is significant [139]. The

algorithm repeatedly computes a model using a minimal data subset (i.e. the minimum number
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of samples required to fit the model), and finds the number of inliers for each candidate model.

After a certain number of trials, the model with the largest number of inliers over all trials is

deemed the optimal model.

The number of trials required to achieve a probability psuc of randomly drawing an all-inlier

minimal subset can be adaptively computed on each iteration. It is given by

K =

⌈
log10(1− psuc)

log10(1− ŵs)

⌉
, (5.6)

where

ŵ =
η̂

Λ
(5.7)

is the largest estimate of the inlier ratio over all previous trials, where η̂ is the largest number

of inliers for all previous trials, Λ is the total number of data points and s is the number of

samples in the minimal subset (i.e. the number of parameters in the model). The required

number of trials K is impacted heavily by the number of parameters in the chosen model when

the inlier ratio is not close to 1. This is because the denominator of (5.6) approaches zero as

ŵs approaches zero. This motivates the use of a model with as few parameters as possible.

5.2.2 Phase wrap error correction using a 1D model

The use of a 1D model in the RANSAC error detection procedure exploits the expected smooth-

ness of the time delay estimates as a function of range. The expected smoothness of the time

delay estimates in the range direction was shown in Section 5.1.1. In this work a quadratic

model has been chosen to model the time delay estimates as a function of range. This choice

is made without loss of generality due to the simplicity with which it can be computed and

because it produces an acceptable fit to field data. An overview of the method applied to the

time delays estimated between each pair of pings is given in Algorithm 1, and explained in

more detail below with illustrations in Figure 5.4.

Consider fine time delay estimates τk[q], where q ∈ [0, Q − 1] is the range index and Q is

the number of range windows. Additionally, let k ∈ [0,K − 1] denote the iteration number

where K is the adaptively computed number of trials (5.6). Also let αk[q] represent the phase

measured at the cross-correlation function peaks.

On each iteration of the RANSAC algorithm a quadratic model is fitted to a minimal data

subset (3 samples in this case). The general form of the quadratic model for iteration k is given

by

τ̃k(r) = akr
2 + bkr + ck (5.8)

where the coefficients ak, bk and ck of the model that passes through the minimal data subset

are computed by

ak = R−1
k τk (5.9)
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Algorithm 1 1D RANSAC

// Setup:

k ← 0 // Initialise trial number
K ←∞ // Initialise max. number of trials
η̂ ← 0 // Initialise number of inliers

// Iterate:
while k < K do

// Draw minimal data subset:

q1,k ∼ {x ∈ U(0, Q− 1)}
q2,k ∼ {x ∈ U(0, Q− 1) |x /∈ q1,k}
q3,k ∼ {x ∈ U(0, Q− 1) |x /∈ {q1,k, q2,k}}
// Calculate model coefficients:

ak ← R−1
k τk

// Calculate model time delays:

τ̃k(r)← akr
2 + bkr + ck

// Count number of inliers:

ηk ←
∑Q−1
q=0

[
|τ [q]− τ̃k(r[q])| < tthresh

]
// Test if model is better than previous best:
if ηk > η̂ then // Update

η̂ ← ηk
ŵ ← ηk/Q
K ← dlog10(1− psuc)/ loge(1− ŵs)e
κ← k // Store trial number of best model

end if

k ← k + 1 // Increment trial number

end while
// Re-calculate phase wrap numbers using model:

M̂ [q] = bfcτ̃κ(r[q]) + α[q]/2πe
// Re-calculate fine time delay estimates:

τ̂ [q] =
(
−α[q]/2π + M̂ [q]

)
/fc

where

ak =

akbk
ck

 , (5.10)

is the vector containing the model coefficients,

Rk =

r
2[q1,k] r[q1,k] 1

r2[q2,k] r[q2,k] 1

r2[q3,k] r[q3,k] 1

 (5.11)
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Figure 5.4: Illustration of the 1D RANSAC algorithm using data from MANEX’14. (a) Initial
time delays shown by blue crosses. (b) A minimal subset shown by red crosses includes an
outlier. The model shown by the black dashed line has few samples within the threshold shown
by the grey region. (c) All of a minimal subset are inliers but they define a sub-optimal model.
(d) Another all-inlier minimal subset defines the optimal model. (e) Outliers are corrected,
shown by blue dashed lines.

is the matrix defining the polynomial model, and

τk =

τ [q1,k]

τ [q2,k]

τ [q3,k]

 (5.12)

is the vector containing the minimal subset of time delay estimate samples, where q1,k, q2,k and

q3,k are randomly drawn without replacement from q ∈ [0, Q−1]. Having found the coefficients

ak, bk and ck, the model time delays at all ranges for trial k can be evaluated by substitution

into (5.8), giving the model time delays τ̃k(r) for all ranges.

The number of samples considered to support the model, or ‘inliers’, is the total number of
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time delay estimates that lie within a predetermined threshold of the model. This number of

samples that support the model is given by

ηk =

Q−1∑
i=0

[
|τ [q]− τ̃k(r[q])| < τthresh

]
(5.13)

where tthresh is the threshold and [. . . ] denotes an Iverson bracket [140]. The value for τthresh

must be chosen such that it is large enough to allow variation of the time delays caused by

bathymetry, but small enough for any estimates with phase wrap errors to be rejected. In this

work, a value of

τthresh =
1

3fc
(5.14)

has been chosen, which corresponds to one third of a time period for the centre frequency.

For every iteration, if ηk is greater than the previous largest number of inliers η̂, the best

estimate of the inlier fraction and the required number of trials are updated using (5.7) and

(5.6) respectively.

An example of a minimal subset of three samples including two inliers and one outlier is

shown in Figure 5.4b. The grey band represents the region in which samples are considered to

be inliers, i.e. they are within the pre-determined threshold of the model. For this particular

minimal subset of 3 data points, the quadratic model has very poor support. In Figure 5.4c

an all-inlier minimal subset with poor coverage has been selected. In this case, the model has

greater support, but the model selected in Figure 5.4d has even better support and is eventually

chosen as the optimal model.

The process is iterated until the adaptively computed number of trials K has been per-

formed, at which point a subset of time delay estimates have been identified as outliers. Figure

5.4e shows the correction of the outliers by adjusting the phase wrap number as follows.

The updated phase wrap number is given by

M̂ [q] =

⌊
fcτ̃κ(r[q]) +

α[q]

2π

⌉
, (5.15)

and the resulting refined time delay estimate calculated by

τ̂ [q] =

(
−α[q]

2π
+ M̂ [q]

)
1

fc
(5.16)

is retained if

|τ̂ [q]− τ̃κ(r[q])| < τthresh (5.17)

and discarded otherwise. In Figure 5.4e, all of the outliers were corrected, with none being

discarded.
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Algorithm 2 2D RANSAC

// Setup:

k ← 0 // Initialise trial number
K ←∞ // Initialise max. number of trials
η̂ ← 0 // Initialise number of inliers

// Iterate:
while k < K do

// Draw minimal data subset:

p1,k ∼ {x ∈ U(0, P − 1)}
q1,k ∼ {x ∈ U(0, Q− 1)}
p2,k ∼ {x ∈ U(0, P − 1) |x /∈ p1,k}
q2,k ∼ {x ∈ U(0, Q− 1) |x /∈ q1,k}
q3,k ∼ {x ∈ U(0, P − 1) |x /∈ {p1,k, p2,k}}
q3,k ∼ {x ∈ U(0, Q− 1) |x /∈ {q1,k, q2,k}}
q4,k ∼ {x ∈ U(0, P − 1) |x /∈ {p1,k, p2,k, p3,k}}
q4,k ∼ {x ∈ U(0, Q− 1) |x /∈ {q1,k, q2,k, q3,k}}
// Calculate model coefficients:

ak ← R−1
k τk

// Calculate model time delays:

τ̃k(u, r) = aku+ bku
2 + ckr + dk

// Count number of inliers:

η̂k =
∑P−1
p=0

∑Q−1
q=0

[
|τ [p, q]− τ̃k(u[p], r[q])| < τthresh

]
// Test if model is better than previous best:
if ηk > η̂ then // Update

η̂ ← ηk
ŵ ← ηk/PQ
K ← dlog10(1− psuc)/ loge(1− ŵs)e
κ← k // Store trial number of best model

end if

k ← k + 1 // Increment trial number

end while
// Re-calculate phase wrap numbers using model:

M̂ [p, q] = bfcτ̃κ(r[p, q]) + α[p, q]/2πe
// Re-calculate fine time delay estimates:

τ̂ [p, q] =
(
−α[p, q]/2π + M̂ [p, q]

)
/fc

5.2.3 Phase wrap error correction using a 2D model

A 2D model can be used to exploit the expected smoothness of time delay estimates in two

dimensions (e.g. ping number and range). A 2D sliding rectangular window is used to extract

regions of the time delay estimates over which a model is fitted. The choice of model and

window size are application dependent but must be chosen such that the windowed time delay

estimates can be adequately represented by the chosen model.

The RANSAC algorithm is applied to each 2D window in turn. Outliers are detected by

85



iteratively fitting a 2D model to a minimal data subset of the windowed time delay estimates,

and finding the model with the largest number of inliers. The refined time delay estimates are

then calculated using the best model. Duplicate refined time delay estimates can be generated

if overlapping 2D windows are used. The mode of any duplicates is taken once refined time

delay estimates have been made for all 2D windows. The algorithm for each 2D window is

summarised in Algorithm 2.

The RPC micro-navigation algorithm computes time delay estimates at multiple ranges and

multiple ping pairs along the vehicle’s path. This 2D function can be assumed to be smooth in

both dimensions by virtue of the continuous sea-floor in combination with the vehicle’s inertia.

Consider the fine time delay estimates τ [p, q], which represent a rectangularly windowed region

of time delays indexed by q ∈ [0, Q − 1] and p ∈ [0, P − 1], where Q is the number of range

windows and P is the number of pings. Also let α[p, q] represent the measurements of the phase

at the peak of the cross-correlation function over the same region.

The RANSAC algorithm randomly selects a minimal subset of time delay estimates to

iteratively compute a model. For trial k, a model of the form

τ̃k(r, u) = aku+ bku
2 + ckr + dk (5.18)

is used, which is linear in the range direction r and quadratic in the along-track direction

u. This model has been chosen because the rate of change of time delay in the along-track

direction has been observed to be much greater than in the range direction in field data, as can

be observed in Figure 5.10a.

For trial k ∈ [0,K − 1], the coefficients ak bk, ck and dk are computed by

ak = R−1
k τk, (5.19)

where

ak =


ak

bk

ck

dk

 , (5.20)

is the vector containing the model coefficients,

Rk =


u[p1,k] u[p1,k]2 r[q1,k] 1

u[p2,k] u[p2,k]2 r[q2,k] 1

u[p3,k] u[p3,k]2 r[q3,k] 1

u[p4,k] u[p4,k]2 r[q4,k] 1

 (5.21)
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is the matrix defining the model, and

τk =


τk[p1,k, q1,k]

τk[p2,k, q2,k]

τk[p3,k, q3,k]

τk[p4,k, q4,k]

 (5.22)

is the vector containing the minimal subset of time delay estimate samples, where p1,k, ..., p4,k

and q1,k, ..., q4,k are drawn without replacement from p ∈ [0, P−1] and q ∈ [0, Q−1]respectively.

Similarly to the 1D RANSAC algorithm, the model time delays can be evaluated at all ranges

by substitution into (5.18), giving the model time delays τ̃k(u, r). The number of samples that

support the model (or inliers) is given by

η̂k =

P−1∑
p=0

Q−1∑
q=0

[
|τ [p, q]− τ̃k(u[p], r[q])| < τthresh

]
(5.23)

where τthresh is the threshold and [. . . ] denotes an Iverson bracket. If the model has more

support than the previous best number of inliers, the number of trials is updated using (5.6),

where the new best estimate of the inlier fraction is given by

ŵ =
η̂

PQ
. (5.24)

OnceK trials have been completed, a subset of time delay estimates are identified as outliers.

The following phase wrap correction can be applied to all time delay estimates, since inliers are

unchanged by the correction.

The updated phase wrap number is given by

M̂ [p, q] =

⌊
fcτ̃κ[p, q] +

α[p, q]

2π

⌉
, (5.25)

and the resulting refined time delay estimate calculated by

τ̂ [p, q] =

(
−α[p, q]

2π
+ M̂ [p, q]

)
1

fc
(5.26)

is retained if

|τ̂ [p, q]− τ̃ (u [p] , r [q])| < τthresh (5.27)

and discarded otherwise. Again, the threshold chosen in this work is given by (5.14).

The algorithm is demonstrated for one particular windowed subset of time delays in Figure

5.5. The initial fine time delay estimates τ [p, q] are shown in Figure 5.5a, which shows the

majority of the time delay estimates vary smoothly in both the ping axis and the across track

axis, with some outliers present. Figure 5.5b shows a minimal subset that includes outliers.

The grey surfaces represent the upper and lower limits of the region in which the time delay
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(a) (b)

(c) (d)

Figure 5.5: Illustration of the 2D RANSAC algorithm using data from MANEX’14. (a) Initial
time delay estimates, shown by blue crosses. (b) A minimal subset shown by red crosses includes
an outlier, so the model has poor support. The grey surfaces are the upper and lower thresholds.
(c) The minimal subset is contains only inliers, and has good support. (d) The blue dashed
lines show the outliers being corrected using the optimal model.

estimates are considered inliers. Figure 5.5c shows an iteration where all of the minimal data

subset are inliers, which results in a model with the largest support. Once the required number

of trials has been performed, the outliers are corrected by adjusting the phase wrap number, the

result of which is shown in Figure 5.5d. In this case, no time delay estimates were discarded.

5.3 Experimental method

The 1D and 2D RANSAC methods have been applied to time delay measurements derived from

real SAS data collected by the 270-330 kHz SAS of the MUSCLE AUV during the MANEX’14

sea trial. Figure 5.6 shows the location of the trial, which was off the Ligurian coast near the

villages of Framura and Bonassola.
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(a)

Bonassola

Framura

(b)

Figure 5.6: The MANEX’14 trial was held off the Ligurian coast, close to the villages of Framura
and Bonassola. (a) Liguria is in Northern Italy, shown by a black box. (b) A zoomed section,
showing the locations of Framura and Bonassola. Map data ©2019 Google.

5.3.1 The MANEX’14 sea trial

The MANEX’14 sea trial was conducted in the coastal waters of Liguria, near the villages of

Bonnasola and Framura, using the MUSCLE AUV. The SAS of the MUSCLE AUV has an

upper receiver array with 36 elements and a lower receiver array with 12 elements. In single

array mode, the PRF is 4 Hz, giving a theoretical maximum range of 187.5 m. In interferometric

mode, the PRF is increased to 10 Hz to compensate for the shorter interferometric array. This

results in a theoretical maximum range of 75 m. A number of deployments of the MUSCLE

AUV were made, both in interferometric mode and single-array mode.

SAS data from the MUSCLE AUV were collected over a frequency range of 270-330 kHz

in single array mode. For the example portion of data used in this section, the vehicle was

programmed to perform a straight track at a constant altitude of 12 m above the sea-floor.

The position of the vehicle over the 600 pings of interest is plotted in Figure 5.7a, and the

corresponding depth of the vehicle and sea-floor is shown in Figure 5.7b. The unprocessed SAS

echo data collected on a particular track are shown in Figure 5.8a. The inter-ping coherence

is shown in Figure 5.8b. The resulting SAS image is shown in Figure 5.8c, which reveals

a predominantly sandy, rippled sea-floor, with some rocks and posidonia. It is not possible

to generate a bathymetry map using SAS interferometry because the vehicle was running in

interferometric mode. However, sidescan interferometry can be used to produce a low-resolution

depth map, which is shown in Figure 5.8d. No motion compenstation has been applied to the

sidescan bathymetry estimates, which explains the spatial differences between Figures 5.8c and

5.8d. A small subset of the echo data, coherence and SAS images have been selected for closer

inspection, which are marked by white rectangles in Figure 5.8.
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Figure 5.7: Navigation data for a particular survey track. (a) The position of the vehicle over
600 pings. (b) The corresponding depth of the vehicle and the sea-floor below it. Note the
vehicle and sea-floor depth axes are offset by 11.6 m.

5.3.2 Emulation of systems with narrow bandwidth

The frequency bandwidth of the data has been windowed to between 60 kHz and 10 kHz using

a Tukey window [118] with 10% transition width. This emulates systems with lower fractional

bandwidth, demonstrating the effect of reducing the frequency bandwidth of the data. The

subsets of the echo data, coherence and SAS image for frequency bandwidths of 10 kHz and

60 kHz are shown in Figure 5.9. A reduction in across-track resolution is evident in Figures 5.9a

and 5.9e (10 kHz bandwidth) when compared with Figures 5.9b and 5.9f (60 kHz bandwidth), as

expected since the across-track resolution is proportional to the inverse of the bandwidth [33].

The values of the coherence estimates are similar between Figures 5.9c and 5.9d (with mean

values of 0.75 and 0.73 for 10 kHz and 60 kHz respectively). The variances of the coherence

estimates are 3.5× 10−3 and 3.8× 10−3 at 10 kHz and 60 kHz respectively.

5.4 Results

The time delays estimated from the full-bandwidth (60 kHz) data are shown in Figure 5.10a.

Subsets of the time delays estimated using the 10 kHz and 60 kHz bandwidth data are shown

in Figures 5.11a and 5.11b respectively. Black regions represent samples where no time delay

estimate was made due to low coherence magnitude. A coherence threshold of 0.3 is used, which

corresponds to a value three standard deviations larger than the expected coherence value for

random signals of the same length of the range windows. Randomly distributed phase wrap

errors appear to be present, and are much more prevalent in the 10 kHz data (Figures 5.11a)

than the 60 kHz data (Figure 5.11b) as expected.

The 1D and 2D RANSAC methods have been applied to the time delays measured using

the frequency band-limited data. The branch-cuts method has also been applied over the same

window sizes as the 2D RANSAC method for comparison. The resulting refined time delay
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Figure 5.8: (a) Sonar echo data (b) coherence (c) SAS image showing a predominantly rippled,
sandy sea-floor (d) Bathymetry generated by sidescan interferometry. A small sub-window has
been chosen to show the effect of reducing the frequency bandwidth of the data.
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Figure 5.9: Zoom of (a,b) raw SAS data, (c,d) coherence between redundant phase centres,
(e,f) SAS images, with bandwidths of (a,c,e) 10 kHz (b,d,f) 60 kHz. A reduction in across-track
resolution is visible between the 10 kHz and 60 kHz images in (e) and (f) respectively.
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Figure 5.10: (a) Time delays from 60 kHz data (b) Refined time delays using the branch-cuts
method (c) Refined time delays using the 1D RANSAC method (d) Refined time delays using
the 2D RANSAC method.
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Figure 5.11: Zooms of: (a,b) Unrefined time delays (c,d) Refined time delays using the branch-
cuts method (e,f) Refined time delays using the 1D RANSAC method (g,h) Refined time delays
using the 2D RANSAC method (a,c,d,g) for 10 kHz bandwidth (b,d,f,h) for 60 kHz bandwidth.
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Figure 5.12: (a) Fraction of time delay estimates that match the reference with no correction,
after 1D and 2D RANSAC methods, and using the branch-cuts method (b) The matching
estimate improvement ratios for each of the methods.

estimates for the 60 kHz data using the 1D and 2D RANSAC methods are shown in Figures

5.10c and 5.10d respectively. The result from the branch-cuts method is shown in Figure 5.10b.

Subsets of the refined time delays estimated using the 10 kHz and 60 kHz bandwidth data are

shown in Figures 5.11e and 5.11f for the 1D RANSAC method, Figures 5.11g and 5.11h for the

2D RANSAC method, and Figures 5.11c and 5.11d for the branch-cuts method.

At 60 kHz bandwidth, the 1D and 2D RANSAC methods generate extremely similar es-

timates. However, the branch-cuts method shows discontinuities in the along-track direction

(shown in Figure 5.10b), which correspond to regions of large (> π) phase differences caused

by large inter-ping sways. At 10 kHz bandwidth, some time delay estimates refined using the

1D and 2D RANSAC methods have been rejected due to being further than the threshold from

the model, which are shown as black regions in Figures 5.11e and 5.11g.

The time delays estimated using the bandwidth-filtered data are denoted by τ̂b,R1[p, q] ,

τ̂b,R2[p, q] and τ̂b,GS[p, q] for the 1D and 2D RANSAC methods and the branch-cuts algorithm

respectively, where b ∈ {10, 12, 14, ..., 60} kHz indexes the frequency bandwidths.

The results from the 1D RANSAC, 2D RANSAC and branch-cuts methods at full frequency

bandwidth were qualitatively assessed based on the smoothness of the resulting time delay

estimates, and the 2D RANSAC method was found to give the best results. The time delay

estimates from the 2D RANSAC algorithm, denoted τ̂B,2D[i, j], are therefore considered to be

the ‘gold standard’ time delay estimates in the following analysis.

The probability distribution of the error in the coarse time delay estimates (compared to

the gold standard time delay estimates) is shown in Figure 5.13. The error distribution at full

60 kHz bandwidth is shown in Figure 5.13a, which is symmetrical and centred on zero error as

expected. However, this clearly illustrates the problem that must be solved; the fine time delay

estimation procedure described in Section 4.3 gives inaccurate estimates for coarse time delay
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Figure 5.13: (a) Probability distribution of error between coarse time delay estimates from
60 kHz bandwidth around the gold standard fine time delay estimates. (b) The probability
distribution of the coarse time delay error as a function of bandwidth.

estimates with an error corresponding to more than half a wavelength. Figure 5.13b is the

error distribution with varying bandwidth, which shows a broadening of the error distributions

with reducing bandwidth. A slight asymmetry is also evident at smaller bandwidths, possibly

caused by the assumption of zero relative dilation between signals which may be inaccurate at

short range.

Figures 5.14 and 5.15 show how the coarse and fine time delay estimates are distributed

around the best-fitting models, for the 1D and 2D methods respectively. The narrow distribu-

tion of fine time around the model indicates that the models fit the fine time delay estimates

well, only failing to give a good fit for very low bandwidths.

The refined time delay estimates from the 1D and 2D RANSAC methods and the branch-

cuts method at each frequency bandwidth are compared with the gold standard time delay

estimate. The fraction of time delay estimates that match the gold standard is given by

ξb,µ =

P−1∑
p=0

Q−1∑
q=0

[
|τ̂b,µ[p, q]− τ̂B,2D[p, q]| < τthresh

]
PQ

(5.28)

where µ denotes the correction method.

The resulting values of ξb,µ are plotted in Figure 5.12a. The matching estimate improvement

ratios calculated by

ζb,µ =
ξb,µ − ξb,NC

ξb,NC
(5.29)

are plotted in Figure 5.12b. This demonstrates that the 1D and 2D RANSAC methods result

in what we interpret as improvements of 29 - 125% and 30 - 150% respectively compared to

16 - 134% for the Goldstein branch-cuts method.

The ratio of matching estimates for the unrefined time delay estimates reduces with de-

creasing bandwidth, because the width of the peak of the correlation function becomes wider

with decreasing frequency bandwidth. This broadening of the cross-correlation peak means
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Figure 5.14: (a) Probability distribution of error between the coarse time delay estimates from
60 kHz bandwidth around the 1D model. (b) The probability distribution of the difference
between the coarse time delay estimate and the 1D model as a function of bandwidth. (c)
Probability distribution of error between the fine time delay estimates from 60 kHz bandwidth
around the 1D model. (Note zoomed x axis) (d) The probability distribution of the difference
between the fine time delay estimate and the 1D model as a function of bandwidth.

that noise is more likely to cause phase wrap errors. The 1D and 2D RANSAC methods per-

form at least as well as the branch-cuts method at all frequency bandwidths. The branch-cuts

method performs less well than the RANSAC methods at high bandwidths due to its inability

to unwrap regions with high phase gradient correctly.

The time taken to perform the methods at each bandwidth is plotted in Figure 5.16. With

reducing bandwidth, the time taken for both RANSAC methods increases due to the reducing

inlier fraction, which causes the number of RANSAC iterations to increase. However, this is

particularly evident for the 2D RANSAC method, because the number of parameters in the

model is larger, meaning more trials are required to achieve the same probability of success. The

time taken by the branch-cuts method is approximately constant for all frequency bandwidths.

5.5 Summary

Algorithms making use of the RANSAC algorithm with 1D and 2D models have been developed

to detect and correct phase wrap errors in time delay estimation applications. Results from field
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Figure 5.15: (a) Probability distribution of the error between the coarse time delay estimates
from 60 kHz bandwidth around the 2D model. (b) The probability distribution of the difference
between the coarse time delay estimate and the 2D model as a function of bandwidth. (c)
Probability distribution of error between the fine time delay estimates from 60 kHz bandwidth
around the 2D model. (Note zoomed x axis) (d) The probability distribution of the difference
between the fine time delay estimate and the 2D model as a function of bandwidth.
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Figure 5.16: Time taken by the 1D RANSAC, 2D RANSAC and Goldstein branch cuts methods.
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data collected by the 270-330 kHz SAS of the CMRE MUSCLE AUV show that the 1D and 2D

RANSAC methods result in improvements of 29 - 125% and 30 - 150% respectively compared

to improvements of 16 - 134% for the Goldstein branch-cuts method. Using a 2D model shows

a slight performance benefit, at the expense of greater computational cost than using a 1D

model. These model-based approaches to the phase unwrapping problem have been shown to

be resilient to regions of high phase gradient, which result in errors for the branch-cuts method.

The 2D RANSAC method is an integral part of the simultaneous navigation and bathymetry

estimation algorithm, which requires accurate time delay estimates between redundant signals.

The algorithms have been shown to be effective for a large range of bandwidths, which may

enable the use of lower cost, low fractional bandwidth systems.
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6 Simultaneous estimation of navigation and coarse

bathymetry using echo data redundancy

This section describes a new algorithm for simultaneous estimation of high-precision naviga-

tion and coarse bathymetry, using the redundant data collected between adjacent pings of an

interferometric SAS. Estimating navigation and bathymetry simultaneously in this way has

potential to improve the precision of the navigation estimate and allows estimation of the vehi-

cle path in three dimensions. The algorithm utilises measurements of along-track displacement

(also referred to as surge) and time delay between multiple pairs of RPC arrays formed between

adjacent pings of an interferometric SAS. The algorithm utilises the RANSAC phase wrap er-

ror detection and correction method [141] described in Section 5 to improve the accuracy of

the time delay measurements. An iterative non-linear minimisation between measured and

modelled quantities allows simultaneous estimation of the vehicle position on each ping and the

location of a number of control points on the sea-floor. These control point locations represent

a coarse bathymetry estimate, onto which SAS images may be focused.

We first revisit the idea of the ‘triad of confounding factors’ in closer detail in Section 6.1.

This exposes some of the limitations of conventional micro-navigation approaches, and moti-

vates the development of the new method. Section 6.2 introduces the multiple redundant array

pairs formed between adjacent pings of an interferometric SAS. Measurements made between

these multiple redundant array pairs allow formation of sufficient independent equations for

joint estimation of the vehicle path and coarse bathymetry. Section 6.3 describes the new algo-

rithm, which consists of a description of the geometrical model (Section 6.3.1) and the iterative

non-linear minimisation method (Section 6.3.5).

The algorithm has been applied to field data collected by the 270-330 kHz SAS of the CMRE

MUSCLE AUV. Section 6.4 presents navigation and bathymetry estimates made using the raw

echo data from each side of the vehicle independently, and simultaneously using both sides. The

navigation estimates are compared to the estimates made by the on-board navigation hardware.

The method is validated by qualitative assessment of the quality of SAS images focused onto

the coarse bathymetry estimate using the navigation estimate. Additionally, the interferograms

formed from these images show near-zero phase, suggesting that the coarse bathymetry estimate

is consistent with the data. However, there is a lack of ground truth for both navigation and

bathymetry which precludes comprehensive algorithm performance analysis. For this reason, a

simulation has been performed which mimics the experimental acquisition. The simulated SAS

data is generated using a custom MATLAB® implementation of a ray-tracing point scatterer

model. Section 6.5 presents the navigation and bathymetry estimates from this simulated data

and compares them with ground truth, and the performance of the method is analysed.

6.1 The triad of confounding factors

The concept of the ‘triad of confounding factors’ is central to the new algorithm. Data-domain

micro-navigation algorithms exploit the fact that RPC time delays contain information about
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Figure 6.1: The factors that influence time delay measurements τ between redundant signals
are: the speed of acoustic propagation, the bathymetry, the motion of the vehicle in the surge,
sway, heave, roll, pitch and yaw degrees of freedom, and the geometrical construction of the
sonar. Noise causes errors in the time delay estimates. The properties of interest can be grouped
into the ‘triad of confounding factors’, consisting of sound speed, navigation and bathymetry.

the ping-to-ping motion of the sonar, i.e. navigation information. Time delays between the sig-

nals received by interferometric arrays contain information about bathymetry; this is the basis

of interferometric sidescan and synthetic aperture sonar. Accurate knowledge of the speed of

sound is required for accurate through-the-sensor navigation estimation, and speed of sound

errors are known to cause bias errors in interferometric bathymetry estimation [16, Ch. 6]. It

follows that all time delays, whether measured for the purpose of navigation or bathymetry esti-

mation, are affected by the geometry of the time delay measurement (encompassing navigation

and bathymetry) and the speed of sound. This is depicted in Figure 6.1, where τ represents

a time delay measurement between redundant signals. The left panel shows the factors that

influence such time delay measurements, which are the speed of sound in the medium, the

sea-floor bathymetry, and the parameters that define the geometry of the measurement. These

parameters encompass the location of the sonar hardware on the vehicle and the motion of the

vehicle in all six degrees of freedom. Noise also affects the time delay measurements. The right

panel shows the grouping of these factors into the ‘triad of confounding factors’; sound speed,

bathymetry and navigation.

The triad representation helps to build an intuition that all time delay measurements are

affected by, and therefore contain information about, each member of the triad. Given suffi-

cient independent measurements and provided the problem is well-conditioned, it is possible to

estimate each member of the triad using the redundant data.

Conventional methods typically assume accurate knowledge of two members of the triad

in order to estimate the third. For example, Leier’s development [32, Ch. 4.2.6] of Cook’s

non-linear least squares method [33, Ch. 5.5-5.7] and that used by Sæbø [16, Ch. 5.2.1] use

a sequential process of coarse bathymetry estimation followed by fusion with RPC time delay

estimates. In these methods, the coarse bathymetry estimate is made using the narrow beam
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of the real aperture interferometer in a method termed sidescan bathymetry. The bathymetry

estimates are then integrated with slant-plane RPC micro-navigation estimates made using the

wider beam of the RPC array, in a non-linear least squares approach.10 That is, assuming

accurate knowledge of bathymetry and sound speed allows estimation of navigation from RPC

time delays.

The contrasting approach of Prater [114] makes coarse bathymetry estimates using the

small interferometric baseline formed between RPC pairs. The geometry of this interferometric

baseline is assumed from the ping-to-ping navigation estimate made by an INS and a constant

and known sound speed is assumed. In other words, assuming accurate knowledge of navigation

and sound speed allows estimation of bathymetry from RPC time delays.

The simultaneous micro-navigation and bathymetry estimation algorithm introduced in

this section represents a step towards joint estimation of all members of the triad. Coarse

bathymetry and high-precision navigation parameters are jointly estimated using redundant

sonar data under the assumption of a constant and known speed of sound and known sonar

geometry. In addition, the vehicle roll, pitch and yaw are assumed to be accurately measured by

another sensor such as an INS. The algorithm has similarities to the repeat-pass phase centre

double localisation (PCDL) method of Tebaldini [96], adapted for SAS by Kennedy and Marston

[80]. The main similarity is the realisation that it is possible to form sufficient independent

equations to jointly estimate the vehicle path and the location of a number of control points

on the sea-floor, as described in [21]. However, these algorithms are fundamentally different to

the new algorithm described here, because:

1. The new algorithm exploits redundancy in the signals received by overlapping portions of

the arrays, rather than redundancy in SAS images formed from repeated passes, allowing

it to estimate the vehicle position on each ping independently.

2. The new algorithm is easily generalisable, allowing it to be used for navigation along a

single path and also for high-precision track registration between repeated passes.

6.2 Use of multiple redundant array pairs

The simultaneous navigation and bathymetry estimation algorithm uses the surge and time

delay estimation methods described in Section 4 made between multiple redundant array pairs.

Interferometric SAS systems present the opportunity to make more than one measurement of

surge and time delay per ping and range window on each side of the vehicle. Fusion of these

multiple measurements allows estimation of both the position of the vehicle on each ping and

the location of a number of control points on the sea-floor.

Consider a single-sided interferometric SAS with Na vertically separated receiver arrays

performing two pings p − 1 and p. If the app! is less than half of the receiver array length

(as is required for algorithms that exploit echo data redundancy), the fore-most phase centres

10The mismatch between beam widths used for bathymetry and navigation estimation has the potential to
introduce navigation errors. A simple solution to this problem would be to use only the overlapping subset of
the real aperture interferometer for bathymetry estimation.
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Figure 6.2: Diagrams showing the overlapping phase centre array pairs utilised by (a) the
conventional RPC micro-navigation algorithm and (b) the new simultaneous micro-navigation
and bathymetry estimation algorithm. Two adjacent pings p − 1 and p of a single-sided
interferometric SAS with Na = 2 arrays are shown. Arrows indicate the pairs of redundant
arrays that are used by each of the micro-navigation algorithms.

of ping p − 1 will overlap with the aft-most phase centres of ping p. There are therefore 2Na

redundant arrays formed between adjacent pings. The total number of redundant array pairs

formed between adjacent pings is

Ptotal =

(
2Na

2

)
(6.1)

where
(·
·
)

denotes the binomial coefficient. The number of intra-ping pairs is

Pintra-ping = 2

(
Na
2

)
(6.2)

and the number of inter-ping pairs is

Pinter-ping = Ptotal − Pintra-ping. (6.3)

For a typical InSAS with Na = 2, this results in Ptotal = 6 redundant array pairs between

adjacent pings, of which Pinter-ping = 4 are between pings and Pintra-ping = 2 are within the

same ping, as demonstrated in Table 2.

In conventional RPC micro-navigation, sidescan bathymetry estimates are made by measur-

ing time delays between the summed signals from the upper and lower phase centre arrays of

the interferometer at multiple temporal windows. This phase centre array pair is labelled ‘side-
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Surge Time delay

p− 1 p p− 1 p

u+ l+ u− l− u+ l+ u− l−

p− 1
u+ — — X X — X X X

l+ — — X X — — X X

p
u− — — — — — — — X

l− — — — — — — — —

Table 2: Check-marks indicate the 6 pairs of redundant arrays between adjacent pings p−1 and
p, between which time delay measurements can be made. Only the inter-ping pairs, denoted
by boxed checkmarks, are used for surge estimation.

can bathymetry’ in Figure 6.2a. Navigation estimates are made by combining these sidescan

bathymetry estimates with time delays measured between pairs of either the upper or lower

RPC arrays at each temporal window. For example, the upper RPC array pair is labelled

‘navigation’.

In the new simultaneous micro-navigation and bathymetry estimation algorithm each of the

six pairs of RPC arrays formed between adjacent pings can be exploited, as shown in Figure

6.2b. These pairs are divided into those within the same ping (intra-ping) and those between

adjacent pings (inter-ping). The inter-ping pairs are used for estimation of the along-track

displacement between the arrays. Time delays can be measured between all six pairs of RPC

arrays at multiple temporal windows. All of these time delay measurements can be used for

simultaneous micro-navigation and bathymetry estimation. The new algorithm thus makes

more complete use of the redundant data collected by interferometric systems.

6.3 Simultaneous micro-navigation and bathymetry

estimation algorithm

The goal of the simultaneous micro-navigation and bathymetry estimation algorithm is to

estimate the three dimensional vehicle position at each ping transmission time, while simulta-

neously estimating the three-dimensional position of multiple control points on the sea-floor.

This must be achieved by exploiting measurements made using the redundant data collected

between adjacent pings, i.e. along-track displacement (surge) between arrays and time delays

between redundant signals at multiple temporal windows.

Therefore, we wish to find the function that outputs navigation and bathymetry estimates

given surge and time delay measurements at every temporal window, and given an assumed

sound speed and sonar geometry. We denote this unknown function

χ = h(ζ) (6.4)

where χ denotes the desired navigation and bathymetry estimates and ζ denotes the measure-

ments of surge and time delay and the corresponding propagation time. However, only the
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inverse of this function,

ζ = g(χ) (6.5)

is readily available. The function g(χ) is referred to as the model, which is a non-linear

function that outputs surges, time delay and propagation times given navigation, bathymetry,

sound speed and sonar geometry.

The simultaneous navigation and bathymetry estimation algorithm operates by inverting

the model function. The model is non-linear, so inversion for navigation and bathymetry is

performed by minimising the error between measured and modelled surges and time delays over

all pings and temporal windows. This is achieved using a weighed Gauss-Newton optimisation

scheme.

A schematic description of this non-linear least-squares optimisation method is shown in

Figure 6.3. The algorithm begins with initial estimates of navigation and bathymetry in the

top left corner, which are used by the models to generate modelled values of surge, time delay

and propagation time. Then, the difference between the measured and modelled surges, time

delays and propagation times results in the model error. The model is linearised about the most

recent estimate of navigation and bathymetry, and a weighted pseudo-inverse is used to calculate

the estimation error. The navigation and bathymetry estimate is updated by subtracting the

estimation error from the most recent estimate of navigation and bathymetry, and the process

is iterated until convergence.

6.3.1 Geometrical models

This section describes the implementation of the models for along-track displacement between

phase centre arrays with overlapping elements, and the two-way propagation time from the

transmitter to a given location on the sea-floor and back to the receiver. The time delay

between redundant signals is modelled by the difference between the relevant propagation times.

A constant speed of sound is assumed, from which an assumption of straight acoustic paths

follows, however it would be possible to model curved acoustic paths caused by sound speed

gradients in the future. A single-sided interferometric SAS is considered here for simplicity, but

the method is also applicable to dual-sided systems.

6.3.1.1 Notation

Consider the adjacent pings p − 1 and p shown in Figure 6.4, for which redundant signals

are received by the fore-most and aft-most elements of both the upper and lower arrays on

pings p − 1 and p respectively. For brevity of notation, quantities related to receiver arrays

are identified by a post-superscript ‘u’ or ‘l’ (for upper or lower), and the relevant redundant

portion of each array (fore or aft) is identified by ‘+’ or ‘-’. Quantities related to the transmitter

are identified by a post-superscript ‘tx’, and those related to a control point on the sea-floor are

identified by a post-superscript ‘b’. As before, the ping index is p, and the temporal window

index is q.

The vehicle pose is a function of time t, and the sonar transmits pings at times tp, where
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Figure 6.3: An overview of the simultaneous navigation and bathymetry estimation algorithm,
which uses the Gauss-Newton algorithm with a weighted pseudo-inverse of a linearised problem
on each iteration. Initial estimates of navigation and bathymetry (χ(0)) are used to generate

modelled surges, time delays and propagation times (ζ̃(i)). The difference between modelled
and measured surges, time delays and propagation times gives the vector of residuals ∆ζ(i).
The residuals are used to find the estimation error by performing a weighted pseudoinverse
of the Jacobian (J). The navigation and bathymetry estimates are then updated using this
estimation error to give χ(i+1). The process iterates until a termination criterion is met, at
which point the final navigation and bathymetry estimates are contained in χ(I), where I is
the total number of iterations.
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Figure 6.4: The geometry of a single-sided interferometric system for the pair of adjacent pings
p−1 and p. The transmitter position at the transmission times of pings p−1 and p are denoted
xtx
p−1 and xtx

p respectively. The position of the centre of the redundant portion of the upper

and lower receiver arrays on ping p− 1 at the time of reception of the middle of the qth range
window are denoted xu+

p−1(tq) and xl+
p−1(tq) and the position of the centre of the redundant

portion of the upper and lower receiver arrays of ping p at the same time are denoted xu−
p (tq)

and xl−
p (tq) respectively. The position of centre of the region of the sea-floor corresponding to

the qth range window is denoted bp,q. The ranges between the transmitters of pings p− 1 and
p and this sea-floor region are shown, as are the ranges from the sea-floor region to each of the
redundant portions of the receiver arrays.

p ∈ [0, P −1] and P is the total number of pings. The pose of the vehicle consists of its position

and orientations X(t) = [x(t),ϑ(t)]T, where

x(t) =
(
x(t), y(t), z(t)

)
and ϑ(t) =

(
θ(t), φ(t), ψ(t)

)
(6.6)

where θ, φ and ψ are the rotations about the vehicle’s x, y and z axes respectively, known as roll,

pitch and heading. The vehicle pose at ping transmission time tp is therefore denoted X(tp),

or Xp for brevity. We assume that the vehicle is stationary during the signal transmission.

The vehicle is in constant motion, and therefore has a different pose at the time of reception

of each sample of the sonar echo. However we make the assumption that the vehicle is stationary

during reception of each range windowed signal, the middle of which is received at a time of τq

after transmission, where q ∈ [0, Q − 1] and Q is the number of range windows. The pose of

the vehicle at the time of reception of the qth range windowed signal is denoted X(tp + τq), or
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Figure 6.5: Side view of the pair of interferometric phase centre arrays formed between adjacent
pings p − 1 and p. The modelled surge between the lower RPC array of ping p − 1 and the
upper RPC array of ping p is shown.

Xp(τq) for brevity. These positions are approximated by linear interpolation,

Xp(τq) = Xp +
(Xp+1 −Xp)τq

tp+1 − tp
, (6.7)

where tp+1 − tp is the ping repetition period.

6.3.2 Surge model

Inter-array surge is defined here as the distance between array centres in the direction of the

array axis, normally aligned with the vehicle’s aft-fore axis. Due to the continuous motion of

the platform, this definition is only unambiguous for inter-ping vehicle motions with zero pitch

and yaw rates. We therefore assume that the vehicle orientation at the time of transmission

of ping p is valid for the duration of the p − 1 to p ping pair. Additionally, an assumption

of negligible acceleration in the direction of the array axis is made for simplicity, resulting in

modelled surge that is independent of the temporal window. This is equivalent to applying the

stop-and-hop assumption in the surge direction. This limitation could be addressed in future

work, however errors introduced by this assumption are expected to be small, because the high

inertia of current SAS-equipped AUVs limits the practical angular and linear accelerations.

Under these assumptions, the modelled surges between the four inter-ping RPC array pairs

108



formed between pings p− 1 and p are given by

νu,u
p−1,p = n̂p ·

(
xu
p−1 − xu

p

)
, (6.8)

νu,l
p−1,p = n̂p ·

(
xu
p−1 − xl

p

)
, (6.9)

νl,u
p−1,p = n̂p ·

(
xl
p−1 − xu

p

)
, (6.10)

νl,l
p−1,p = n̂p ·

(
xl
p−1 − xl

p

)
, (6.11)

which are the projections of the vectors between the centres of the phase centre arrays in the

direction of the array axis at tp, whose unit vector is given by

n̂p = ΨpΦp

1

0

0

 . (6.12)

where Ψp and Φp are the Euler rotation matrices around the yaw and pitch axes respectively.

The locations of the centres of the upper and lower phase centre arrays on ping p− 1 are xu
p−1

and xl
p−1 respectively, and those on ping p are xu

p and xl
p.

Figure 6.5 is a side view of the four RPC arrays formed between adjacent pings p − 1 and

p. As an example, the modelled surge between the lower phase centre array of ping p− 1 (with

position xl
p−1) and the upper phase centre array of ping p (with position xu

p) is shown.

The positions of the centroids of the phase centre arrays in the world co-ordinate frame

are calculated using homogeneous co-ordinates (first proposed by Möbius in 1827 [142]), which

allow multiple co-ordinate transforms to be performed as a sequence of matrix multiplications.

The positions of the centres of the phase centre arrays of pings p − 1 and p in the world

co-ordinate frame are given by

xu
p−1 =T (tp−1)uu, (6.13)

xl
p−1 =T (tp−1)ul, (6.14)

xu
p =T (tp)u

u, (6.15)

xl
p =T (tp)u

l, (6.16)

where uu and ul are the positions of the centres of the upper and lower phase centre arrays

respectively in the vehicle co-ordinate frame. The homogeneous transformation matrix between

the vehicle and world co-ordinate frame at tp is given by

T (tp) =

(
R(tp) x(tp)

0 0 0 1

)
, (6.17)

where

R(tp) = ΨpΦpΘp (6.18)
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is the rotation matrix that defines the vehicle orientation, with components

Ψp =

cos(ψ(tp)) − sin(ψ(tp)) 0

sin(ψ(tp)) cos(ψ(tp)) 0

0 0 1

 , (6.19)

Φp =

 cos(φ(tp)) 0 sin(φ(tp))

0 1 0

− sin(φ(tp)) 0 cos(φ(tp))

 , (6.20)

Θp =

1 0 0

0 cos(θ(tp)) − sin(θ(tp))

0 sin(θ(tp)) cos(θ(tp))

 , (6.21)

which perform the rotation around the vehicle’s z, y and x axes (heading, pitch and roll) and

x(tp) =

x(tp)

y(tp)

z(tp)

 (6.22)

performs the translation from the vehicle to the world co-ordinate frame. The positions of the

phase centre arrays on ping p− 1 can be obtained by substitution of tp−1 for tp in (6.17-6.22).

This simple model generates surge estimates given only the position and orientation of the

vehicle on each ping. Minimisation of the least-squares difference between these values and

those measured using the redundant data provides the along-track portion of the vehicle path

estimate made by the new method.

6.3.3 Propagation time model

The propagation time, also known as the two-way transmission time, is the time taken for

the signal to travel from the transmitter, to a point on the sea-floor, and back to the relevant

receiver elements. The model for propagation time therefore depends on the relative positions

of the transmitter, the redundant portions of the receiver, and control points on the sea-floor.

Transmitter position The transmitter position on ping p is given by

xtx
p = T (tp)u

tx, (6.23)

where utx is the transmitter position in the vehicle co-ordinate frame and the transformation

matrix T (tp) is given by (6.17-6.22), which transforms between the vehicle and world co-ordinate

frames.

Redundant receiver positions The positions of the redundant portions of the receiver

arrays are a function of temporal window, due to the continuous motion of the sonar. The
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positions of the fore redundant portion of the upper and lower receiver arrays on ping p− 1 in

the world co-ordinate frame are given by

xu+
p−1,q = T (tp−1 + τq)u

u+, (6.24)

xl+
p−1,q = T (tp−1 + τq)u

l+ (6.25)

where uu+ and ul+ are the positions of the foremost portions of the upper and lower receiver

arrays in the vehicle co-ordinate frame respectively. The position of the aft redundant portion

of the upper and lower receiver arrays on ping p in the world co-ordinate frame are given by

xu-
p,q = T (tp + τq)u

u-, (6.26)

xl-
p,q = T (tp + τq)u

l-, (6.27)

where the transformation matrix T (tp + τq) is formed in the same manner as (6.17-6.22) but

where the pose of the vehicle is interpolated at the time of reception tp + τq using (6.7).

Control point position The position of each control point is defined in a its own two-

dimensional co-ordinate system. This enables each control point to be defined by only two

parameters. The origin of each co-ordinate system is given by

κp,q =
xtx
p−1,q + xu+

p−1,q + xtx
p,q + xu-

p,q

4
, (6.28)

which is the midpoint of the upper RPC arrays. This co-ordinate frame is defined by the axes

a and b, which are normal to the array axis orientation n̂p. A control point corresponding to

the qth temporal window of the p− 1 to p ping pair is defined in this co-ordinate system as

b′p,q =

(
ap,q

bp,q

)
, (6.29)

which can be transformed into the world co-ordinate frame by

bp,q = K(tp + τq)b
′
p,q, (6.30)

where the transformation matrix is given by

K(tp + τq) =

(
ΨpΦp κp,q

0 0 0 1

)
, (6.31)

where Ψp and Φp are defined in (6.19) and (6.20) respectively.

Two-way propagation time The two-way propagation time is the time taken for a

signal to propagate from the transmitter, to a location on the sea-floor, and back to a receiver.

There are four redundant arrays formed between adjacent pings of an interferometric SAS, as
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described in Section 6.2. The new algorithm exploits two way travel times corresponding to

each redundant array and at each temporal window. The two-way propagation time for each

redundant array is given by

τu+
p−1,q =

rtx
p−1,q + ru+

p−1,q

c
, (6.32)

τ l+
p−1,q =

rtx
p−1,q + rl+

p−1,q

c
, (6.33)

τu−
p,q =

rtx
p,q + ru−

p−1,q

c
, (6.34)

τ l−
p,q =

rtx
p,q + rl−

p−1,q

c
, (6.35)

where c is the speed of sound,

rtx
p−1,q =

∥∥xtx
p−1 − bp,q

∥∥ (6.36)

and

rtx
p,q =

∥∥xtx
p − bp,q

∥∥ (6.37)

are the ranges from the positions of the transmitters on pings p − 1 and p respectively to the

control point corresponding to the qth temporal window, and

ru+
p−1,q =

∥∥xu+
p−1(τq)− bp,q

∥∥ , (6.38)

rl+
p−1,q =

∥∥xl+
p−1(τq)− bp,q

∥∥ , (6.39)

ru−
p,q =

∥∥xu-
p (τq)− bp,q

∥∥ , (6.40)

rl−
p,q =

∥∥xl-
p (τq)− bp,q

∥∥ (6.41)

are the ranges from the control point to each redundant array. Taking the difference between

pairs of these two-way travel times gives the modelled time delays.

6.3.4 Time delay model

Time delays between the signals received by the four redundant arrays formed between adjacent

pings can be modelled by taking the difference between pairs of modelled two-way propagation

times. There are six possible pairings of these redundant arrays as detailed in Section 6.2,

between which time delays can be measured and modelled at each temporal window.

Each pairing consists of a reference redundant array and a comparison redundant array.

The modelled time delays with the upper fore redundant array of ping p − 1 as the reference

array are given by

δτu+,l+
p−1,p−1,q = τ l+

p−1,q − τ
u+
p−1,q, (6.42)

δτu+,u=
p−1,p,q = τu=

p,q − τu+
p−1,q, (6.43)

δτu+,l=
p−1,p,q = τ l=

p,q − τu+
p−1,q, (6.44)

112



where the two-way travel times are given by (6.32-6.35). With the lower fore redundant array

of ping p− 1 as the reference array, the modelled time delays are given by

δτ l+,u+
p−1,p−1,q = τu+

p−1,q − τ
l+
p−1,q

(
= −δτu+,l+

p−1,p−1,q

)
, (6.45)

δτ l+,u=
p−1,p,q = τu=

p,q − τ l+
p−1,q, (6.46)

δτ l+,l=
p−1,p,q = τ l=

p,q − τ l+
p−1,q, (6.47)

where (6.45) is greyed out because it is the negative counterpart of (6.42), and is therefore

not independent. Finally, with the upper aft redundant array of ping p as the reference, the

modelled time delays are

δτu=,u+
p,p−1,q = τu+

p−1,q − τu=
p,q

(
= −δτu+,u=

p,p−1,q

)
, (6.48)

δτu=,l+
p,p−1,q = τ l+

p−1,q − τu=
p,q

(
= −δτ l+,u=

p−1,p,q

)
, (6.49)

δτu=,l=
p,p,q = τ l=

p,q − τu=
p,q , (6.50)

where (6.48) and (6.49) are greyed out because they are the negative counterparts of (6.43) and

(6.46) respectively. Time delays where the lower aft redundant array is the reference are not

shown, as they are all negative counterparts of the six independent time delay equations above

and hence contain no extra information.

6.3.5 Estimation of navigation and bathymetry

The models for inter-array surge, two-way travel time, and time delay between redundant

signals are all non-linear. Consequently, estimation of the vehicle path and the location of

the control points can be considered to be a problem of data fitting to a non-linear model.

The Gauss-Newton algorithm is an iterative optimisation method which requires computation

of first-order derivatives of a residual function. It has been chosen because it is particularly

well suited to large, highly sparse problems, and those where computation of second order

derivatives is expensive.

The standard least-squares Gauss-Newton algorithm operates by iteratively computing

χ(i+1) = χ(i) − J+∆ζ(i) (6.51)

until a suitable convergence criteria is met, where χ is the vector of parameters to be estimated,

∆ζ(i) = ζ − ζ̃(i) (6.52)

is the vector of residuals between the measurements ζ and the modelled quantities ζ̃(i), and

where J+ =
(
JTJ

)−1
JT is the Moore-Penrose pseudoinverse of the Jacobian with (·)T denot-
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ing the matrix transpose. The elements of the Jacobian indexed by m,n are given by

Jm,n =
∂∆ζ

(i)
m

∂χ
(i)
n

(6.53)

which are the first order derivatives of the residual computed at the current estimate.

In the current application it is desirable to introduce a weighting into the pseudoinverse,

such that measurements with higher coherence and hence precision have greater influence. This

is achieved by altering (6.51) to the iterative weighted least-squares expression

χ(i+1) = χ(i) − (W 1/2J)+W 1/2∆ζ(i) (6.54)

where W is a diagonal matrix of weightings.

Implementation

The implementation of the weighted Gauss-Newton method is now a matter of constructing each

of the variables in (6.54), and iterating it until a termination criteria is met. The termination

criteria may be a test for convergence, or a maximum number of iterations. The iterative nature

of the method is indicated in Figure 6.3. In the following we introduce a tilde {̃·} in order to

denote modelled quantities.

For simplicity we consider the problem of a single-sided interferometer where only the upper-

fore and lower-fore redundant arrays of each ping pair are used as references for the time delay

measurements. That is, only the time delays defined by (6.42 - 6.47) are utilised. In the current

implementation, this results in two separate sets of bathymetry estimates corresponding to the

two reference arrays. We therefore introduce a post-superscript to each control point location

to identify the reference array. This results in the control point location for the pth ping and

the qth temporal window using the upper-fore and lower-fore redundant arrays of each ping

pair as reference being denoted bu+
p,q and bl+

p,q respectively.

The vector χ contains estimates of the vehicle location on each ping, and estimates of the

location of the control points that represent the coarse bathymetry estimate. It is formed by

χ =
(
x1 x2 · · · xP−1 99

9 bu+
0,0 b

u+
0,1 · · · b

u+
0,Q−1 99

9 · · · 99
9 bu+

P−1,0 b
u+
P−1,1 · · · b

u+
P−1,Q−1 99

9

bl+
0,0 b

l+
0,1 · · · b

l+
0,Q−1 99

9 · · · 99
9 bl+

P−1,0 b
l+
P−1,1 · · · b

l+
P−1,Q−1

)T

(6.55)

which is the concatenation of the vehicle location estimates for all but the first ping and the

control point location estimates for all pings, reference arrays and temporal windows. The

vehicle location on the first ping acts as the position reference, and therefore does not appear

in the estimate vector.

The residual vector defined in (6.52) is the difference between the measured and modelled
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surges, propagation times and time delays. The vector of modelled quantities is formed by

ζ̃(i) =
(
ν̃0 ν̃1 · · · ν̃P−1 99

9 τ̃ u+
0 τ̃ u+

1 · · · τ̃ u+
P−1 99

9 τ̃ l+
0 τ̃ l+

1 · · · τ̃ l+
P−1 99

9

δ̃τ
u+

0 δ̃τ
u+

1 · · · δ̃τ
u+

P−1 99
9 δ̃τ

l+

0 δ̃τ
l+

1 · · · δ̃τ
l+

P−1

)T (6.56)

in which

ν̃p =
(
ν̃u,u
p−1,p ν̃u,l

p−1,p ν̃l,u
p−1,p ν̃l,l

p−1,p

)
(6.57)

contains the four modelled inter-array surges between each ping pair,

τ̃ u+
p =

(
τ̃u+
p,0 τ̃u+

p,1 · · · τ̃
u+
p,Q−1

)
(6.58)

and

τ̃ l+
p =

(
τ̃ l+
p,0 τ̃ l+

p,1 · · · τ̃
l+
p,Q−1

)
(6.59)

contain the modelled times of arrival for each control point of the p− 1 to p ping pair with the

upper-fore and lower-fore redundant arrays as reference respectively, and

δ̃τ
u+

p =
(
δ̃τ

u+,l+

p−1,p−1,0 δ̃τ
u+,u-

p−1,p,0 δ̃τ
u+,l-

p−1,p,0 99
9 δ̃τ

u+,l+

p−1,p−1,1 δ̃τ
u+,u-

p−1,p,1

δ̃τ
u+,l-

p−1,p,1 99
9 · · · 99
9δ̃τ

u+,l+

p−1,p−1,Q−1 δ̃τ
u+,u-

p−1,p,Q−1 δ̃τ
u+,l-

p−1,p,Q−1

) (6.60)

and

δ̃τ
u+

p =
(
δ̃τ

l+,u+

p−1,p−1,0 δ̃τ
l+,u-

p−1,p,0 δ̃τ
l+,l-

p−1,p,0 99
9 δ̃τ

l+,u+

p−1,p−1,1 δ̃τ
l+,u-

p−1,p,1

δ̃τ
l+,l-

p−1,p,1 99
9 · · · 99
9δ̃τ

l+,u+

p−1,p−1,Q−1 δ̃τ
l+,u-

p−1,p,Q−1 δ̃τ
l+,l-

p−1,p,Q−1

) (6.61)

contain the modelled time delays for each control point of the p − 1 to p ping pair with the

upper-fore and lower-fore redundant arrays as reference respectively. The vector of measured

quantities takes the same form as (6.56), where the inter-array surges and time delays are

measured using the methods in Section 4 and centre of each temporal window defines the

known propagation times corresponding to (6.58 - 6.59).

The diagonal weighting matrix W contains SNR estimates corresponding to each surge

measurement, time delay measurement, or propagation time, and takes the form

diag {W } =
(
Ω0 Ω1 · · · ΩP 99

9 ∞1×Q ∞1×Q · · · ∞1×Q

99
9

∞1×Q ∞1×Q · · · ∞1×Q

99
9 Υu+

0 Υu+
1 · · · Υu+

P−1 99
9 Υl+

0 Υl+
1 · · · Υl+

P−1

)T

(6.62)

where

Ωp =

(
Ω̄u,u
p−1,p Ω̄u,l

p−1,p Ω̄l,u
p−1,p Ω̄l,l

p−1,p

)
(6.63)

are the SNR estimates corresponding to the inter-array surge estimates, where each element is
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the mean SNR estimate over all temporal windows. For the upper-fore to upper-aft array pair,

this is given by

Ω̄u,u
p−1,p =

Q−1∑
0

Ωu,u
p−1,p,q, (6.64)

and the other redundant array pairs take the same form. The ∞1×Q vectors enforce the

given propagation times for each reference array, since these are chosen by the selection of the

temporal windows. In practice, infinite weightings cause implementation issues, so a large finite

value of e.g. 100 dB is used instead [1]. The remaining components of W are the SNR estimates

corresponding to the time delays measured between redundant signals, with

Υu+
p =

(
Υu+,l+
p−1,p−1,0 Υu+,u-

p−1,p,0 Υu+,l-
p−1,p,0 99

9 Υu+,l+
p−1,p−1,1 Υu+,u-

p−1,p,1

Υu+,l-
p−1,p,1 99

9 · · · 99
9Υu+,l+

p−1,p−1,Q−1 Υu+,u-
p−1,p,Q−1 Υu+,l-

p−1,p,Q−1

) (6.65)

and

Υl+
p =

(
Υl+,u+
p−1,p−1,0 Υl+,u-

p−1,p,0 Υl+,l-
p−1,p,0 99

9 Υl+,u+
p−1,p−1,1 Υl+,u-

p−1,p,1

Υl+,l-
p−1,p,1 99

9 · · · 99
9Υl+,u+

p−1,p−1,Q−1 Υl+,u-
p−1,p,Q−1 Υl+,l-

p−1,p,Q−1

) (6.66)

containing the SNR estimates with the upper-fore and lower-fore arrays as reference respectively.

The elements of the Jacobian of the residual function J are each given by (6.53), which can

be expanded as

Jm,n =
∂∆ζ

(i)
m

∂χ
(i)
n

(6.67)

=
∂ζm

∂χ
(i)
n

− ∂ζ̃
(i)
m

∂χ
(i)
n

(6.68)

= − ∂ζ̃
(i)
m

∂χ
(i)
n

, (6.69)

that is, each element is the negative of the derivative of the model with respect to the relevant

parameter (since ∂ζm/∂χ
(i)
n = 0 for all m and n). In this application the Jacobian is highly

sparse, and the location of the non-zero elements can be inferred by analysis of the model

equations. The values of the non-zero elements can be computed analytically by differentiating

(6.8-6.11), (6.32-6.35) and (6.42-6.50). Alternatively, the non-zero elements can be calculated

numerically, or by automatic differentiation e.g. [143].

Formation and solution of (6.54) is performed iteratively until a termination criterion is

met, as pictured in Figure 6.3. The termination iteration number is denoted I and the resulting

estimate vector is therefore denoted χ(I), from which the vehicle path and the location of the

control points are extracted. The control point locations are converted to a coarse bathymetry

estimate at the image resolution by linear interpolation. At this point, estimates of the vehicle

position on each ping and a coarse estimate of the sea-floor depth at each pixel are available.
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SAS images from each array can now be focused onto the coarse bathymetry using a time-

domain back-projection algorithm. The imaging algorithm should obey the same geometrical

models as those used for navigation estimation, which in this case means avoiding the phase

centre or stop-and-hop approximations.

The SAS images from the interferometric arrays are well registered when the bathymetry

estimates are sufficiently accurate. This allows the bathymetry estimate to be refined using

conventional interferometric techniques without requiring prior co-registration.

A note on the optimisation scale It is worthwhile to consider the scale of the optimisa-

tion problem, as this is a criteria which helps in the selection of a suitable optimisation strategy

when implementing the new method. The number of parameters in the estimate vector is

Nestimates = (P − 1)× (3 + 2QNref) (6.70)

where Nref is the number of reference arrays (and hence control points per temporal window).

For example, a system with usable swath of 125 m with control points every 0.5 m using two

arrays as reference makes ≈ 1000 estimates for each ping pair. The number of measurements

is given by

Nmeasurements = (P − 1)× (QNref + 3QNref), (6.71)

which is ≈ 2000 per ping pair for the same system. The size of the Jacobian grows exponentially

with the number of ping pairs11, and a large scale optimisation method that performs sparse

matrix algebra is likely to be required in practice. Since the Moore-Penrose pseudoinverse of

a sparse matrix is not in general sparse, it is unsuitable for inverting very large Jacobians.

However, the expression in (6.54) can be altered to utilise a sparse linear optimisation method

instead of the Moore-Penrose pseudoinverse to avoid this implementation problem.

6.4 Results: Experimental data

In this section, experimental results using the simultaneous micro-navigation and bathymetry

estimation algorithm are presented. The experimental data was collected by the dual-sided

270-330 kHz InSAS [31] of the MUSCLE AUV during the MANEX 2014 sea trial. The sea-trial

was hosted on the Ligurian coast of Northern Italy, near the towns of Framura and Bonassola

shown in Figure 5.6.

The upper and lower receiver arrays of the MUSCLE SAS have 36 and 12 elements re-

spectively, spaced 33 mm apart (resulting in total receiver array lengths of 1.2 m and 0.4 m)

[54]. In the following we consider only data from the central 12 elements of the upper array

that overlap with the lower array, since most interferometric SAS systems have arrays of equal

length. The vehicle speed is approximately 1.5 m s−1 and the PRF is 10 Hz, which corresponds

to an advance per ping of 0.15 m. This results in approximately three overlapping phase centres

11For illustration, with 100 ping pairs the Jacobian in the example would consume ≈ 160 GB stored as a full,
double-precision floating point number, compared to ≈ 1.6 GB for 10 ping pairs.
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Figure 6.6: A slant-plane SAS image of the scene of interest formed using the navigation
estimate from the slant-plane RPC micro-navigation algorithm. Sections of pipe and a concrete
block are visible, surrounded by a relatively flat and featureless sea-floor.

between adjacent pings to be used for through-the-sensor navigation estimation. The vehicle

navigation hardware comprises an INS, DVL, global positioning system receiver, and a pressure

sensor for depth measurement.

The sea-floor in the surveyed area is gently sloping, with a depth of approximately 30 m.

The vehicle was programmed to traverse a linear track with targets of opportunity (a pipe and

concrete blocks) at approximately 50 m range. Figure 6.6 shows a SAS image of the region of

interest formed using the slant-plane RPC micro-navigation algorithm. The image is relatively

well focused, but it contains replica targets which are indicative of a quadratic phase error,

characteristic of an along-track velocity bias or an error in the assumed speed of sound.

6.4.1 Application of the new method

The simultaneous micro-navigation and bathymetry estimation algorithm has been applied

to the 250 pings corresponding to the scene of interest. Three estimates of navigation and

bathymetry have been made:

� using through-the-sensor measurements from the port side InSAS only,

� using through-the-sensor measurements from the starboard side InSAS only,

� using through-the-sensor measurements from both InSAS systems simultaneously.
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A constant sound speed of 1500 m s−1 has been assumed in the method, and the vehicle orien-

tation in roll, pitch and heading is measured by the INS.

Inter-array surge measurements and associated coherences are shown in Figures 6.7 and 6.8

for the port and starboard sides respectively, where each row corresponds to one of the four

redundant array pairs formed between adjacent pings. These measurements of inter-array surge

do not appear to have a strong range dependence as expected, but do appear to vary around

bright targets, particularly for the upper-fore/lower-aft and lower-fore/upper-aft pairings.

Time delay measurements between redundant signals and their corresponding coherences

are shown in Figures 6.9 and 6.10 for the port and starboard sides respectively. Consider the

time delays on the port side shown in Figure 6.9. The upper row (Figures 6.9a and 6.9b) shows

the time delays and coherences between the upper and lower arrays within the first ping of

each pair. The middle row (Figures 6.9c and 6.9d) shows the time delays and corresponding

coherences between redundant signals from the upper arrays of adjacent pings. The bottom row

(Figures 6.9c and 6.9d) shows the time delays and corresponding coherences between the signals

received by the upper and lower arrays of adjacent pings. Figure 6.9a shows significant variation

in time delay with range and an oscillation in the along-track direction. These variations

are predominantly caused by (and therefore contain information about) the depth difference

between the sensor and the sea-floor and vehicle roll, respectively, and are conventionally used

to estimate bathymetry. Figure 6.9c has little variation with range, and varies slowly in the

along-track direction. This along-track variation is predominantly caused by a combination of

inter-ping sway and roll. These measurements are the ones conventionally used in slant plane

RPC micro-navigation. Figure 6.9e has variations common to the previous two Figures. This

is because it includes information about vehicle sway, heave and roll, and sea-floor bathymetry.

The coherences shown in Figures 6.9b, 6.9d and 6.9f are sufficiently high to expect high-precision

time delay estimates. The corresponding measurements on the starboard side in Figure 6.10

follow a similar pattern.

These measurements are inputs to the simultaneous micro-navigation and bathymetry es-

timation algorithm, which iteratively minimises the difference between the measurements and

the corresponding modelled quantities. For the bilateral case, the weighted sum of the squared

residuals for surge, propagation time and time delay as a function of iteration number are

shown in Figure 6.11, showing that in this application the algorithm converges in less than 6

iterations.

Figure 6.12a shows the weighted least-squares inter-array surge estimate between all redun-

dant array pairs for each ping pair on both sides of the vehicle. The modelled inter-array surges

after 6 iterations are plotted for comparison. The least-squares inter-array surge measurements

agree well with each other and the model after 6 iterations. Figure 6.12b shows the surge rate

measured by the DVL, which is severely quantised and imprecise (note that the y axis is scaled

to 10 times that in Figure 6.12a). The DVL measurements show an offset of approximately

6 mm per ping compared to the measurements derived from the SAS, which could be caused

by a crabbing vehicle motion. However it is not possible to attribute this disparity to either

sensor due to the absence of ground-truth.
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Figure 6.7: (a,c,e,g) Surge measurements and (b,d,f,h) corresponding coherence estimates be-
tween the four pairs of redundant arrays for 250 pings on the port side.
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Figure 6.8: (a,c,e,g) Surge measurements and (b,d,f,h) corresponding coherence estimates be-
tween the four pairs of redundant arrays for 250 pings on the starboard side.
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Figure 6.9: (a,c,d) Time delays and (b,d,f) corresponding coherences between redundant signals
with the upper-fore array of each ping pair as reference, on the port side. The rows correspond
to the three possible redundant array pairs; (a,b) upper-fore to lower-fore, (c,d) upper-fore to
upper-aft, (e,f) upper-fore to lower-aft.
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Figure 6.10: (a,c,d) Time delays and (b,d,f) corresponding coherences between redundant sig-
nals with the upper-fore array as reference, on the starboard side. The rows correspond to
the three possible redundant array pairs; (a,b) upper-fore to lower-fore, (c,d) upper-fore to
upper-aft, (e,f) upper-fore to lower-aft.
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Figure 6.11: The weighted sum of all squared residuals as a function of iteration number for (a,b)
inter-array surge, (c,d) propagation delay, and (e,f) time delay, for the bilateral application of
the method. The right column has a magnified vertical axis. These plots show that the method
converges within 6 iterations in this application.
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Figure 6.12: (a) Weighted least-squares inter-array surge measured between all redundant array
pairs on both sides of the vehicle. The modelled inter-array surges at convergence is also shown,
which agrees well with the measurements. (b) Inter-ping vehicle surge measured by the DVL.
There is a constant offset of ≈ 6 mm per ping between the surge measured using the SAS data
and using the DVL.
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(a) (b)

Figure 6.13: Measured time delays between redundant signals for a small subset of pings. The
modelled time delays on the final iteration are also shown in dashed lines, which match the
measurements very closely. (a) Port side. (b) Starboard side.
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Figure 6.14: (a) Vehicle track estimated by the vehicle navigation hardware and the new
method. (b) Vehicle depth measured by the depth sensor and estimated by the new method.
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Figure 6.15: (a) The sway rate measured by the DVL and estimated by the new method (b)
The vehicle heave rate measured by the depth sensor, the DVL, and estimated by the new
method.
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Figure 6.16: (a,b) Fusion of coarse bathymetry estimated by the new method and image inten-
sity. (c,d) Deviation of coarse bathymetry from best-fitting plane. (e,f) Interferometric phase.
(g,h) Interferometric coherence.
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Figure 6.17: SAS images from the port side of the vehicle, focused using (a) the navigation and
bathymetry estimates from the new method, and (b) the slant-plane RPC micro-navigation
algorithm. The boxes indicate sections selected for closer inspection in Figure 6.18.
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Figure 6.18: Zooms of SAS images from the port side of the vehicle, focused using (a) the
navigation and bathymetry estimates from the new method, and (b) the slant-plane RPC
micro-navigation algorithm. While the concrete block and pipe sections are not completely free
from replicas in (a), the image contrast and overall quality is considerably improved over (b).
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Figure 6.19: SAS image from the starboard side of the vehicle, focused using the navigation
and bathymetry estimates from the new method. The scene consists of a flat, sandy sea-floor.

A subset of the time delay measurements from the port and starboard sides are shown in

Figure 6.13. The modelled time delays after 6 iterations of the bilateral simultaneous nav-

igation and bathymetry estimation are also plotted, which shows good agreement with the

measurements. However, there is some discrepancy between the measurements and model for

the time delay between the same arrays of adjacent pings. This suggests that there are relevant

parameters which do not appear in the estimate vector, such as array calibration and the speed

of sound. Including these parameters in the model could further reduce the residual between

the measurements and the modelled quantities.

The resulting navigation estimates are compared in Figure 6.14. Figure 6.14a shows the

vehicle path estimates from both the on-board navigation hardware and the new method. Figure

6.15a shows the corresponding across-track motion per ping. All of the navigation estimates

exhibit a similar overall shape, although the navigation hardware estimate is severely quantised.

The navigation estimates generated from the port and starboard sides independently are not

identical, and the navigation estimate estimated using both sides of the vehicle lies between

them. The difference appears to be caused by a constant sway rate offset, which could be

explained by an array misalignment of as little as 0.1 degrees between the port and starboard

arrays.

The vehicle depth estimates made by the pressure sensor and the new method are shown

in Figure 6.14b with the corresponding heave per ping shown in 6.15b. The vehicle depth

estimated by the pressure sensor is severely quantised, while the estimates made by the new
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Figure 6.20: The port side coarse bathymetry estimate from the dual-sided navigation and
coarse bathymetry estimation algorithm. Colour encodes deviation from the best-fitting plane,
and the intensity encodes the SAS image intensity.

method vary smoothly but are not identical. In this case the heave rate estimated by the new

method using both sides simultaneously is larger than those estimated using the individual

sides independently. This is suggestive of an error in the assumed speed of sound propagation

through the medium.

Figure 6.16 shows the bathymetry estimates made by the new method and the resulting

interferometric phase and coherence on each side of the vehicle. Figures 6.16a and 6.16b combine

information about the scene intensity and the estimated bathymetry. A sloping bathymetry is

seen on both sides of the vehicle. This linear trend has been removed from Figures 6.16c and

6.16d, which show bathymetry deviations from the best-fitting plane. Interferograms have been

formed between the images from the upper and lower arrays on each side of the vehicle. The

interferometric phase shown in Figures 6.16e and 6.16f both show near-zero phase, showing that

the bathymetry estimate is consistent with the sonar data and the assumptions of the geometry

of the platform. Deviations from near-zero phase are only seen in regions of high complexity.

These deviations could be used to refine the coarse bathymetry estimate. In addition, the high

interferometric coherence shown in Figures 6.16g and 6.16h suggest that the images are well

co-registered.

The SAS images formed using the navigation estimate onto the coarse bathymetry estimate

are shown in Figures 6.17a and 6.19 for the port and starboard sides respectively. Figure 6.17
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shows a comparison between the port side images focused using the new method and the slant

plane RPC algorithm, with zoomed sections shown in Figure 6.18. The quality of the image

focusing using the new method is very high, which is suggestive of high accuracy navigation and

bathymetry estimation. However, replica targets are still faintly visible around bright targets,

indicating a quadratic phase error corresponding to along-track velocity error or sound speed

error [144]. Inclusion of speed of sound estimation in the method therefore has the potential to

improve both the image focus quality and the navigation and bathymetry estimation accuracy.

The image, bathymetry and de-trended bathymetry on the port side are combined in Fig-

ure 6.20, where the image intensity encodes the intensity of the SAS image, colour encodes

bathymetry deviation from a flat plane and the surface height encodes the bathymetry. This

visualisation appears to indicate regions of scour around the proud objects, but the objects

themselves do not significantly protrude in the coarse bathymetry estimate. This is expected

since the coarse bathymetry estimate is made using relatively large footprints. Higher resolu-

tion bathymetry estimation methods such as SAS interferometry are required to improve the

resolution of the bathymetry estimate.

The results shown in this section are encouraging, but due to the lack of ground truth it

is not possible to assess the accuracy of the navigation and bathymetry estimates. For this

reason, synthetic data has been generated which simulates this acquisition, which is discussed

in the following section.
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Figure 6.21: Simulated scene on the port side.

6.5 Results: Simulated data

The acquisition considered in Section 6.4 has been replicated in simulation in order to validate

the algorithm further. The simulated sonar has the same parameters as the 270-330 kHz SAS of

the MUSCLE AUV. The receiving arrays consist of 12 elements, with element centres separated

by 33 mm. Additive white Gaussian noise has been added to reduce the SNR of the simulated

data to a level consistent with the experimental data. The results shown in this section have a

SNR of 5.7 dB.

The simulated scene on the port side is shown in Figure 6.21, which consists of a flat, inclined

plane, with structures intended to simulate the pipe and concrete blocks seen in Figure 6.17a.

A representation of the simulated bathymetry on the port side is shown in Figure 6.22a. The

simulated scene on the starboard side consists of a featureless inclined plane. The simulated

vehicle path is shown in Figure 6.22b, which is intended to replicate the acquisition of the real

data. The vehicle path introduces a total sway of ≈ 0.2 m and total heave of ≈ 1 m over a

distance of ≈ 32.5 m.

The scene is represented by ≈ 90 million point scatterers, with an average of 10 scatterers per

resolution cell in order to achieve fully developed speckle. Simulated SAS data were generated

by a custom ray-tracing simulator implemented in MATLAB. The simulation was performed

using the Balena HPC resource at the University of Bath.

Figures 6.23 and 6.24 show the inter-array surge measurements and associated coherence

measurements from the simulated data on the port and starboard sides respectively. On the

port side, the inter-array surge measurements between adjacent upper arrays and those between

adjacent lower arrays (Figures 6.23a and 6.23g respectively) are very similar, and both exhibit

minimal variation with range. However, the inter-array surge measured between the upper-
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(a)

(b)

(c)

Figure 6.22: (a) Simulated bathymetry on the port side. (b) Simulated path traversed by the
vehicle where the line colour encodes the vehicle depth. (c) Simulated path in a rotated co-
ordinate system which improves the alignment between the simulated track and the along-track
axis.
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Figure 6.23: (a,c,e,g) Surge measurements and (b,d,f,h) corresponding coherence estimates
between the four pairs of redundant arrays for 250 pings.
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Figure 6.24: (a,c,e,g) Surge measurements and (b,d,f,h) corresponding coherence estimates
between the four pairs of redundant arrays for 250 pings.

138



0 100 200
Ping

35

40

45

50

55

60

R
an

ge
 (

m
)

-5

0

5

10

15

T
im

e 
de

la
y 

(
s)

(a) Upper-fore/lower-fore

0 100 200
Ping

35

40

45

50

55

60

R
an

ge
 (

m
)

0

0.2

0.4

0.6

0.8

1

C
oh

er
en

ce

(b) Upper-fore/lower-fore

0 100 200
Ping

35

40

45

50

55

60

R
an

ge
 (

m
)

-5

0

5

10

15

T
im

e 
de

la
y 

(
s)

(c) Upper-fore/upper-aft

0 100 200
Ping

35

40

45

50

55

60

R
an

ge
 (

m
)

0

0.2

0.4

0.6

0.8

1

C
oh

er
en

ce

(d) Upper-fore/upper-aft

0 100 200
Ping

35

40

45

50

55

60

R
an

ge
 (

m
)

-5

0

5

10

15

T
im

e 
de

la
y 

(
s)

(e) Upper-fore/lower-aft

0 100 200
Ping

35

40

45

50

55

60

R
an

ge
 (

m
)

0

0.2

0.4

0.6

0.8

1

C
oh

er
en

ce

(f) Upper-fore/lower-aft

Figure 6.25: (a,c,d) Time delays and (b,d,f) corresponding coherences between redundant sig-
nals with the upper-fore array as reference, on the port side.
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Figure 6.26: (a,c,d) Time delays and (b,d,f) corresponding coherences between redundant sig-
nals with the upper-fore array as reference, on the starboard side.
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(a) (b)

Figure 6.27: Measured time delays between simulated redundant signals for a small subset of
pings. The modelled time delays on the final iteration are also shown in dashed lines, which
match the measurements very closely. (a) Port side. (b) Starboard side.
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Figure 6.28: (a,b) Coarse bathymetry estimated by the new method. (c,d) Deviation of coarse
bathymetry from best-fitting plane. (e,f) Interferometric phase. (g,h) Interferometric coher-
ence.
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Figure 6.29: (a) SAS images from the port side of the vehicle, focused using the navigation and
bathymetry estimates from the new method operating on simulated sonar data. The simulated
sections of pipe and concrete blocks are well focused, which can be seen in (b) a zoomed section
of the image around one of the simulated concrete blocks. The ray-tracing simulator does not
simulate occlusions, which explains the absence of shadows behind proud objects.
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(a)

Figure 6.30: The port side coarse bathymetry estimate from the dual-sided navigation and
coarse bathymetry estimation algorithm operating on simulated data. Colour encodes deviation
from the best-fitting plane, and the intensity encodes the SAS image intensity.

lower and lower-upper arrays (Figures 6.23c and 6.23e respectively) have some notable features

at locations in the image where there are bright targets. The features appear to be angle-

dependent modulation of the inter-array surge estimates in the presence of highly reflective

targets. This modulation may introduce errors in the vehicle position estimate made by the

simultaneous micro-navigation and bathymetry estimation algorithm. Until the cause of these

features is known and can be compensated for, care should be taken when using inter-array

surge estimates between the upper-lower and lower-upper array pairs for navigation estimation.

Figures 6.25 and 6.26 show the time delays measured between the redundant signals of

adjacent pings on the port and starboard sides respectively, with the upper-fore redundant

array of each pair as reference. These measurements are very similar to those made using the

experimental data, which is expected since the vehicle path and bathymetry are intended to

match closely between the experimental data and the simulation.

The simultaneous navigation and bathymetry estimation algorithm has been applied using

these inter-array surge and time delay measurements for comparison with the ground truth. The

algorithm was seen to converge within 6 iterations, as for the experimental data. In symmetry

with Section 6.4, the data from each side has been treated as though it were collected by a

single-sided system, and also used simultaneously, resulting in three navigation estimates.

A subset of the time delay measurements are shown in Figure 6.27, which shows measured

time delays and the corresponding modelled time delays after the final iteration of the new
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Figure 6.31: (a) Vehicle track: simulated and estimated by the new method. (b) Vehicle depth:
simulated and estimated by the new method. (c) Vehicle sway rate: simulated and estimated
by the new method (d) Heave rate: simulated and estimated by the new method.

algorithm. The agreement between the measured and modelled time delays is extremely good,

which suggests that the resulting navigation and bathymetry estimates are high quality.

Figures 6.28a and 6.28b show the estimated coarse bathymetry using the new method for

the port and starboard sides respectively. Figures 6.28c and 6.28d show the same bathymetry

estimates after they have been de-trended by removing the best-fitting plane. On the port

side, this reveals that the coarse bathymetry estimate is elevated in regions where the sim-

ulated pipe sections and cubes were placed in the simulation. Figures 6.28e and 6.28f show

the interferometric phase on the port and starboard sides respectively. Regions of near-zero

phase are indicative of high-accuracy bathymetry estimates, while deviations from zero suggest

bathymetry errors. The interferometric phase may be used to refine the bathymetry estimate.

Figures 6.28g and 6.28h show high interferometric coherence on the port and starboard sides
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Figure 6.32: Navigation errors in the (a) nominal along-track (b) nominal sway (c) nominal
heave directions as a function of ping number. (d) Magnitude of navigation errors as a function
of ping number.

respectively, indicating that the images from the upper and lower arrays are well registered.

Figure 6.29a shows the SAS image generated from the simulated port-side data using the

navigation and coarse bathymetry estimates made by the new method, with Figure 6.29b

showing a zoom around one of the simulated blocks. Since the simulator does not model

occlusion, the absence of shadow regions behind proud objects is to be expected. Nevertheless,

the quality of the focusing is very high; the edges of the targets are well resolved and no replica

targets are present.

Figure 6.30 is a further representation of the coarse bathymetry estimate on the port side.

The bathymetry estimate is encoded by the shape of the surface, with the colour representing

the bathymetry deviation from the best-fitting plane and the intensity encoding the SAS image

intensity.

The navigation estimates are shown in Figure 6.31, with Figure 6.31a showing the estimated

path in the along-and across-track directions, Figure 6.31b showing the estimated vehicle depth

against along-track position. The per-ping change of across-track position against along-track

position is shown in Figure 6.31c. The per-ping change of depth against along-track position

is shown in Figure 6.31d. These estimates agree closely with the true navigation values.
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Figure 6.33: Box plots of the inter-ping navigation errors in the (a) nominal along-track (b)
nominal sway (c) nominal heave directions as a function of ping number. The median error is
shown in red, the 25 percentiles are shown as a blue box, and the remainder of the data spread
is represented by the black bars. Red crosses indicate errors which are considered outliers, that
is, they are further than 1.5 times the interquartile range away from the 25th or 75th percentile.

Before analysis of the error between the simulated and estimated navigation parameter can

be performed, it is necessary to perform a rotation of the co-ordinate system in order to improve

the alignment between the simulated track and the nominal along-track axis. This reduces the

coupling between the along-track, across-track and vertical directions. The resulting simulated

track is shown in Figure 6.22c, which has significantly reduced its nominal sway and heave

variation.

The cumulative error in the navigation estimates as a function of ping number is shown in

Figure 6.32. Figures 6.32a, 6.32b and 6.32c show the error in the nominal along-track, nominal

sway and nominal heave directions respectively. Figure 6.32d shows the total vector magnitude

of the error for each ping. This indicates that the along-track error contributes most to the total

error magnitude. Errors in the nominal heave and nominal sway directions are approximately

one and two orders of magnitude smaller respectively.

The error per ping has also been calculated in each of the nominal along-track, nominal
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Figure 6.34: Bathymetry errors on the (a,c) port and (b,d) starboard sides using the dual-
sided method. The colour axis in the upper Figures is centred on zero, with upper and lower
limits chosen to avoid clipping. This shows that the largest bathymetry errors are in regions of
high three-dimensional complexity. The lower plots have a smaller colour range, allowing the
bathymetry error variability to be visible in regions of low complexity. (e,f) Analysis of the
bathymetry error distribution showing the median, 25-75 percentile range and 5-95 percentile
range on the port and starboard sides respectively.
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sway and nominal heave directions. The distribution of these errors over the simulated track is

shown in the box plots in Figure 6.33 for each of the three directions. Figure 6.33a shows that

the along-track position estimate appears to have a slight negative bias, and the spread of the

surge error does not seem to be significantly affected by using a dual-sided system compared to

a single-sided system. The median sway error is very small for both the single- and dual-sided

simulations, taking a value of ≈ λ0/1000, and ≈ 50% of the sway errors are within ≈ λ0/250.

The inter-quartile range of the dual-sided simulation is slightly smaller than the single-sided

simulations, suggesting that bilateral processing results in improved precision in the nominal

sway direction. In the nominal heave direction, the median error is between −0.06 mm and

−0.07 mm per ping, suggesting that the heave estimate is slightly negatively biased. The inter-

quartile range of the single-sided heave errors is larger than that using the data from both sides.

Again, this suggests that bilateral processing can improve the precision of the heave estimates.

Figure 6.34 presents the error between the estimated bathymetry and the true bathymetry.

Figures 6.34a-6.34d show that large bathymetry errors are confined to regions of high com-

plexity, that is, around proud objects. Figures 6.34e and 6.34f show the distribution of the

bathymetry error as a function of along-track position on the port and starboard sides respec-

tively. While the large errors on the port side make this challenging to interpret, the starboard

side gives some insight into the precision of the coarse bathymetry estimate in benign regions.

The median bathymetry error follows a similar trend to the vehicle depth error, while the

percentile ranges show that 90% of the bathymetry estimates are within around 15 mm of the

median and 50% are within around 5 mm.

The poor spatial resolution of the bathymetry estimates is expected since the length of

the redundant portions of the arrays used for estimating navigation and coarse bathymetry is

small. However, the spatial resolution of the bathymetry estimates can be improved by SAS

interferometry as detailed in Section 2.

6.6 Summary

The novel simultaneous micro-navigation and coarse bathymetry estimation algorithm results

in a noticeable improvement in SAS image quality when compared to the conventional SPRPC

micro-navigation algorithm on experimental data collected by the MUSCLE AUV. The sim-

ulation results demonstrate high ping-to-ping precision in the along-track, sway and heave

directions. However, the estimation of both vehicle surge and heave appear to suffer from a

slight negative bias, although further simulations with different realisations of the scene are

required to confirm this.

Further simulations are recommended for future work which isolate motions in the along-

track, across-track and vertical directions. This will allow for improved analysis of the ping-

to-ping navigation precision achieved by the new method in the absence of any coupling with

motions in other degrees of freedom.

A number of improvements to the simultaneous micro-navigation and coarse bathymetry

estimation method are possible and are suggested for future work:
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� Integrate the estimation of the local sound speed into the Gauss-Newton optimisation.

This has the potential to improve both navigation and coarse bathymetry estimation

accuracy, which in turn improves SAS image quality.

� Include estimation of SAS calibration parameters into the method, to estmate, for exam-

ple, misalignment between the four arrays of a dual-sided InSAS.

� Fuse the navigation estimates made by the SAS with other sensors on the vehicle such as

the depth sensor, in order to combat the heave bias.

The new algorithm has been designed to be simple to extend to repeated passes. This will

involve including inter-array surge estimates and time delays between redundant signals be-

tween pings of repeated passes, which has potential to provide precise, three-dimensional track

co-registration with low computational cost. This track registration is a vital step towards im-

proving coherent change detection methods and enabling high precision bathymetry estimation

methods using repeat-pass interferometric SAS.
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7 Conclusion

The main contribution of this thesis is a new method for simultaneously estimating high-

precision vehicle navigation while making a coarse bathymetry estimate using interferometric

SAS, described in Chapter 6. The new method has potential to improve the navigation precision

of AUVs equipped with interferometric SAS, allowing improved image and bathymetry geo-

referencing precision and allowing longer surveys to be performed without surfacing for a radio-

navigation fix. This is vital in applications where surfacing is not possible, for example under

ice or in covert operations. Also, co-registered SAS images can be formed onto the coarse

bathymetry estimate, which allows higher resolution bathymetry estimates to be made by SAS

interferometry without requiring an intermediate co-registration step.

The method is built upon the concept we introduced as the ‘triad of confounding factors’,

which states that time delays measured between redundant signals are affected by three factors:

the geometry and motion of the sonar, the sea-floor bathymetry, and the speed of sound in the

medium. By extension, all time delays measured between redundant signals contain information

that can be used to estimate the members of the triad. We frame simultaneous micro-navigation

and bathymetry estimation as an optimisation problem, where the objective is to minimise

the difference between measured and modelled propagation times, time delays and inter-array

surges in a weighted least-squares sense. Framing the algorithm in this way allows it to be

easily generalised for various applications and allows the model to be adjusted to the required

accuracy. We demonstrate this by applying it to both single- and dual-sided interferometric

SAS, using a model that does not employ the phase centre or stop-and-hop approximations.

The algorithm has been demonstrated on experimental SAS data collected by the MUSCLE

AUV, which resulted in improved SAS image quality when compared to the conventional slant

plane RPC micro-navigation algorithm. A preliminary analysis of the method was performed

on simulated data in order to allow comparison with ground truth.

Time delay estimates derived from cross-correlation of redundant signals typically exhibit

phase wrap errors which reduce their accuracy. These phase wrap errors must be identified

and corrected before they can be used in the new micro-navigation and coarse bathymetry

estimation algorithm. In Chapter 5, we frame the problem of detection of phase wrap errors

as one of robust regression and used the popular RANSAC algorithm to fit a 1D or 2D model

to the error-free estimates. Estimates outside a threshold from this model are re-unwrapped

around the model. This method is evaluated by comparing its performance to the popular

branch-cuts phase unwrapping method at a range of bandwidths, and superior performance is

demonstrated.

7.1 Suggestions for future work

We consider the new methods introduced in this thesis to be vital developments in the pursuit

of ultra-high precision bathymetry estimation using repeat-pass interferometric SAS. How-

ever, there are several areas where further work is required to realise this goal. These areas

are categorised into further analysis of the new method, developments to the method, and
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generalisation of the method to repeated passes.

7.1.1 Further analysis

In this thesis the method has only been applied to a single realisation of the simulated scene. The

resulting navigation estimates appear to exhibit a negative bias in surge and heave. However,

further realisations of the scene are required in order to make this conclusion with greater

certainty. The simulated acquisition was designed to be representative of a real acquisition,

with motions in all degrees of freedom. However, isolating vehicle motions in each degree of

freedom is likely to allow simpler analysis.

If the results of this further analysis also suggests that the method makes biased estimates of

along-track and vertical inter-ping displacements, the source of the bias should be investigated

and if possible removed.

The surge estimates made between the interferometric arrays of adjacent pings, that is

the upper-fore/lower-aft and the lower-fore/upper-aft pairs, appear to be affected by highly

reflective targets at angles away from broadside. The source of these artefacts must be under-

stood and if possible compensated, before such surge estimates between repeated passes can be

exploited effectively.

7.1.2 Algorithm improvements

The current implementation of the model for inter-array surge makes the assumption of zero

pitch and heading velocity over the coarse of ping pair, and a weighted sum of surge estimates

made at all temporal windows has been shown. However, since the algorithm has been shown

to converge in few iterations, this simplification is likely to be unnecessary. Improvements to

the model for inter-array surge may reduce the apparent bias in along track position estimates.

This is likely a necessary requirement for generalisation of the method to repeated passes, since

the assumption of equal pitch and heading of pairs of pings in different passes is unlikely to be

valid.

At present, a single time delay estimate is made for each redundant array pair and at

each temporal window, at the direction of maximum coherence. However, there is additional

information that may be utilised at other beam angles, especially for wide-beam systems.

Including this information in the optimisation has potential to improve the precision of through-

the-sensor micro-navigation estimation still further.

We currently assume that the positioning of the arrays on the vehicle is known to high

accuracy. However, any errors introduced by this assumption are likely to lead to biased

navigation estimates. Including estimation of the relative positions of the arrays in the method

may result in improved navigation estimation.

Additionally, sound speed is assumed to take a given value, rather than estimating it

through-the-sensor. This is conspicuous limitation could be addressed in future. However,

implementing this rigorously is a significant challenge; spatially varying sound speeds result in

curved ray paths, which are likely to considerably increase the complexity of the models for
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propagation time and time delay. Therefore, we suggest that an initial approach could be to

estimate a mean sound speed for each individual ping pair.

Of course, the final suggestion for future work is to generalise the method to repeated

passes to enable ultra-high precision bathymetry estimation using repeat-pass interferometric

SAS. Framing the method as an optimisation problem has the advantage of making this a

simple procedure. Each iteration of the micro-navigation and coarse bathymetry estimation

method involves solving an over-determined system of equations in a weighted least-squares

sense. Generalisation of the method to repeated passes increases the number of these equations

and the number of unknowns, but the structure of the method remains unchanged. If the

relevant considerations above are addressed, this could result in an enabling algorithm for

repeat-pass interferometric SAS for improved ultra-high precision bathymetry estimation.
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gation for synthetic aperture sonar,” in Proceedings of the 1st International Conference

and Exhibition on Underwater Acoustics, 2013, pp. 119–126. [Online]. Available:

http://www.uaconferences.org/docs/Past{ }Proceedings/UACE2013{ }Proceedings.pdf

[90] B. W. Thomas, A. J. Hunter, and S. Dugelay, “Model-based 3D micro-navigation and

bathymetry estimation for interferometric synthetic aperture sonar,” in Proceedings of

the Underwater Acoustics Conference and Exhibition (UACE), 2019.

[91] S. A. V. Synnes, H. J. Callow, R. E. Hansen, and T. O. Sæbø,

“Multipass coherent processing on synthetic aperture sonar data,”

in Proceedings of the European Conference on Underwater Acoustics

(ECUA), Istanbul, 2010. [Online]. Available: https://www.semanticscholar.

org/paper/Multipass-coherent-processing-on-synthetic-aperture-Synnes-Callow/

fc5e2de7b083a3e56b587c497c46f1392af56842

[92] A. J. Hunter, W. A. Connors, and S. Dugelay, “An Operational Concept

for Correcting Navigation Drift During Sonar Surveys of the Seafloor,” IEEE

162

https://ieeexplore.ieee.org/document/8672140
http://www.uaconferences.org/docs/Past{_}Proceedings/UAM2009{_}Proceedings.pdf
http://www.uaconferences.org/docs/Past{_}Proceedings/UAM2009{_}Proceedings.pdf
https://ieeexplore.ieee.org/abstract/document/5937049
https://krakenrobotics.com/wp-content/uploads/2019/06/2018-SASSAR{_}coh{_}nav{_}v2-1.pdf
https://krakenrobotics.com/wp-content/uploads/2019/06/2018-SASSAR{_}coh{_}nav{_}v2-1.pdf
https://ieeexplore.ieee.org/document/1282925
http://www.uaconferences.org/docs/Past{_}Proceedings/UACE2013{_}Proceedings.pdf
https://www.semanticscholar.org/paper/Multipass-coherent-processing-on-synthetic-aperture-Synnes-Callow/fc5e2de7b083a3e56b587c497c46f1392af56842
https://www.semanticscholar.org/paper/Multipass-coherent-processing-on-synthetic-aperture-Synnes-Callow/fc5e2de7b083a3e56b587c497c46f1392af56842
https://www.semanticscholar.org/paper/Multipass-coherent-processing-on-synthetic-aperture-Synnes-Callow/fc5e2de7b083a3e56b587c497c46f1392af56842


Journal of Oceanic Engineering, pp. 1–14, 2017. [Online]. Available: http:

//ieeexplore.ieee.org/document/8119508/

[93] J. M. Silkaitis, B. L. Douglas, and H. Lee, “A cascade algorithm for estimating and

compensating motion error for synthetic aperture sonar imaging,” in Proceedings of

the International Conference on Image Processing, ICIP, 1994, pp. 905–909. [Online].

Available: https://ieeexplore.ieee.org/document/413443

[94] H. J. Callow, R. E. Hansen, S. A. V. Synnes, and T. O.

Sæbø, “Circular synthetic aperure sonar without a beacon,” in Proceed-

ings of the 2nd International Conference and Exhibition on Underwater

Acoustic Measurements, Technologies and Results, 2009. [Online]. Available:

https://pdfs.semanticscholar.org/58b2/3cb4716b08d451ce7906c3842d106b633d09.pdf

[95] R. De Paulis, C. Prati, S. Scirpoli, F. Rocca, A. Tesei, P. A. Sletner, S. Biagini, P. Guer-

rini, F. Gasparoni, C. Carmisciano, and M. Locritani, “SAS multipass interferometry for

monitoring seabed deformation using a high-frequency imaging sonar,” in Proceedings of

the IEEE OCEANS Conference. IEEE, 2011, pp. 1–10.

[96] S. Tebaldini, F. Rocca, M. Mariotti D’Alessandro, and L. Ferro-Famil, “Phase

calibration of airborne tomographic SAR data via phase center double localization,”

IEEE Transactions on Geoscience and Remote Sensing, vol. 54, no. 3, pp. 1775–1792,

2016. [Online]. Available: https://ieeexplore.ieee.org/document/7308057

[97] P. T. Gough and M. A. Miller, “Displaced ping imaging autofocus for a multi-hydrophone

SAS,” IEE Proceedings - Radar, Sonar and Navigation, vol. 151, no. 3, 2004. [Online].

Available: https://ieeexplore.ieee.org/document/1312059?arnumber=1312059

[98] J. Coote and R. Aldred, “Application of displaced ping imaging autofocus algorithm to

SAS trials data,” Proceedings of the Institute of Acoustics, vol. 63, no. 1, pp. 244–252,

2014.

[99] J. Dillon and V. Myers, “Baseline estimation for repeat-pass interferometric synthetic

aperture sonar,” in Proceedings of 10th European Conference on Synthetic Aperture Radar

(EUSAR), 2014. [Online]. Available: https://ieeexplore.ieee.org/document/6857064

[100] J. Ogilvy, Theory of Wave Scattering From Random Rough Surfaces, 1st ed. CRC Press,

1991.

[101] R. S. Raven, “Electronic Stabilization for Displaced Phase Center Systems,” U.S. Patent

US4 244 036A, 1981.

[102] D. C. Brown, “Modeling and Measurement of Spatial Coherence for Normal Incidence

Seafloor Scattering,” PhD thesis, The Pennsylvania State University, 2017.

163

http://ieeexplore.ieee.org/document/8119508/
http://ieeexplore.ieee.org/document/8119508/
https://ieeexplore.ieee.org/document/413443
https://pdfs.semanticscholar.org/58b2/3cb4716b08d451ce7906c3842d106b633d09.pdf
https://ieeexplore.ieee.org/document/7308057
https://ieeexplore.ieee.org/document/1312059?arnumber=1312059
https://ieeexplore.ieee.org/document/6857064


[103] T. O. Sæbø, R. E. Hansen, and A. Hanssen, “Relative height estimation by

cross-correlating ground-range synthetic aperture sonar images,” IEEE Journal of

Oceanic Engineering, vol. 32, no. 4, pp. 971–982, 2007. [Online]. Available:

https://ieeexplore.ieee.org/document/4445737

[104] S. Chapman and R. Orne, “A Robust Motion Compensation Solution for SAS,” in Pro-

ceedings of the 2nd International Conference and Exhibition on Underwater Acoustic

Measurements, Technologies and Results, 2007, p. 299.

[105] W. W. J. Bonifant, “Interferometic synthetic aperture sonar processing,” Master’s thesis,

Georgia Institute of Technology, 1999.

[106] V. Tonard and M. Brussieux, “Towards development of autofocusing schemes

for phase compensation of synthetic aperture sonars,” in Proceedings of the

MTS/IEEE OCEANS Conference, 1997, pp. 803–808. [Online]. Available: https:

//ieeexplore.ieee.org/document/624097

[107] T. O. Sæbø, R. E. Hansen, H. J. Callow, and S. A. V. Synnes, “Coregistration

of Synthetic Aperture Sonar Images from Repeated Passes,” in Proceedings of the

4th International Conference and Exhibition on Underwater Acoustic Measurements,

Technologies and Results, 2011. [Online]. Available: http://www.uaconferences.org/

docs/Past{ }proceedings/UAM2011{ }Proceedings.pdf

[108] B. Bonnett and M. Hayes, “Data-driven image registration for coherent change

detection of synthetic aperture sonar imagery,” in Proceedings of the 29th

International Conference on Image and Vision Computing New Zealand - IVCNZ.

New York, New York, USA: ACM Press, 2014, pp. 196–201. [Online]. Available:

http://dl.acm.org/citation.cfm?doid=2683405.2683455

[109] R. E. Hansen, T. O. Sæbø, and O. J. Lorentzen, “Challenges in Coregistration of

Repeated Passes in Synthetic Aperture Sonar,” Proceedings of the 12th European

Conference on Synthetic Aperture Radar (EUSAR), pp. 344–349, 2018. [Online].

Available: https://ieeexplore.ieee.org/document/8438022

[110] D. Lowe, “Object recognition from local scale-invariant features,” in Proceedings of

the Seventh IEEE International Conference on Computer Vision. IEEE, 1999, pp.

1150–1157 vol.2. [Online]. Available: http://ieeexplore.ieee.org/document/790410/

[111] H. Bay, T. Tuytelaars, and L. V. Gool, “SURF: Speeded Up Robust Features,”

in Computer Vision ECCV, 2006, pp. 404–417. [Online]. Available: http:

//link.springer.com/chapter/10.1007/11744023{ }32

[112] T. S. Huang and A. N. Netravali, “Motion and Structure from Feature Correspondences:

A Review,” Proceedings of the IEEE, vol. 82, no. 2, pp. 252–268, 1994. [Online].

Available: https://ieeexplore.ieee.org/document/265351

164

https://ieeexplore.ieee.org/document/4445737
https://ieeexplore.ieee.org/document/624097
https://ieeexplore.ieee.org/document/624097
http://www.uaconferences.org/docs/Past{_}proceedings/UAM2011{_}Proceedings.pdf
http://www.uaconferences.org/docs/Past{_}proceedings/UAM2011{_}Proceedings.pdf
http://dl.acm.org/citation.cfm?doid=2683405.2683455
https://ieeexplore.ieee.org/document/8438022
http://ieeexplore.ieee.org/document/790410/
http://link.springer.com/chapter/10.1007/11744023{_}32
http://link.springer.com/chapter/10.1007/11744023{_}32
https://ieeexplore.ieee.org/document/265351


[113] V. Wang and M. Hayes, “Modelling of feature matching performance on correlated

speckle images,” in International Conference on Image and Vision Computing

New Zealand (IVCNZ). IEEE, 2016. [Online]. Available: http://ieeexplore.ieee.org/

document/7804419/

[114] J. L. Prater and T. G-Michael, “Interferometric measurements using redundant phase

centers of synthetic aperture sonars,” in Proceedings of the MTS/IEEE OCEANS

Conference. Biloxi: MTS, 2009. [Online]. Available: https://ieeexplore.ieee.org/

document/5422295

[115] Q. Ziliang, “Three dimensional SAS motion error estimation employing near-

field beamforming,” EUSAR 2018: 12th European Conference on Synthetic

Aperture Radar, Proceedings of, pp. 332–337, 2018. [Online]. Available: https:

//ieeexplore.ieee.org/document/8438020

[116] I. Gerg, “Moving away from the phase center approximation in micronavigation for

synthetic aperture sonar,” The Journal of the Acoustical Society of America, vol. 140,

no. 4, pp. 3348–3348, oct 2016. [Online]. Available: http://asa.scitation.org/doi/10.

1121/1.4970698

[117] X. Zhang, X. Chen, and W. Qu, “Influence of the stop-and-hop assumption on synthetic

aperture sonar imagery,” in International Conference on Communication Technology Pro-

ceedings, ICCT, 2017, pp. 1601–1607.

[118] F. Harris, “On the use of windows for harmonic analysis with the discrete Fourier

transform,” Proceedings of the IEEE, vol. 66, no. 1, pp. 51–83, 1978. [Online]. Available:

http://ieeexplore.ieee.org/document/1455106/

[119] H. A. Zebker and J. Villasenor, “Decorrelation in interferometric radar echoes,” IEEE

Transactions on Geoscience and Remote Sensing, vol. 30, no. 5, pp. 950–959, 1992.

[120] D. C. Brown, A. P. Lyons, and D. A. Cook, “Spatial coherence theory and its application

to synthetic aperture systems,” Proceedings of the Institute of Acoustics Conference on

Synthetic Aperture Sonar and Synsthetic Aperture Radar, vol. 36, pp. 104–111, 2014.

[121] F. R. Dickey, “The correlation aircraft navigator, a vertically beamed Doppler radar,” in

Proceedings of the National Conference on Aeronautical Electronics. Institute of Radio

Engineers, 1958, pp. 403–468.

[122] ——, “Velocity measuring correlation sonar,” The Journal of the Acoustical

Society of America, vol. 70, no. 3, pp. 914–914, sep 1981. [Online]. Available:

http://asa.scitation.org/doi/10.1121/1.386867

[123] P. N. Denbigh, “A Design Study for a Correlation Log to Measure Speed

at Sea,” Journal of Navigation, vol. 35, no. 1, pp. 160–184, 1982. [On-

line]. Available: https://www.cambridge.org/core/journals/journal-of-navigation/

165

http://ieeexplore.ieee.org/document/7804419/
http://ieeexplore.ieee.org/document/7804419/
https://ieeexplore.ieee.org/document/5422295
https://ieeexplore.ieee.org/document/5422295
https://ieeexplore.ieee.org/document/8438020
https://ieeexplore.ieee.org/document/8438020
http://asa.scitation.org/doi/10.1121/1.4970698
http://asa.scitation.org/doi/10.1121/1.4970698
http://ieeexplore.ieee.org/document/1455106/
http://asa.scitation.org/doi/10.1121/1.386867
https://www.cambridge.org/core/journals/journal-of-navigation/article/design-study-for-a-correlation-log-to-measure-speed-at-sea/397A6E99EEACB108B5B876356F5EEE59
https://www.cambridge.org/core/journals/journal-of-navigation/article/design-study-for-a-correlation-log-to-measure-speed-at-sea/397A6E99EEACB108B5B876356F5EEE59


article/design-study-for-a-correlation-log-to-measure-speed-at-sea/

397A6E99EEACB108B5B876356F5EEE59

[124] V. Dickey, W. Bookheimer, and K. Rhoades, “Implementation and Testing of a Deepwater

Correlation Velocity Sonar,” in Proceedings of the Offshore Technology Conference, apr

1983.

[125] P. Denbigh, “Ship velocity determination by Doppler and correlation techniques,” IEE

Proceedings of Communications, Radar and Signal Processing, vol. 131, no. 3, pp.

315–326, 1984. [Online]. Available: https://ieeexplore.ieee.org/document/4646247

[126] Z. Weiqing, F. Lei, W. Changhong, W. Yuling, and Q. Wei, “Theory and signal

processing of acoustic correlation techniques for velocity measurement of vessel,” IEEE

Journal of Oceanic Engineering, vol. 36, no. 2, pp. 338–346, 2011. [Online]. Available:

https://ieeexplore.ieee.org/document/5766778

[127] P. Stevens, “Design, calibration and evaluation of a two axis correlation log

for use on autonomous underwater vehicle,” in Proceedings of the Symposium on

Autonomous Underwater Vehicle Technology, 1990, pp. 181–185. [Online]. Available:

https://ieeexplore.ieee.org/document/110454

[128] G. Campanella and W. Holt, “Correlation-log-based underwater navigation,” in

Symposium on Autonomous Underwater Vehicle Technology. IEEE, 1990, pp. 186–193.

[Online]. Available: http://ieeexplore.ieee.org/document/110455/

[129] B. L. Grose, “The application of the correlation sonar to autonomous underwater vehicle

navigation,” Proceedings of the Symposium on Autonomous Underwater Vehicle Technol-

ogy, pp. 298–303, 1992.

[130] “Tritech AquaTrak CVL.” [Online]. Available: https://www.tritech.co.uk/product/

aquatrak-cvl

[131] T. E. Blanford, D. C. Brown, and R. Meyer, “Design considerations for a compact cor-

relation velocity log,” The Journal of the Acoustical Society of America, vol. 143, no. 3,

pp. 1762–1762, 2018.

[132] P. Boltryk, M. Hill, A. Keary, B. Phillips, H. Robinson, and P. White, “An ultrasonic

transducer array for velocity measurement in underwater vehicles,” Proceedings of

Ultrasonics International, vol. 42, no. 1-9, pp. 473–478, 2004. [Online]. Available:

https://www.sciencedirect.com/science/article/pii/S0041624X03002592

[133] J. Groen, “Adaptive motion compensation in sonar array processing,” PhD thesis, Tech-

nische Universiteit Delft, 2006.

[134] J. W. Oeschger, “Estimating Along-Track Displacement Using Redundant Phase Cen-

ters,” Proceedings of the Institute of Acoustics, vol. 28, pp. 160–167, 2006.

166

https://www.cambridge.org/core/journals/journal-of-navigation/article/design-study-for-a-correlation-log-to-measure-speed-at-sea/397A6E99EEACB108B5B876356F5EEE59
https://www.cambridge.org/core/journals/journal-of-navigation/article/design-study-for-a-correlation-log-to-measure-speed-at-sea/397A6E99EEACB108B5B876356F5EEE59
https://www.cambridge.org/core/journals/journal-of-navigation/article/design-study-for-a-correlation-log-to-measure-speed-at-sea/397A6E99EEACB108B5B876356F5EEE59
https://ieeexplore.ieee.org/document/4646247
https://ieeexplore.ieee.org/document/5766778
https://ieeexplore.ieee.org/document/110454
http://ieeexplore.ieee.org/document/110455/
https://www.tritech.co.uk/product/aquatrak-cvl
https://www.tritech.co.uk/product/aquatrak-cvl
https://www.sciencedirect.com/science/article/pii/S0041624X03002592


[135] D. C. Brown, I. D. Gerg, and T. E. Blanford, “Interpolation Kernels for Synthetic

Aperture Sonar Along-Track Motion Estimation,” IEEE Journal of Oceanic Engineering

(Early Access), 2019. [Online]. Available: https://ieeexplore.ieee.org/document/8768320/

[136] M. Abramowitz and A. Stegun, Handbook of Mathematical Functions, 5th ed. New York,

NY, USA: Dover, 1964.

[137] G. Carter, “Time delay estimation for passive sonar signal processing,” IEEE

Transactions on Acoustics, Speech, and Signal Processing, vol. 29, no. 3, pp. 463–470,

1981. [Online]. Available: http://ieeexplore.ieee.org/document/1163560/

[138] A. H. Quazi, “An overview of time delay estimation in active and passive

system for target localization,” IEEE Transactions on Acoustics, Speech, and

Signal Processing, vol. 29, no. 3, pp. 527–533, 1981. [Online]. Available: https:

//ieeexplore.ieee.org/document/1163618

[139] M. A. Fischler and R. C. Bolles, “Random sample consensus: a paradigm for

model fitting with applications to image analysis and automated cartography,”

Communications of the ACM, vol. 24, no. 6, pp. 381–395, 1981. [Online]. Available:

http://portal.acm.org/citation.cfm?doid=358669.358692

[140] K. Iverson, A Programming Language. Wiley, 1962. [Online]. Available: http:

//www.jsoftware.com/papers/APL.htm

[141] B. Thomas, A. Hunter, and S. Dugelay, “Phase Wrap Error Correction by Random

Sample Consensus With Application to Synthetic Aperture Sonar Micronavigation,”

IEEE Journal of Oceanic Engineering, pp. 1–15, 2020. [Online]. Available:

https://ieeexplore.ieee.org/document/9001250/
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