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INTERFACE DYNAMICS IN SEMILINEAR WAVE EQUATIONS

MANUEL DEL PINO, ROBERT L. JERRARD, AND MONICA MUSSO

Abstract. We consider the wave equation ε2(−∂2t + ∆)u + f(u) = 0 for
0 < ε � 1, where f is the derivative of a balanced, double-well potential, the

model case being f(u) = u − u3. For equations of this form, we construct

solutions that exhibit an interface of thickness O(ε) that separates regions
where the solution is O(εk) close to ±1, for k ≥ 1, and that is close to a time-

like hypersurface of vanishing Minkowskian mean curvature. This provides a
Minkowskian analog of the numerous results that connect the Euclidean Allen-

Cahn equation and minimal surfaces or the parabolic Allen-Cahn equation and

motion by mean curvature. Compared to earlier results of the same charac-
ter, we develop a new constructive approach that applies to a larger class of

nonlinearities and yields much more precise information about the solutions

under consideration.

1. Introduction

Consider the initial value problem{
ε22u + f(u) = 0 in [0, T ]× Rn

u = u0, ∂tu =u1 in {0} × Rn
(1.1)

where 2u = −∂2
t u+∆xu and ∆xu =

∑n
i=1 ∂

2
xiu. We are interested in nonlinearities

of the form
f(s) = −W ′(s)

where W (s) is a “balanced double-well potential”, namely a C∞ even function such
that

W (s) > 0 in R \ {−1, 1}
W (±1) =W ′(±1) = 0,

W ′′(±1) = a2 > 0

(1.2)

A canonical example is the wave version of the Allen-Cahn equation

W (u) =
1

4
(1− u2)2

sometimes called the φ4 model.

Since the mid 70’s, it has been accepted in the physics and cosmology literature
(see for example [19, 24, 28]) that under some circumstances, solutions of (1.1)
should exhibit an interface, separating regions where u ≈ 1 and u ≈ −1, that
approximately sweeps out a timelike minimal surface in Minkowski space. (The
timelike Minkowskian minimal surface equation — the condition that the mean
curvature, with respect to the Minkowski metric, vanishes identically — is a quasi-
linear geometric wave equation described below.) Formal asymptotic arguments in
support of the same picture have been known in the applied mathematics literature
for about 20 years, see for example [23, 26]. The first rigorous verification of this
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2 M. DEL PINO, R. L. JERRARD, AND M. MUSSO

scenario appeared only in rather recent work of the second author and collabora-
tors [18, 16, 13], which constructed solutions of (1.1) with an interface concentrated
near a timelike minimal surface. Related results are contained in [2, 3].

In this paper, we revisit this problem, developing an entirely new approach that
yields stronger results and is likely to be more robust and flexible. In doing so, we
are largely motivated by the clear analogy between the problem we study and the
numerous classical results concerning solutions of the elliptic Allen-Cahn equation

ε2∆u+ f(u) = 0 in Ω ⊂ Rn

with interfaces that concentrate near (Euclidean) minimal hypersurfaces in Ω.
Many proofs in the elliptic setting fall into one of two large families:

• proofs involving Γ-convergence and related ideas, see for example [22, 27],
which proceed by characterizing energy concentration when 0 < ε� 1, and
• proofs involving Liapunov-Schmidt reduction or its variants, ultimately re-

lying on a linearization of the equation about an approximate solution built
around a minimal surface.

The latter family of arguments has a number of advantages over the former — it is
capable of providing much more precise descriptions of the solutions being studied
[25]; it is more readily adapted to studying solutions of finite (nonzero) Morse index;
it can be used to build entire solutions of the Allen-Cahn equations [10], including
counterexamples to the de Giorgi conjecture [11]; it can be used to study refined
phenomena such as interface foliation [9, 1].

Prior rigorous work on timelike minimal surfaces and interfaces in solutions of
(1.1) is more similar in spirit to the first family of elliptic results described above
— all papers to date rely on weighted energy estimates to show that under suitable
hypotheses, energy concentrates near a timelike minimal surface. In this paper,
by contrast, we aim to adapt to the hyperbolic setting techniques from the second
family of elliptic results — for example, linearization about an accurate approximate
solution. Thus, our proofs may be loosely seen as hyperbolic analogs of those in
[25, 10, 11].

Our results show that as with elliptic problems, this approach yields a much
sharper description of the solutions constructed than appears to be available from
energy estimates alone. A more detailed comparison of our results with earlier work
is given in Section 1.3. Interfaces in the parabolic analog of Equation (1.1),

−∂tu+ ∆u+ ε−2f(u) = 0 in RN × (0, T )

located near solutions of mean curvature flow for surfaces is also a subject that has
been widely treated. See [8, 5, 15, 17]. See also [12] and references therein for the
corresponding interface foliation problem.

1.1. Some preliminaries. Let J denote the (n+ 1)× (n+ 1) diagonal matrix

J :=


−1 0 · · · · · · · · · 0
0 1 0 · · · · · · 0
0 0 1 0 · · · 0
... · · · · · ·

. . . 1
...

0 · · · · · · · · · 0 1

 .
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We consider the standard Minkowski inner product

〈a, b〉m = a · Jb, a, b ∈ Rn+1,

where · denotes the standard Euclidean inner product.
We consider an orientable hypersurface Γ in Rn+1 with Minkowski unit normal

vector field ν. This means that ν satisfies |〈ν, ν〉m| = 1 and 〈ν, τ〉m = 0 for all
vectors τ tangent to Γ. Since J2 is the identity, it is easy to see that ν = Jν̄, where
ν̄ is normal to Γ with respect to the Euclidean inner product.

Γ is said to be timelike if 〈ν, ν〉m > 0 on Γ. Normalizing ν we will always
assume

〈ν, ν〉m = 1.

A basic fact is that under assumptions (1.2) there is a unique solution to the
problem

w′′(ζ) + f(w(ζ)) = 0, w(0) = 0, w(±∞) = ±1. (1.3)

which is defined by the relation

ζ =

∫ w(ζ)

0

ds√
2W (s)

.

w(ζ) is an odd function since W is even. It satisfies

w(ζ)→ ±1 +O(e−a|ζ|) as ζ → ±∞,
and

Dk
ζw(ζ) = O(e−a|ζ|) as ζ → ±∞ for all k ∈ N.

Here a =
√
W ′(±1). In the case of the Allen Cahn nonlinearity f(u) = u(1− u2),

we explicitly have

w(ζ) = tanh

(
ζ√
2

)
.

We will need a standard fact for the quadratic form associated to the linearization
of equation (1.3): there is a positive constant c such that for any ψ ∈ H1(R) with∫
R ψw

′ = 0 we have

Q(ψ) :=

∫
R
|ψ′|2 − f ′(w)ψ2 ≥ c

∫
R
|ψ′|2 + |ψ|2. (1.4)

This estimate follows from a direct compactness argument and the identity

Q(ψ) =

∫
R
|w′|2|ρ′|2

where ρ = ψ/w′. See [10, 11] for details.

Using w(ζ) we can find a class of explicit examples to solutions with phase
transition across timelike planes. Let Γ be a timelike hyperplane in Rn+1 with
Minkowski normal ν. Then for any p ∈ Γ, all its points can be described as the set

Γ = {Y = (x, t) ∈ Rn+1 /
〈
Y − p , ν

〉
m

= 0 },
〈
ν, ν
〉
m

= 1. (1.5)

We observe that all points (x, t) ∈ Rn+1 can be expressed as

(x, t) = p+ zν, (p, z) ∈ Γ× R.
Clearly we have z =

〈
(x, t)− p, ν

〉
m

. Let us consider the function

u(x, t) = w
(z
ε

)
, z =

〈
(x, t)− p, ν

〉
m

(1.6)
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We quickly check that

ε22u(x, t) + f(u(x, t)) = 〈ν, ν〉m w′′(ζ) + f(w(ζ)) = 0, ζ =
z

ε
,

and hence u solves (1.1) with a sharp transition on Γ between the values −1 and
+1, for suitable initial data.

1.2. Statement of the Main Result. Next we introduce the objects and notation
necessary for the statement of our main result.

• We assume that Γ is a smooth, timelike hypersurface in [0, T ] × Rn that
divides the space [0, T ] × Rn into two disjoint open components O− and O+ with
O− being bounded.

• We assume in addition that Γ is a Minkowski minimal surface in Rn+1 (in
the sense of Definition 1 below), and that the velocity of Γ vanishes at t = 0.

We remark that the Cauchy problem for timelike minimal surfaces is studied
in [4, 20, 21]. The time-like character and the assumption of zero initial speed
makes all time-sections diffeomorphic to the initial one, as it follows from the local
coordinates built in Appendix A. Therefore Γ ∩ {t = 0} compact and separating
Rn into two components is sufficient for Γ to do so in [0, T ]× Rn.

• We also assume that there exists some δ > 0 such that

(Y, z) ∈ Γ× (−δ, δ) −→ (x, t) = Y + zν(Y ) is injective, (1.7)

where ν(Y ) is a Minkowski normal vector field on Γ with

〈ν(Y ), ν(Y )〉m = 1.

Let us call N the set of all points of the form (1.7). For a function ξ(x, t)

defined onN sufficiently smooth we writeDj
YD

l
zξ(Y, z) meaning iterated directional

derivatives respectively on tangent directions to Γ at Y or in ν-direction. We choose
ν to be the normal pointing towards O+. We let the limit phase function be

I(x, t) =

{
−1 if (x, t) ∈ O−

+1 if (x, t) ∈ O+
. (1.8)

Our main theorem is the following.

Theorem 1. For each j ∈ N, there exist initial conditions uε0, uε1 for a solution
uε(x, t) of problem (1.1) with the property that

uε(x, t)→ I(x, t) as ε→ 0 in the Cj+1 sense

in compact subsets of ([0, T ]× Rn) \ N . Inside N we have

uε(x, t) = w
(z
ε

)
+ φε(x, t), (x, t) = Y + zν(Y ).

and

|φε(x, t)|+ |Dj+1
x φε(x, t)|+ |Dj

x∂tφε(x, t)| ≤ Cε. (1.9)

The proof of Theorem 1 involves various ingredients with a simple philosophy:
First we obtain an expansion in powers of ε of a true solution that gives an arbitrar-
ily algebraic high order of approximation in ε. After this approximation is built,
estimates for the remainder with a sufficiently good control are found. This is a
delicate step in which positivity of the one-variable quadratic form associated to
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the linearization of the equation (1.3) is essential, as well as designing well-adapted
systems of coordinates.

The proof provides much more precise information about the solution. In fact,
for a given number k ≥ 1 we can find a solution that near Γ takes the form

uε(x, t) = w
(z
ε
− h∗ε(Y )

)
+ φ∗ε(x, t) + ϕε(x, t), (x, t) = Y + zν(Y ), (1.10)

where h∗ε, φ
∗
ε are explicit functions with h∗ε = O(ε), φ∗ε = O(ε2) in smooth sense,

and the remainder ϕε satisfies

|ϕε(x, t)|+ |Dj+1
x ϕε(x, t)|+ |Dj

x∂tϕε(x, t)| ≤ Cεk. (1.11)

The solution described is stable in the sense that smooth perturbations of its initial
condition with size O(εm) and sufficiently large m produce a solution with the
same qualitative features. This rules out exponential growth of small perturbations
(which is in general what Gronwall-type arguments may lead to).

1.3. More about prior work. As noted above, our proof of Theorem 1 constructs
solutions uε whose behavior we are able to describe to arbitrary precision, in arbi-
trarily strong norms. The best (indeed, the only) prior results construct solutions
uε that satisfy the weaker estimate

‖uε − I‖L2((0,T ′)×RN ) ≤ C(T ′)ε1/2 for any T ′ < T,

together with some weighted estimates that quantify energy concentration around
Γ. This was proved in [18] under the assumption that Γ0 is a topological torus,
but allowing rather general initial velocity for Γ — more general in fact than we
consider here. The proof in [16] assumes that Γ0 has zero initial velocity but allows
it to be an arbitrary smooth connected compact manifold, among a number of
generalizations of the results in [18].

It has been recently proved in [13] that when n = 2, one can extract from the
weighted energy estimates in [18, 16] an estimate of the form

‖uε − u∗ε‖L2((0,T ′)×R2) + ε‖D(uε − u∗ε)‖L2((0,T ′)×R2) ≤ C(T ′)ε3/2 for any T ′ < T

for some u∗ε whose description is less explicit than the one that we construct in
this paper. This seems to be the limits of the precision attainable by the strategy
employed in prior work, and it also seems only to be available in 2 space dimensions.

Another drawback of the technique of [18, 16, 13] is that these results rely on
standard well-posedness theory to provide solutions of (1.1). This imposes growth
conditions that render these papers unable to address the canonical cubic nonlin-
earity f(u) = u(1− u2) in high dimensions. No such growth conditions are needed
in this paper.

Related prior results on issues that we do not address include the following:

• In [16], equations like (1.1), but with asymmetric nonlinearities for which
there is a bias toward one of the potential wells, are shown to have solutions
with an interface that approximately sweeps out a timelike hypersurface of
constant (nonzero) Minkowskian mean curvature.
• In [18], a Ginzburg-Landau wave equation — like (1.1), but for a complex-

valued function u, with nonlinearity f(u) = u(1− |u|2) — is shown to have
solutions for which energy concentrates near a codimension 2 surface of
vanishing Minkowskian mean curvature.
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• Results of a similar character are proved for the Abelian Higgs model in [7],
a Ginzburg-Landau wave equation coupled to a wave equation for an elec-
tromagnetic potential, for certain values of a coupling constant appearing
in the equations.
• A measure-theoretic framework for proving conjectural global-in-time con-

vergence results, beyond the onset of singularities for the timelike minimal
surface, is explored in [2, 3].
• A scattering result is proved in [6] for (1.1) in R1+3 for initial data (u, ut)|t=0

a small, very smooth perturbation of (w(x3), 0). This can be seen as an
analog for (1.1) of results [20, 4] that establish scattering Minkowski mini-
mal surfaces with initial data that is a small perturbation of a motionless
hyperplane.

We believe that it should be possible to strengthen at least some of the above results
by the methods that we introduce here.

Our approach follows the general lines of [10, 11]. The computation of the
D’Alembertian and Laplacian in Fermi coordinates respectively relative to a mini-
mal surface in Minkowskian and Euclidean senses are in fact analogous. We devise
a procedure of improvement of approximation that involves at each step solving
a linear equation for the Jacobi operator of the minimal surface. Unlike the el-
liptic case, in the current scenario it is necessary to obtain improvements of the
approximation error of arbitrary large order in powers of ε. After this approxi-
mation is obtained, an invertibility theory for the linearized operator that leads
to a fixed point scheme to find the desired result is devised. In obtaining linear
estimates many powers of ε are in principle lost. In fact if the surface is not well
chosen, Gronwall-type energy estimates may lose exponentially large terms in ε.
This is the reason why the arbitrarily high accuracy of the initial approximation is
needed. The linear energy estimates obtained do not seem to be suitable to employ
the outer-inner gluing scheme of [10, 11], whose space-decay estimates are mostly
based on maximum principle. This difficulty is overcome with the use of a global
system of coordinates adapted locally and remotely to the current setting.

Our approach uses the fact that the initial velocity of the minimal surface is zero.
Without this assumption, the natural initial surface in Fermi coordinates does not
correspond with t = 0 in the original coordinates. While that may not be necessary,
it is not obvious how to drop that element in the construction.

2. Construction of an approximation

2.1. The wave operator in Fermi coordinates. Let us consider a general
smooth, orientable n-dimensional timelike manifold Γ embedded in Rn+1 and let
N be a small tubular neighborhood of Γ defined by relation (1.7). We will find an
expression for the wave operator acting on functions u(x, t) with (x, t) ∈ N ,

2u = −∂2
t u+ ∆xu in N

when u is expressed in Minkowskian Fermi coordinates that we introduce next. All
points in N can be uniquely represented in the form

(x, t) = Y + zν(Y ), Y ∈ Γ, |z| < δ

provided that δ is taken sufficiently small.
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Let assume that Γ is compact and parametrized by a finite number of smooth
maps

y ∈ Λi ⊂ Rn 7→ Yi(y) ∈ Rn+1, i ∈ I,
so that

Γ =
⋃
i∈I

Yi(Λi).

We also use the convention y = (y0, . . . , yn−1). Let us define

I[u] =

∫∫
Rn+1

(|∇xu(x, t)|2 − |ut(x, t)|2) dx dt

where u(x, t) is a smooth function supported sufficiently close to a compact portion
of the manifold Γ. We write

∇u(x, t) =

[
∂tu(x, t)
∇xu(x, t)

]
.

Then

I[u] =

∫∫
Rn+1

∇u(x, t)TJ∇u(x, t) dx dt

Let us assume for the moment that u is supported close to one of the coordinate
patches Yi(Λi). Let us omit the subindex i in the pair (Λi, Yi) and consider local
coordinates in a neighborhood of Y (Λ) ⊂ Γ given by

(x, t) := Y (y) + zν(y), y ∈ Λ ⊂ Rn, |z| < δ

where we are just setting ν(y) := ν(Y (y)). We refer to (y, z) as Fermi coordinates
associated to the local coordinate system Y : Λ→ Γ. Let us write

v(y, z) = u(x, t), (x, t) = Y (y) + zν(y).

and

∇v(y, z) =

[
∇yv(y, z)
∂zv(y, z)

]
.

We use the following notation

Ya = ∂yaY + z∂yaν, a = 0, 1, . . . , n− 1; Yn = ν

and

gαβ(y, z) = 〈Yα, Yβ〉m, α, β = 0, . . . , n.

We will call g(y, z) the matrix of entries [g(y, z)]αβ = gαβ(y, z). We will also denote

gαβ(y, z) = [g(y, z)−1]αβ

and

g0
ab(y) = gab(y, 0), a, b = 0 . . . , n− 1.

Consistent with this, we will always tacitly assume that α, β, . . . run from 0 to n,
and a, b, . . . run from 0 to n− 1, and we will sum over repeated indices.

We introduce the matrix

B =
[
Y0 · · ·Yn

]
,

and we remark that BTJB = g. The definition of the Minkowskian normal ν = Yn
directly implies the following basic property of Fermi coordinates:

gan = gna = 〈Ya, ν〉m = 0 for a = 0, . . . , n− 1,

gnn = 〈ν, ν〉m = 1.
(2.1)
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From Chain rule we find

∇u(x, t) = BT ∇v(y, z), (x, t) = Y (y) + zν(y)

and hence

(∇u)TJ∇u = (∇v)TA−1∇v
where

A = BTJB = g (2.2)

and hence (using (2.1))

A−1 = g−1 = (gαβ)nα,β=0 =

[
(gab)n−1

a,b=0 0

0 1

]
.

A related observation is that√
|det g(y, z)| =

∣∣det
[
B
∣∣ ν ]∣∣ . (2.3)

Indeed, we have ∣∣det
[
B
∣∣ ν ] ∣∣ =

√
|detA|

where A is the matrix in (2.2) and (2.3) readily follows.
Then we find that

I[u] =

∫∫
Rn+1

∇vT g(y, z)−1∇v
√∣∣det g(z)

∣∣ dy dz
=

∫∫
Rn+1

gαβ(y, z) ∂αv ∂βv
√∣∣ det g(z)

∣∣ dy dz.
Taking a test function ϕ(x, t) supported within the range of validity of these local
coordinates we find

−1

2

d

dλ
I[u+ λϕ]

∣∣
λ=0

=

∫
Rn+1

2u(x, t)ϕ(x, t) dt dx.

Hence letting ψ(y, z) = ϕ(Y (y) + zν(y)) we find∫∫
Rn+1

2u(x, t)ϕ(x, t) dt dx =

∫∫
Rn+1

L[v](y, z)ψ(y, z)
√
|det g(y, z)| dy dz

=

∫∫
Rn+1

L[v]ϕdt dx

where

L[v] =
1√

|det g(y, z)|
∂α[
√
|det g(y, z)|gαβ(y, z)∂βv]. (2.4)

Recalling the form of (gαβ), this simplifies to

L[v] =
1√

|det g(y, z)|
∂a[
√
|det g(y, z)|gab(y, z)∂bv]+

1√
|det g(y, z)|

∂z(
√
|det g(y, z)|∂zv)

and gab(y, z) = [g(y, z)−1]ab. The following definition is in order. For a sufficiently
small z, the wave operator associated to a timelike manifold

Γz = {Y + zν(Y ) / Y ∈ Γ}

is given by

2Γz =
1√

|det g(y, z)|
∂a[
√
|det g(y, z)|gab(y, z) ∂b ]
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which acts on functions of the local coordinate y for Γz. The mean curvature in
the Minkowskian sense of the manifold Γz at the point Y (y) + zν(y) is defined by
the quantity

HΓz (y) = −1

2

∂

∂z
log |det g(y, z)|,

so that correspondingly the Minkowskian mean curvature of Γ at the point Y =
Y (y) is given by

HΓ(Y ) = −1

2

∂

∂z
log |det g(y, z)|

∣∣
z=0

(2.5)

For a function f defined on Γ we will write indistinctly f(Y ) or f(y) when Y = Y (y),
with reference to local coordinates.

In summary, we have proven the validity of the formula

2 = 2Γz + ∂2
z −HΓz∂z . (2.6)

At this point we establish the key definition.

Definition 1. A timelike hypersurface Γ in Rn+1 is said to be minimal in the
Minkowski sense if its Minkowski mean curvature given by (2.5) vanishes:

HΓ(Y ) = 0 for all Y ∈ Γ. (2.7)

In what follows we will always assume that Γ is minimal. We can then write

HΓz (y) = z aΓ(y) + z2bΓ(y, z) (2.8)

for some smooth functions aΓ,bΓ. The justification of the notation 2Γz comes
from the fact that the matrix g(y, z) defining the metric, and hence the operator
in local coordinates has all positive eigenvalues except one which is negative. This
is a consequence of the timelike character of the surface Γ. To see this, we check
that in the case of a non-vertical timelike plane in Rn+1. We can parametrize it in
the form

(x, t) = (y, α · y), y = (y1, . . . , yn)

where α = (α1, . . . , αn). A normal vector to this plane (in the Euclidean sense) is
(α,−1) and the timelike character clearly corresponds to the relation |α|2 > 1. In
this case we directly compute

(BTJB)ij = δij − αiαj .

We see that 1 is an eigenvalue of this matrix with multiplicity n−1, while its trace is
negative because of the timelike condition. Hence in addition, exactly one negative
eigenvalue is present. It follows from this fact and the compactness of Γ that (after
shrinking δ if necessary)

det g(y, z) ≤ −c < 0 everywhere in Γ× (−δ, δ). (2.9)

We will introduce in §3.1 local coordinates under which 2Γ truly becomes a wave
operator.
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2.2. Shift of coordinates and construction. Our purpose is to find a good
approximate solution for the equation

Sε(u) := ε22u+ f(u) = 0 (2.10)

valid in a small ε-independent neighborhood of the manifold Γ, that has a sharp
transition layer near Γ. More precisely, let us consider a heteroclinic w(ζ) as defined
in (1.3). Taking into account expression (2.6) for the wave operator and (2.8), we
see that equation (2.10) can be written as

Sε(u) = ε2∂2
zu+ f(u) + ε22Γzu− ε2(aΓ + zbΓ)z∂zu = 0,

where we write

u(y, z) = u(x, t) for (x, t) = Y (y) + zν(y).

We take as a first approximation, in the small neighborhood of Γ, |z| < δ, u0(x, t) =
w
(
z
ε

)
. In that region we get

Sε(u0) = −ε2(aΓ(y) + zbΓ(y, z))ζ∂ζw(ζ) |ζ=ε−1z = O(ε2e−
b|z|
ε )

for some b > 0. To be observed is that the fact that Γ is a Minkowskian minimal
surface yields that the order of approximation on the interface is ε times better.
As we will see, more than this: it will be possible to slightly modify u0 so that the

order of approximation is O(εke−
|z|
ε ) for any given k ≥ 2. Indeed, as we will see

one can find a function uk(y, z) that achieves this property in the region |z| < δ for
a small δ with the form

uk(x, t) = vk(y, ζ), ζ =
z

ε
− hk(y), (x, t) = Y (y) + zν(y) (2.11)

where
vk(y, ζ) = w(ζ) + φk(y, ζ), φk(y, ζ) = O(ε2e−|ζ|). (2.12)

For a given, sufficiently small function h defined on Γ and a function v(y, ζ) of the
form

u(x, t) = v(y, ε−1z − h(y)), (x, t) = Y (y) + zν(y).

we compute
Sε(u) = ε22u(x, t) + f(u(x, t)) = Sε(v, h)

where

Sε(v, h) := ∂2
ζv(y, ζ) + f(v(y, ζ)) + Lε(z, h)[v](y, ζ)

∣∣
z=ε(ζ+h(y))

,

Lε(z, h)[v] = ε22Γzv − ε22Γzh ∂ζv − εz(aΓ + zbΓ)∂ζv

+ ε2〈∇Γzh,∇Γzh〉∂2
ζv − 2ε2〈∇Γz∂ζv,∇Γzh〉

(2.13)

and we have denoted, for functions h1(y), h2(y),

〈∇Γzh1(y),∇Γzh2(y)〉 = gab(y, z)∂ah1(y)∂bh2(y).

We observe that the meaning of ζ in terms of the coordinates (y, z) does depend
on the particular choice of the function h. A similar expression in the elliptic
Allen-Cahn equation case was derived in [10, 11].

To construct a first approximation, we let v0(y, ζ) = w(ζ) + φ0(y, ζ). Choosing
h = 0 we get

Sε(v
0, 0) = ∂2

ζφ
0 + f ′(w)φ0 − ε2aΓ(y)ζw′(ζ)− ε3bΓ(y, εζ)ζ2w′(ζ)

+ ε22Γεζφ
0 − ε2

(
aΓ(y)ζ + εbΓ(y, εζ)ζ2

)
∂ζφ

0 +N(φ0),
(2.14)
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where

N(φ) = f(w(ζ) + φ)− f(w(ζ))− f ′(w(ζ))φ.

A basic property that we will use is that the equation

p′′(ζ) + f ′(w(ζ))p(ζ)− q(ζ) = 0, ζ ∈ [−R,R]

has the solution

p(ζ) = T [q(ζ)] := w′(ζ)

∫ ζ

−R
w′(s)−2

(∫ s

−R
q(τ)w′(τ)dτ

)
ds. (2.15)

We have that if ∫ R

−R
q(τ)w′(τ)dτ = 0, (2.16)

and for some numbers j ≥ 0, m ≥ 0,

|Djq(ζ)| ≤ (1 + |ζ|m)e−a|ζ|, ζ ∈ [−R,R],

where a =
√
W ′′(±1), then

|Djp(ζ)| ≤ Cj (1 + |ζ|m+1)e−a|ζ|, ζ ∈ [−R,R]. (2.17)

with Cj uniform in all large R. At this point we observe that since w the heteroclinic
is odd by assumption, q(ζ) = ζw′(ζ) satisfies (2.16) for any R > 0. We now let

φ0(y, ζ) = −ε2aΓ(y)T [ζw′(ζ)].

Using (2.17) we see that for j, l ≥ 0 we have

|Dl
yD

j
ζφ

0(y, ζ)| ≤ Cjlε
2 (1 + |ζ|)e−a|ζ|, |ζ| ≤ δ

ε
.

Moreover, the first three terms in expansion (2.14) are identically cancelled and the
resulting error gets one order smaller. Indeed, we directly check that

|Dl
yD

j
ζSε(v

0, 0)(y, ζ)| ≤ Cjlε
3 (1 + |ζ|2)e−a|ζ|, |ζ| ≤ δ

ε
.

We remark that a similar “improvement of approximation” was a key element in
the elliptic constructions in [10, 11]. This procedure can be continued inductively
but involves adjusting the function h(y) to get the orthogonality conditions (2.16)
satisfied. As we will see, such an adjustment will involve an equation for h that
involves the Jacobi-Minkowski operator of the minimal surface Γ. More precisely
we need to solve equations on Γ of the form

JΓ[h] := 2Γh+ aΓ(y)h = g in Γ

h = ∂th = 0 on Γ ∩ {t = 0}.
(2.18)

Lemma 2.1. Let g be a function of class C∞(Γ). Then Problem (2.18) has a
unique solution h which is also of class C∞(Γ). Moreover for each j ≥ 0 there are
numbers mj, Cj such that

‖Dj
yh‖L∞(Γ) ≤ Cj

mj∑
l=0

‖Dl
yg‖L∞(Γ).

The proof consists of reducing the problem to one for a standard wave-like op-
erator. We postpone it for the moment. Our main result in this section is the
following.
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Proposition 2.1. Given k ≥ 0 there exists smooth functions hk(y) and φk(y, ζ),
with φk defined in the set

D = {(y, ζ) : y ∈ Γ, − δ

2ε
< ζ <

δ

2ε
},

such that for all j, l ≥ 0

|Dl
yD

j
ζφ
k(y, ζ)| ≤ Cjlkε

2 (1 + |ζ|)e−a|ζ|, |Dl
yD

j
ζh
k(y, ζ)| ≤ Cjkε (2.19)

and for vk(y, ζ) = w(ζ) + φk(y, ζ) we have

|Dl
yD

j
ζSε(v

k, hk)| ≤ Cljk εk+3(1 + |ζ|k+2)e−a|ζ| in D. (2.20)

Proof. We proceed by induction. The case k = 0 has just been dealt with the choice
h0 = 0. Let us assume the existence of functions hk, φk as in (2.19)-(2.20). We
will make a choice for hk+1, φk+1 by Taylor expanding the error of approximation
associated to hk + h, φk + φ. In order to improve the approximation h has to
be chosen to satisfy certain solvability condition that allows to correctly chose the
term φ.

Let us consider two functions h(y) and φ(y, ζ) with the following properties: for
a certain k and each numbers j, l, there are constants Cljk, Cjk such that for all
sufficiently small ε we have

|Dl
ζD

j
yφ(y, ζ)| ≤ Cljkε

k+3(1 + |ζ|k+2)e−a|ζ|, (2.21)

|Dj
yh(y)| ≤ Cjkε

k+1. (2.22)

We explicitly find functions that satisfy constraints of this form such that hk+1 =
hk + h and φk+1 = φk + φ reduce the error, thus completing the induction step.

We consider a partial Taylor expansion in the region D, of the form

Lε(ε(ζ + hk + h), hk + h)[vk + φ] = Lε(ε(ζ + hk), hk)[vk]

+
(
Lε(ε(ζ + hk + h), hk + h)− Lε(ε(ζ + hk), hk)

)
[vk]

+ Lε(ε(ζ + hk + h), hk + h)[φ]

= Lε(ε(ζ + hk), hk)[vk] + ε2[2Γh + aΓh]∂ζw

+ Θ1(h, φ).

Directly using the definition of Lε in (2.13) and the assumptions in h and φ we
check that the remainder Θ1(h, φ) satisfies

|Dl
ζD

j
yΘ1(h, φ)| ≤ Cljkε

k+4(1 + |ζ|k+3)e−|ζ| (2.23)

for some constants relabeled Clj . Hence we find

Sε(v
k + φ, hk + h)

= ∂2
ζφ+ f ′(w(ζ))φ+ Sε(v

k, hk) + ε2[2Γh + aΓh]∂ζw + Θ(h, φ)
(2.24)

where Θ is a remainder that satisfies an estimate of the form (2.23). Next we choose
the function h: We consider h(y) such that the following relation holds.∫ δ

2ε

− δ
2ε

E(y, ζ) ∂ζw(ζ) dζ = 0 for all y ∈ Γ. (2.25)

where
E(y, ζ) = Sε(v

k, hk)(y, ζ) + ε2[2Γh(y) + a(y)h(y)]∂ζw(ζ),
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We can write this equation in the form

JΓ[h](y) = 2Γh(y) + aΓ(y)h(y) = g(y) on Γ

where the function g(y) satisfies that for each j ≥ 0

|Dj
yg(y)| ≤ Cjkε

k+1 in Γ

Assuming the initial conditions h = ∂th = 0 on Γ∩{t = 0} we see from Lemma 2.1
that a unique solution h of this problem exists which also satisfies a bound of the
form (2.22). Now, we choose φ(y, ζ) to be the solution of the equation

∂2
ζφ+ f ′(w(ζ))φ+ E(y, ζ) = 0, |ζ| < δ

ε

given by

φ(y, ζ) = T [E(y, ζ)]

with T as in (2.15). Using Estimate (2.17) we get that φ satisfies the bounds

|Dl
yD

j
ζφ(y, ζ)| ≤ Cjlkε

k+3 (1 + |ζ|k+2)e−|ζ|, |ζ| ≤ δ

ε
.

With these choices of h and φ made, we indeed have the validity of (2.21). Hence
setting vk+1 = vk + φ, hk+1 = hk + h we get

Sε(v
k+1, hk+1) = Θ(h, φ)

which satisfies bounds (2.23). The induction is thus complete and the proposition
follows. �

2.3. The global approximation. We have built in Proposition 2.1 an approxi-
mation to a solution of Sε(u) =0 of the form

ukε(x, t) = w(ε−1z − hk(y)) + φk(y, ε−1z − hk(y)), (x, t) = Y (y) + zν(y), (2.26)

which is only defined in the small neighborhood N of Γ. We can obtain a globally
defined approximation by just interpolating with the function I defined in (1.8)
as follows. Let us consider a smooth, nonnegative cut-off function η(s) such that
η(s) = 1 for s < 1 and = 0 for s > 2, and set

χ0(x, t) = η

(
|z|
r

)
, (2.27)

where 2r < δ and this function is understood as zero whenever (x, t) is outside the
neighborhood of Γ of points with coordinate |z| < δ and r is a sufficiently small
number which we will specify at the beginning of Section 4. Then we define

u∗ε(x, t) := χ0(x, t)ukε(x, t) + (1− χ0(x, t))I(x, t) (2.28)

where the number k will be chosen sufficiently large.
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3. Further coordinate systems

3.1. A canonical coordinate system in Γ. Let us consider a timelike manifold
Γ endowed with local parametrizations

(Yl,Λl), l = 1, . . . ,m.

The tangent space to Γ at the point Y = Yl(y) is the n-dimensional space

TY Γ = Span {∂iYl(y) / i = 0, . . . , n− 1}.

We denote by Γt the t-section of Γ, namely

Γt = Γ ∩ {(x, t) /x ∈ Rn}

We claim that if Γt is nonempty, it is a n−1 dimensional smooth manifold. Indeed,
writing

Yl(y) = (tl(y), xl(y)), y ∈ Λl ⊂ Rn. (3.1)

Then Γt is locally parametrized by the equations tl(y) = t. This set is a smooth
manifold. In fact, ∇ytl(y) 6= 0. Indeed, if ∇yt(y) = 0 we would have that TY Γ at
Y = Yl(y) is just {0}×Rn. Hence an Euclidean normal vector is e0 = (1, 0, . . . , 0).
That contradicts the timelike condition. The section Γt has a n − 1-dimensional
tangent space TY Γt contained in {0} × Rn. We consider a vector E(Y ) ∈ TY Γ
which lies in the orthogonal complement of TY Γt. We make the unique choice of
this vector with

E(Y ) · e0 = 1. (3.2)

The map Y ∈ Γ 7→ E(Y ) ∈ TY Γ defines a smooth vector field on Γ which we will use
to define a natural system of local coordinates that will be helpful for computations.

Natural coordinates on Γ are those associated to flow lines for the vector field
E. These are the trajectories of the differential equation on the manifold Γ

dY

ds
(s) = E(Y (s)), Y (s) ∈ Γ. (3.3)

The meaning of this equation is given by local coordinates as Y (s) = Yl(y(s)),
where y(s) ∈ Λl ⊂ Rn solves the system of equations

DYl(y(s))[
dy

ds
] = E(Yl(y(s)))

or equivalently the system of ODEs

dy

ds
(s) = F (y(s))

where

F (y) = [(DYl(y))T (DYl(y))]−1(DYl(y))TE(Yl(y)).

For each point Y 0 = (0, x0) ∈ Γ0, Equation (3.3) has a unique solution Y (s) with
Y (0) = Y 0 which we denote as Y (s, x0). To be observed is that by condition (3.2)
and equation (3.3), this function has the form

Y (t, x0) = (t,X(t;x0))

where X is a smooth function with values in Rn and X(0;x0) = x0.
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Using this map we can define local coordinates on Γ just based on coordinates
on Γ0. We regard Γ0 as a n− 1 dimensional manifold in {0} × Rn. We consider a
family of smooth maps X0

l : Vl ⊂ Rn−1 → Rn with the functions

y′ = (y1, . . . , yn−1) ∈ Vl 7→ (0, X0
l (y′)) ∈ Γ0

defining local coordinates for Γ0. Then the following maps define local coordinates
that parametrize entire Γ. We let T > 0 be any number such that Γs is nonempty
for all 0 ≤ s ≤ T and define

Λl = [0, T ]× Vl, l = 1, . . . ,m

and consider the maps Yl defined as

Yl(y0, y
′) = Y (y0, X

0
l (y′)) = (y0, X(y0, X

0
l (y′))) (3.4)

Let us consider the Minkowski metric g0(y) associated to this parametrization,
defined on Γ as

g0
ab(y) := 〈∂aYl(y), ∂bYl(y)〉m, a, b = 0, . . . n− 1. (3.5)

Lemma 3.1. The following properties of the metric g0 defined above hold:

g0
0a = 0, a = 1, . . . n− 1, (3.6)

g0
00 < 0. (3.7)

The matrix ḡ0 with coefficients

[ḡ0]ij = g0
ij i, j = 1, . . . n− 1

is positive definite.

Proof. To be noticed is that for a = 1, . . . , n − 1 and Y = Yl(y) we have that
∂aYl ∈ TY Γt and ∂0Yl = E(Y ).

Since J∂aYl = ∂aYl, then by definition of E we have that

g0a = 〈∂0Yl, ∂aYl〉m = 0, a = 1, . . . n− 1.

Next, let us observe that for i, j = 1, . . . , n− 1 we have that

〈∂iYl, ∂jYl〉m = ∂iXl · ∂jXl.

where, in agreement with (3.4), Xl(y0, y
′) = X(y0, X

0
l (y′)). Besides the n − 1

vectors ξi(t) := ∂iXl(t, y
′) are linearly independent. This follows from the fact that

all vectors ξi(t) are solutions of a linear system of the form

dξi
dt

(t) = A(t)[ξi(t)].

They are linearly independent at t = 0 since they are associated to local coordinates
for the manifold Γ0, and that property is preserved in time. Let Ξ(t) be the matrix
whose columns are ξi(t). Then the matrix

ḡ0(y0, y
′) = Ξ(y0)TΞ(y0)

is non-singular, in fact positive definite.
Finally, (3.6) and the positive definiteness of ḡ0 implies that g00 and det g have

the same sign, so (3.7) follows from (2.9).
The proof is concluded. �
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A nice characteristic of the local coordinates built above is that they allow to
express the 2Γ operator in a clean way as a second order wave operator. That leads
to a clean proof of Lemma 2.1

3.2. Proof of Lemma 2.1. We want to solve the equation

2Γh+ aΓh = q in Γ

h = ∂th = 0 on Γ ∩ {t = 0}. (3.8)

for a given function g. In local coordinates around Λl = [0, T ]× Vl the equation is
expressed as

1√
|det g0(y)|

∂a(
√
|det g0(y)|g0,ab(y)∂bh) + aΓ(y)h = q(y) (3.9)

As customary we write g0,ab(y) for the entries of the matrix (g0(y))−1. From the
previous lemma, we see that

(g0(y))−1 =

[
(g0

00(y))−1 0
0 (ḡ0(y))−1

]
.

and hence, naturally relabeling y = (t, y′), (3.9) can be written in the coordinate
patch [0, T ]× Vl in the form

−∂2
t h+ aij(t, y

′)∂ijh+ b0(t, y′)∂th+ bi(t, y
′)∂ih+ āΓ(t, y′)h = Q(t, y′),

(t, y′) ∈ [0, T ]× Vl,
h(0, y′) = ht(0, y

′) = 0, y′ ∈ Vl.
(3.10)

for certain coefficients bα, where

aij(t, y
′) = g0

00(t, y′) g0,ij(t, y′),

āΓ(t, y′) = g0
00(t, y′) aΓ(t, y′),

Q(t, y′) = g0
00(t, y′) q(t, y′).

The matrix with entries aij(t, y) is uniformly positive definite. If we consider a
smooth bounded domain Ω̄ ⊂ Vl and restrict equation (3.10) to Ω with zero bound-
ary conditions, the standard theory for linear wave equations based on energy esti-
mates, as developed in [14], Section 7.2 yields existence and regularity with uniform
controls in Sobolev spaces of arbitrary order in terms of corresponding norms of Q.
Existence of a solution of the full problem (3.8) follows from a standard argument
using a partition of unity on Γ, while uniqueness is a byproduct of energy identities.
That solution clearly has uniform controls as stated thanks to Sobolev embeddings.
The proof is complete.

3.3. modified Fermi coordinates. In our later arguments, we will need to glue
together estimates close to and far from Γ. In order to do this, it is convenient
to introduce a new coordinate system in a neighborhood of Γ. These will coincide
with Fermi coordinates near Γ and farther from Γ, they will have the property that
the timelike variable coincides with the t variable of standard (x, t) coordinates.
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We will mostly1 abuse notation somewhat and not distinguish between Fermi
coordinates and modified Fermi coordinates. Thus we will continue to write the co-
ordinates as (y, z), where y = (y0, y

′) = (y0, . . . , yn−1). Similarly, we will generally
write gαβ to denote the metric tensor with respect to these coordinates.

To state the main properties of this coordinate system, we first need to introduce
some notation. Let

Yl : Λl → Γ, l = 1 . . . ,m for Λl = [0, T ]× Vl (3.11)

be the canonical local parametrizations fixed in Section 3.1. With this notation,
given T1 < T , the modified Fermi coordinate system will be defined locally via

(x, t) = Φl(y, z), (y, z) ∈ [0, T1]× Vl × (−δ1, δ1)

for some map Φl : [0, T1]×Vl×(−δ1, δ1)→ R1+n and some δ1 ≤ δ, both constructed
in the proof of Lemma 3.2 below. We will choose these maps to be independent of
l in the sense that

if Yl(y) = Yk(ỹ) for y ∈ Λl and ỹ ∈ Λk, then Φl(y, z) = Φk(ỹ, z). (3.12)

This implies that {Φl}l will induce a well-defined function

Φ : [0, T1]× Γ0 × (−δ1, δ1)→ R1+n

defined by setting Φ(y0, X
0
l (y′), z) := Φl(y0, y

′, z). We will abuse notation some-
what and write Φ to mean either this function or else its representative Φl with
respect to a generic local parametrization X0

l : Vl → Γ0, depending on the context.

We will use the notation
[
gαβ

]n
α,β=0

for components of the metric tensor in

local coordinates:

gαβ(y, z) := 〈∂Φl
∂yα

,
∂Φl
∂yβ
〉
m

, α, β = 0, . . . , n, with
∂

∂yn
:=

∂

∂z
.

Similarly,
[
gαβ

]n
α,β=0

denotes the inverse metric tensor.

Lemma 3.2. There exists coordinates as described above and numbers r2 < r1 ≤
δ1/2 with the following properties.

First, Φ(y, z) = Y (y)+zν(y) for |z| < r2, where Y is the canonical parametriza-
tion of Γ from (3.4), and thus

g0i = g0i = O(|z|) for i = 1, . . . , n

gan = gan = 0 for i = 0, . . . , n− 1

gnn = gnn = 1

 when |z| < r2 (3.13)

and
∂

∂z
det(g(y, z))

∣∣∣∣
z=0

= 0 . (3.14)

Second,

y0 = t when (x, t) = Φ(y, z), if

{
|z| ≥ r1 or

y0 = 0.
(3.15)

Finally,
g00, g

00 < 0[
gij

]n
i,j=1

,
[
gij

]n
i,j=1

are positive definite

}
(3.16)

1except in the proof of Lemma 3.2 in Appendix A, in which we need to distinguish carefully

between the different coordinate systems.
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everywhere in [0, T1]× Vl × (−δ1, δ1) for all l.

We defer the proof to Appendix A. Conclusions (3.13) and (3.14) will be imme-
diate from our construction and from properties of Fermi coordinates noted above.
Properties (3.15) will be useful when we patch together energy estimates near and
far from Γ. Condition (3.16) is the point in the proof that requires the most at-
tention. It is needed to guarantee coercivity of energy estimates computed with
respect to this coordinate system.

4. Linear theory

We are interested in linear estimates associated to the operator

Lε[ϕ] := 2ϕ+
1

ε2
f ′(u∗ε)ϕ (4.1)

obtained by linearizing (1.1) around the global approximate solution u∗ε constructed
in Sections 2.2 and 2.3. We first introduce some notation.

Recall that the construction of modified Fermi coordinates introduced induces a
map Φ : [0, T1]× Γ0 × (−δ1, δ1)→ R1+n. For s ∈ [0, T1] we will write

Σnrs := {Φ(s, y′, z) : y′ ∈ Γ0, |z| < δ1},
Our standing assumptions imply that Γs = {Φ(s, y′, 0) : y′ ∈ Γ0} divides {s} × Rn
into two disjoint open components, say O+

s and O−s , with O−s being bounded. The
same thus holds for Γs,z := {Φ(s, y′, z) : y′ ∈ Γ0} whenever r1 ≤ |z| < δ1, since then
(3.15) imples that Γs,z is a subset of {s}×Rn that retracts onto Γs. For s ∈ [0, T1]
we define

Σ−s := the bounded component of ({s} × Rn) \ Γs,−r1

Σ+
s := the unbounded component of ({s} × Rn) \ Γs,r1

Σfars := Σ+
s ∪ Σ−s

Σs := Σnrs ∪ Σfars

Σ := ∪s∈[0,T1]Σs .

For 0 < ρ ≤ δ1 we will also use the notation

Nρ = {Φ(y0, y
′, z) : (y0, y

′, z) ∈ [0, T1]× Γ0 × (−ρ, ρ)}. (4.2)

Next, we specify that the cutoff function χ0 in the definition of u∗ε in (2.28).
satisfies

χ0 = 1 in Nr2/4, χ0 = 0 in Σ \ Nr2/2. (4.3)

The exponential rate of approximation of the local approximate solution ukε in
(2.26) towards ±1 away from Γ, as well as that of its derivatives, and the fact the
derivatives of the cut-off involved in the definition of u∗ε, imply that for every l we
have,

sup
Nδ1
|Dl(ukε − u∗ε)| ≤ Ce−c/ε

for suitable constants C, c (depending on l).
Hence in Nδ1 , writing u∗ε as a function of modified Fermi coordinates (y, z),

u∗ε(y, z) = wε(y, z) + φ(y, z), wε(y, z) = w
(z
ε
− h(y)

)
(4.4)

where w is the heteroclinic (1.3) and h, φ satisfy (2.19). We will prove
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Proposition 4.1. Given a smooth function η ∈ L2(Σ) and smooth data (ϕ0, ϕ1) ∈
H1×L2(Rn), there exists a smooth solution ϕ : Σ→ R to the initial value problem

Lε[ϕ] = η in Σ, (ϕ, ∂tϕ)
∣∣∣
t=0

= (ϕ0, ϕ1). (4.5)

In addition, there exist C, ε0 > 0, depending only on Γ and T1 and δ1, such that for
every s ∈ [0, T1] and ε ∈ (0, ε0), we have the estimate∫

Σs

ε2
(
|∇xϕ|2 + (∂tϕ)2]

)
+ ϕ2

≤ C
∫ s

0

(∫
Σσ

η2
)
dσ + C

∫
Rn

[
|∇xϕ0|2 + |ϕ1|2 +

1

ε2
ϕ2

0

]
dx.

(4.6)

In (4.6), the integrals over Σs are with respect to the induced Euclidean n-
dimensional volume. (In fact we will employ a variety of different n-forms in our
arguments, but all of them are uniformly comparable to the Euclidean n-volume.)

The point of the proposition is the estimate; existence of a solution is standard
and we will not discuss it.

Note that even when η = 0, the estimate as stated allows the terms on the
left-hand side to be larger by a factor of ε−2 than the corresponding terms on
the right-hand side. In fact our proof yields a sharper estimate, see Remark 4.1.
However, (4.6) is sufficient for our later purposes.

Proof of Proposition 4.1. 1. Our overall aim is to construct some quantity E(s)
that controls the left-hand side of (4.6), and that satisfies a differential inequal-
ity allowing for the application of Grönwall’s inequality. This quantity will be
constructed by integrating an energy density over Σs with respect to well-chosen
n-forms. We will treat Σnrs and Σfars separately.

We start by describing the n-form we will employ on Σnrs . First, fix a volume form
on Γ0, which we will write in local coordinates as ω0(y′)dy′. Let χnr : R → [0, 1]
be a smooth function such that

−C(r1) ≤ ∂zχnr ≤ 0, χnr(z) = 1 for |z| ≤ r1, χnr(z) = 0 for |z| ≥ 2r1

for r1 defined in (3.15). Then we define ωnrs to be the n-form on Σnrs written in
local coordinates as

ωnrs = ω0(y′)χnr(z)dy′ dz.

Thus for any s ∈ [0, T1] and function f = f(s, y′, z) on Σnrs
∼= {s} × Γ0 × (−δ1, δ1),∫

Σnrs

fωnrs =

∫ δ1

−δ1

∫
y′∈Γ0

f(s, y′, z)ω0(y′)dy′ χnr(z) dz.

We next define ωfars as the n-form on Σfars written in (x, t) coordinates as

ωfars := χfar(s, x) dx

where χfar ∈ C∞(O) satisfies

χfar = 1 outside of Nδ1
and in Nδ1 , writing χfar as a function of modified Fermi coordinates (y, z),

χfar(y, z) = 1− χnr(z).
Finally we will define ωs := ωfars + ωnrs , an n-form on Σs that is uniformly compa-
rable to the induced Euclidean n-volume.
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2. We now derive an energy identity in modified Fermi coordinates near Γ. In
doing so, we will write the solution ϕ of (4.5) as a function of modified Fermi
coordinates (y, z), and we will identify ∂

∂yn
with ∂

∂z . In these coordinates, we find2

from (2.4) that (4.5) has the form

1√
|det g|

∂

∂yα

(√
|det g|gαβ ∂ϕ

∂yβ

)
+

1

ε2
f ′(u∗ε)ϕ = η.

We rewrite this as

1

ω0

∂

∂yα

(
ω0gαβ

∂ϕ

∂yβ

)
+ bβ

∂ϕ

∂yβ
+

1

ε2
f ′(u∗ε)ϕ = η,

for

bβ :=
ω0√
|det g|

gαβ
∂

∂yα

(√
|det g|
ω0

)
.

We multiply this equation by ∂y0ϕ and rewrite. This gives rise to a number of
terms. An easy term is

ε−2f ′(u∗ε)ϕ
∂ϕ

∂y0
= ε−2 ∂

∂y0

(
1

2
f ′(u∗ε)ϕ

2

)
− ε−2ϕ

2

2

∂

∂y0
(f ′(u∗ε)),

The error term bβ∂βϕ∂0ϕ we keep as it is. The leading term is rewritten as follows:

1

ω0

∂

∂yα

(
ω0gαβ

∂ϕ

∂yβ

)
∂ϕ

∂y0
=

1

ω0

∂

∂yα

(
ω0gαβ

∂ϕ

∂yβ

∂ϕ

∂y0

)
− gαβ ∂ϕ

∂yβ

∂2ϕ

∂yα∂y0

=
1

ω0

∂

∂yα

(
ω0gαβ

∂ϕ

∂yβ

∂ϕ

∂y0

)
− 1

2

∂

∂y0
(gαβ

∂ϕ

∂yβ

∂ϕ

∂yα
)

+
1

2

∂gαβ

∂y0

∂ϕ

∂yβ

∂ϕ

∂ya
.

We substitute these computations into the equation, write ∂
∂yα

(· · · ) as ∂
∂y0

(· · · )+
∂
∂yi

(· · · ), where i runs from 1 to n, and rearrange to obtain

∂

∂y0

(
−g0β ∂ϕ

∂yβ

∂ϕ

∂y0
+

1

2
gαβ

∂ϕ

∂yα

∂ϕ

∂yβ
− 1

2ε2
f ′(u∗ε)ϕ

2

)
(4.7)

=
1

ω0

∂

∂yi

(
ω0giβ

∂ϕ

∂yβ

∂ϕ

∂y0

)
+

1

2
(
∂

∂y0
gαβ)

∂ϕ

∂yα

∂ϕ

∂yβ

− ϕ2

2ε2

∂

∂y0
(f ′(u∗ε)) + bβ

∂ϕ

∂yβ

∂ϕ

∂y0
− η ∂ϕ

∂y0
.

We introduce the tensor (aαβ), defined by

a00 = −g00, a0i = ai0 = 0 aij = gij (4.8)

for i, j = 1, . . . , n. It is then easy to check that (aαβ) is positive definite, and that

− g0βξ0ξβ +
1

2
gαβξαξβ =

1

2
aαβξαξβ for all ξ. (4.9)

2In the discussion that contains (2.4), we were interested in Fermi coordinates, but (2.4) is
completely general, and the particular choice of coordinates was used only later. In any case this

is standard.
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Note also that the quadratic form aab∂aϕ∂bϕ does not depend on the choice of
local coordinates on Γ0. We will write

enrε (ϕ) =

(
1

2
aαβ

∂ϕ

∂yα

∂ϕ

∂yβ
− f ′(u∗ε)

ϕ2

2ε2

)
. (4.10)

With this notation, (4.7) becomes

∂

∂y0

(
enrε (ϕ)

)
=

1

ω0

∂

∂yi

(
ω0giβ

∂ϕ

∂yβ

∂ϕ

∂y0

)
+

1

2
(
∂

∂y0
gαβ)

∂ϕ

∂yα

∂ϕ

∂yβ

− ϕ2

2ε2

∂

∂y0
(f ′(u∗ε)) + bβ

∂ϕ

∂yβ

∂ϕ

∂y0
− η ∂ϕ

∂y0
.

(4.11)

We will also write

Enrε (s;ϕ) = Enrε (s) =

∫
Σnrs

enrε (ϕ) ωnrs =

∫
Σnrs

enrε (ϕ)ω0(y′)χnr(z)dy′ dz

3. We will next integrate (4.11) with respect to the n-form ωnrs over Σnrs . First
note that since ω0 and χnr are independent of y0,∫

Σnrs

∂

∂y0

(
enrε (ϕ)

)
ωnrs =

∫ δ1

−δ1

∫
Γ0

∂

∂y0

(
enrε (ϕ)

)
χnr(z)ω0(y′) dy′ dz

∣∣∣
y0=s

=
d

ds
Enrε (s).

Next, for every z ∈ (−δ1, δ1), let X(·; z) denote the vector field on Γ0 whose ith

component in local coordinates on Γ0 is given by Xi(y′) = giβ ∂ϕ
∂yβ

∂ϕ
∂y0

(s, y′, z). For

every fixed z, s, the divergence of X(s, ·, z) on Γ0 with respect to the n − 1- form
ω0(y′)dy′ is

divω0 X =
1

ω0

n−1∑
i=1

∂

∂yi
(ω0Xi).

Since Γ0 is a compact manifold without boundary,
∫

Γ0
(divω0 X) ω0(y′)dy′ = 0.

Thus∫
Σnrs

1

ω0

∂

∂yi

(
ω0giβ

∂ϕ

∂yβ

∂ϕ

∂y0

)
ωnrs =

∫ δ1

−δ1

∫
Γ0

∂

∂z

(
ω0gnβ

∂ϕ

∂yβ

∂ϕ

∂y0

)
dy′ χnr(z) dz

∣∣∣
y0=s

= −
∫ δ1

−δ1

∫
Γ0

gnβ
∂ϕ

∂yβ

∂ϕ

∂y0
(χnr)′(z)ω0(y′)dy′ dz

∣∣∣
y0=s

.

By integrating (4.11) we thus obtain

d

ds
Enrε (s) = −

∫ δ

δ1

∫
Γ0

gnβ
∂ϕ

∂yβ

∂ϕ

∂y0
(χnr)′(z)ω0(y′)dy′dz

∣∣∣
y0=s

+

∫
Σnrs

(
− ∂

∂y0
(f ′(u∗ε))

ϕ2

2ε2
+ bβ

∂ϕ

∂yβ

∂ϕ

∂y0

)
ωnrs

+

∫
Σnrs

(
1

2
(∂0g

αβ)
∂ϕ

∂yα

∂ϕ

∂yβ
− η

∂ϕ

∂y0

)
ωnr.

(4.12)

4. We next derive a (completely standard) parallel identity far from Γ.
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The counterpart of (aαβ), defined as in (4.8), but starting from the Minkowski
metric tensor J in standard (x, t) coordinates, is just the identity tensor (δab). We
thus define

efarε (ϕ) :=
1

2

[
(∂tϕ)2 + |∇xϕ|2 − f ′(u∗ε)

ϕ2

ε2

]
=

1

2

[
(∂tϕ)2 + |∇xϕ|2 +

σ

ε2
ϕ2
]

where σ = −f ′(±1) and we have used the fact that u∗ε = ±1 in Σfar. We also set

Efarε (s;ϕ) := Efarε (s) =

∫
Σfars

efarε (ϕ) ωfars .

Then arguments like those in the derivation of (4.12), but significantly easier, lead
to the identity

d

ds
Efarε (s) = −

∫
Σfars

∂ϕ

∂t

∂ϕ

∂xi

∂χfar

∂xi
dx+

∫
Σfars

efarε (ϕ)
∂χfar

∂t
dx (4.13)

+

∫
Σfars

− η ∂ϕ
∂y0

χfar(s, x) dx.

5. As mentioned earlier, we plan to construct a quantity E(s) which satisfies
a differential inequality allowing for the application of Grönwall’s inequality. This
will have the form

E(s) := Enrε (s) + Efarε (s) +
C

ε

∫
Γ0

γ(s, y′)2ω0(y′)dy (4.14)

where γ : Γ→ R is a function defined in (4.19) below, arising as a component in a
decomposition of ϕ, and C is also fixed below. These are needed to guarantee that
E(s) bounds suitable norms of ϕ; this is not completely straightforward, since the
quantity −ε−2f ′(u∗ε)ϕ

2 appearing in Enrε (s) is negative in places.
We next derive the relevant bounds. In doing so, we will define γ and fix the

constant C in (4.14).
It is convenient to decompose Enrε (s) into pieces. Recall from Lemma 3.2 that

modified Fermi coordinates coincide with actual Fermi coordinates in Nr2 . To take
advantage of this, we fix χ1 : R→ [0, 1] to be a smooth function such that

|∂zχ1| ≤ C(r2), χ1(z) = 1 for |z| ≤ 1

2
r2 , χ1(z) = 0 for |z| ≥ r2 .

We then split Enr(s) into two pieces as follows.

I1 :=

∫
Σnrs

enrε (ϕ)χ2
1(z)ωnrs , I2 :=

∫
Σnrs

enrε (ϕ)(1− χ2
1(z))ωnrs .

Concerning I2, we only note that we have arranged in (2.28), (4.3) that u∗ε = ±1,
and hence −f ′(u∗ε) = σ when |z| ≥ r2/2, so

I2 =
1

2

∫
Σnrs

(
aαβ∂αϕ∂βϕ+

σ

ε2
ϕ2
)

(1− χ2
1(x))ωnrs . (4.15)

Next, it follows from (4.8) and properties of Fermi coordinates, see (3.13), that

I1 =
1

2

∫
Γ0

∫ r2

−r2

(
aab∂aϕ∂bϕ+ (∂zϕ)2 − 1

ε2
f ′(u∗ε)ϕ

2

)
χ2

1(z)ω0(y′) dz dy′.
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(For the duration of the estimate of I1, all integrals are evaluated at y0 = s.) We
define ϕ̄(y′, z) := ϕ(y′, z)χ1(z). Then

I1 =
1

2

∫
Γ0

∫ r2

−r2
aab∂aϕ̄ ∂bϕ̄ ω0(y′) dz dy′

+
1

2

∫
Γ0

∫ r2

−r2

(
(∂zϕ̄)2 − 1

ε2
f ′(u∗ε)ϕ̄

2

)
ω0(y′) dz dy′

−
∫

Γ0

∫ r2

−r2

(
1

2
(χ′1)2ϕ2 + χ1 χ

′
1 ϕ∂zϕ

)
ω0(y′) dz dy′

= I1,1 + I1,2 − I1,3. (4.16)

It is clear that I1,1 is positive definite. We write ϕ∂zϕ = 1
2∂z(ϕ

2) and integrate by
parts to obtain

|I1,3| ≤ C
∫

Γ0

∫ r2

−r2
ϕ2ω0(y′)χnr(z) dz dy′ . (4.17)

Since ϕ2 = χ2
1ϕ

2 + (1− χ2
1)ϕ2 = ϕ̄2 + (1− χ2

1)ϕ2, it follows from (4.15) that

|I1,3| ≤ C
(
ε2I2 +

∫
Γ0

∫ r2

−r2
ϕ̄2ω0(y′) dz dy′

)
.

We now split ϕ̄ as

ϕ̄(y, z) := ϕ̄⊥(y, z) + γ(y)∂zwε(y, z), (4.18)

where wε(y, z) = w( zε − h(y)) and

γ(y) :=
ε

Ξ

∫
R
ϕ̄(y, z)∂zwε(y, z)dz, Ξ :=

∫
R
w′2(ζ)dζ. (4.19)

The definition implies that ∫
R
ϕ̄⊥(y, z)∂zwε(z)dz = 0 (4.20)

for all y and hence that∫
Σnrs

ϕ̄2ωnrs =

∫
Γ0

∫
R

(ϕ̄⊥)2ω0(y′) dz dy′ +
Ξ

ε

∫
Γ0

γ2ω0(y′)dy′. (4.21)

In terms of ϕ̄⊥ and γ, our above estimate of I1,3 takes the form

|I1,3| ≤ Cε2I2 + C

∫
Γ0

∫
R

(ϕ̄⊥)2dz ω0(y′) dy′ +
C

ε

∫
Γ0

γ2ω0(y′)dy′ . (4.22)

Turning to I1,2, and omitting “dz” and “ω0(y′)dy′” when no confusion can result,
we now set f ′(u∗ε) = f ′(±1) = σ for |z| ≥ r2, and we rewrite

I1,2 =
1

2

∫
Γ0

∫
R
(∂zϕ̄

⊥)2 − 1

ε2
f ′(u∗ε)(ϕ̄

⊥)2

+

∫
Γ0

∫
R
γ ∂2

zwε ∂z(ϕ̄
⊥ +

γ

2
∂zwε)−

1

ε2
f ′(u∗ε)γ∂zwε(ϕ̄

⊥ +
γ

2
∂zwε).

= I1,2,1 + I1,2,2.

We integrate by parts in the z variable and use the fact that ∂3
zwε+ε

−2f ′(wε)∂zwε =
0 to find that

I1,2,2 =

∫
Γ0

∫
R

1

ε2
(f ′(wε)− f ′(u∗ε)) γ ∂zwε (ϕ̄⊥ +

γ

2
∂zwε).
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It follows from (4.4), (2.19) that |f ′(wε) − f ′(u∗ε)| ≤ Cε2 everywhere, and as a
result,

|I1,2,2| ≤ C
∫

Γ0

∫
R

(|γ∂zwε| |ϕ̄⊥|+ γ2(∂zwε)
2) ≤ C

ε

∫
Γ0

γ2 + C

∫
Γ0

∫
R
(ϕ̄⊥)2. (4.23)

Next, because
∫
ϕ̄⊥∂zwε = 0, it follows from (1.4) that there exists some c > 0

such that ∫
R

(∂zϕ̄
⊥)2 − 1

ε2
f ′(wε)(ϕ̄

⊥)2 dz ≥ c
∫
R

(∂zϕ̄
⊥)2 +

1

ε2
(ϕ̄⊥)2dz

for every y′. Arguing as with (4.23), we infer that

I1,2,1 ≥ c
∫

Γ0

∫
R

(∂zϕ̄
⊥)2 +

1

ε2
(ϕ̄⊥)2 ω0(y′) dz dy′

+
1

2

∫
Γ0

∫
R

1

ε2
(f ′(wε)− f ′(u∗ε))(ϕ̄⊥)2 ω0(y′) dz dy′

≥ c
∫

Γ0

∫
R

(∂zϕ̄
⊥)2 +

1

ε2
(ϕ̄⊥)2 ω0(y′) dz dy′ (4.24)

for ε sufficiently small.
Next, we consider I1,1. By compactness, there exists some c > 0 such that, if we

write aab0 (y) := aab(y, 0), then for every ξ = (ξ0, . . . , ξn−1) ∈ Rn,

caab0 (y)ξaξb ≤ aab(y, z)ξaξb ≤ c−1aab0 (y)ξaξb for all (y, z) ∈ [0, T1]×Γ0×(−δ1, δ1).

Then noting that ∂b∂zwε(y, z) = − 1
εw
′′( zε − h(y))∂bh(y) = −ε ∂zzwε ∂bh,

I1,1 ≥
c

2

∫
R

∫
Γ0

aab0 (y)
[
∂aϕ̄

⊥ ∂bϕ̄
⊥ + ∂aγ ∂bγ(∂zwε)

2 + ε2γ2 (∂zzwε)
2 ∂ah ∂bh

]
ω0(y′)dy′dz

+ c

∫
R

∫
Γ0

aab0 (y)[∂aϕ̄
⊥∂b γ ∂zwε − ε ∂aϕ̄⊥γ ∂zzwε ∂bh]ω0(y′)dy′dz

− c
∫

Γ0

∫
R
aab0 γ ∂aγ∂bhε ∂zwε ∂zzwε ω

0(y′)dy′ dz.

The last term vanishes because w is odd. In any coordinate chart we can differen-
tiate the orthogonality condition (4.20) to find that

0 = ∂a

∫
R
ϕ̄⊥∂zwε dz =

∫
R
∂aϕ̄

⊥∂zwε dz −
∫
R
εϕ̄⊥∂zzwε∂ah dz.

Using this we can rewrite the middle term as

−c
∫

Γ0

aab0 (y)

∫
R
ε ∂zzwε∂bh(−ϕ̄⊥∂a γ + ∂aϕ̄

⊥γ)ω0(y′)dy′dz.

For any f , we will write |Dyf |2 = aab∂af ∂bf . Since
∫
R(∂zzwε)

2 dz = Cε−3 and
|Dyh| ≤ Cε, the above is bounded in absolute value by

Cε

∫
Γ0

∫
R
(ϕ̄⊥)2 + |Dyϕ̄

⊥|2ω0(y′)dy′dz + C

∫
Γ0

γ2 + |Dyγ|2ω0(y′)dy′.

Clearly |Dyϕ̄
⊥|2 + (∂zϕ̄

⊥)2 ≈ |Dϕ̄⊥|2 = (∂tϕ̄
⊥)2 + |∇xϕ̄⊥|2, so we may combine

the above terms from I1,1 with other terms estimated in (4.22), (4.23), (4.24), to
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find that for ε sufficiently small,

I1 ≥ −Cε2I2 −
C

ε

∫
Γ0

γ2 ω0(y′) dy′ +
c

ε

∫
Γ0

|Dyγ|2 ω0(y′) dy′

+ c

∫
Γ0

∫
R
|Dϕ̄⊥|2 +

1

ε2
(ϕ̄⊥)2 ω0(y′) dz dy′ .

(4.25)

In view of this and (4.15), we may fix a particular constant C such that if we
define E(s) as in (4.14), which we recall is

E(s) := Enrε (s) + Efarε (s) +
C

ε

∫
Γ0

γ2(s, y′)ω0(y′)dy′,

then for every s ∈ [0, T1], after adjusting c we have

E(s) ≥ c

ε

∫
Γ0

(
γ2 + |Dyγ|2

)
ω0(y′)dy′

∣∣∣
y0=s

+ c

∫
Σs

(1− χ2
1)

(
|Dϕ|2 +

1

ε2
ϕ2

)
ωs

c

∫
Γ0

∫
R
|Dϕ̄⊥|2 +

1

ε2
(ϕ̄⊥)2 ω0(y′) dz dy′ . (4.26)

for ωs := ωnrs +ωfars . (We have extended χ1 to a function defined on all of Σs, and
vanishing on Σfars .)

6. We now want to show that
d

ds
E(s) ≤ CE(s).

We first consider terms arising from d
dsE

nr
ε (s). We rewrite the localized energy

identity (4.12) as

d

ds
Enrε (s) =

∫
Σnrs

F ωnrs −
∫ δ1

δ

∫
Γ0

gnβ
∂ϕ

∂yβ

∂ϕ

∂y0
(χnr)′(z)ω0(y′)dy′dz

∣∣∣
y0=s

where

F := − ∂

∂y0
(f ′(u∗ε))

ϕ2

2ε2
+ bβ

∂ϕ

∂yβ

∂ϕ

∂y0
+

1

2
(∂0g

αβ)
∂ϕ

∂yα

∂ϕ

∂yβ
− η

∂ϕ

∂y0
.

Recall that χ1 = 0 in supp(χnr)′ ⊂ {(y, z) : r1 ≤ z ≤ 2r1}. It follows that∣∣∣∣∣
∫ δ1

δ1

∫
Γ0

gnβ
∂ϕ

∂yβ

∂ϕ

∂y0
(χnr)′(z)ω0(y′)dy′dz

∣∣∣∣∣
y0=s

≤ C
∫

Σs

(1− χ2
1)|Dϕ|2ωs ≤ CE(s),

where we have used that ω0 and ωs are comparable in the considered region.
Straightforward estimates show that

|F| ≤ C
(
|Dϕ|2 +

1

ε2
ϕ2

)
+ Cη2 on the support of 1− χ2

1.

(In particular, the construction of u∗ε implies that ∂0f
′(u∗ε) = 0 on this set.) We

use (4.26) to deduce that

d

ds
Enrε (s) ≤

∫
Σnrs

F χ2
1(z)ωnrs + C

∫
Σnrs

(1− χ2
1)η2ωnrs + CE(s). (4.27)

We now consider various terms in the first integral on the right-hand side above.
First, again writing χ1ϕ = ϕ̄ = ϕ̄⊥ + γ ∂zwε, we decompose∫

Σnrs

∂0(f ′(u∗ε))
ϕ2

2ε2
χ2

1ω
nr
s = I3,1 + I3,2
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where

I3,1 =
1

2ε2

∫
Σnrs

∂0(f ′(u∗ε))[(ϕ̄
⊥)2 + 2ϕ̄⊥γ ∂zwε]ω

nr
s ,

I3,2 =
1

2ε2

∫
Σnrs

∂0(f ′(u∗ε))γ
2(∂zwε)

2ωnrs .

It follows from (4.4), (2.19) that

∂0(f ′(u∗ε)) = (f ′′(wε) +O(ε2))(−ε∂zwε ∂0h+ ∂0φ) = −f ′′(wε)ε∂zwε ∂0h+O(ε2).
(4.28)

Moreover, |f ′′(wε)ε∂zwε ∂0h| ≤ Cε. It follows that

|I3,1| ≤
C

ε

∫
Σnrs

(ϕ̄⊥)2 + |ϕ̄⊥| |γ∂zwε|ωnrs ≤ C
∫

Σnrs

(ϕ̄⊥)2

ε2
+ γ2(∂zwε)

2ωnrs

≤ C

ε2

∫
Σnrs

(ϕ̄⊥)2ωnrs +
C

ε

∫
Γ0

γ2(s, y′)ω0(y′)dy′

(4.26)

≤ CE(s).

We next use (4.28) to write

I3,2 =
1

2ε

∫
Σnrs

[f ′′(wε)∂zwε ∂0h+O(ε)]γ2(∂zwε)
2 ωnrs .

Since f and w are odd, and wε = w( zε − h(y)), we find that z 7→ f ′′(wε)(∂zwε)
3

is odd, modulo a translation by h(y) = O(ε). Since it decays exponentially, its
integral over z ∈ (−r2, r2) is thus exponentially small. We then easily deduce that

|I3,2| ≤
C

ε

∫
Γ0

γ2(s, y′)ω0(y′)dy′

and hence that ∣∣∣∣∣
∫

Σnrs

∂0(f ′(u∗ε))
ϕ2

2ε2
χ2

1 ω
nr
s

∣∣∣∣∣ ≤ CE(s). (4.29)

We next consider the convection term. Recall that by definition,

bβ :=
ω0√
|det g|

gαβ
∂

∂yα

(√
|det g|
ω0

)
.

In particular, since gαn = δαn in supp(χ1) and ω0 is independent of z,

bn(y, z) =
1√

|det g(y, z)|
∂

∂z

√
|det g(y, z)| ,

and thus it follows from (3.14) that

|bn(y, z)| ≤ C|z| in supp(χ1).

Therefore∣∣∣∣bγ ∂ϕ∂yγ ∂ϕ∂y0

∣∣∣∣χ2
1 ≤ C

(
aab

∂ϕ̄

∂ya

∂ϕ̄

∂yb
+ z2(

∂ϕ

∂z
)2χ2

1

)
= C

(
aab

∂ϕ̄

∂ya

∂ϕ̄

∂yb
+ z2(

∂ϕ̄

∂z
)2 − z2χ′21 ϕ

2 − z2χ1χ
′
1

∂

∂z
(ϕ2)

)
.
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We again write ϕ̄ = ϕ̄⊥ + γ(y)w′ε(z). Using the fact that
∫
R z

2w′′2ε dz = C
ε , and

arguing as in the estimate of I1,3 above, we find that∣∣∣∣∣
∫

Σnrs

bγ
∂ϕ

∂yγ

∂ϕ

∂y0
χ2

1 ω
nr
s

∣∣∣∣∣ (4.26)

≤ CE(s) .

Next, again because gαn = δαn in supp(χ1), it is clear that∣∣∣∣∣
∫

Σnrs

(∂0g
αβ)

∂ϕ

∂yα

∂ϕ

∂yβ
χ2

1(z)ωnrs

∣∣∣∣∣ =

∣∣∣∣∣
∫

Σnrs

(∂0g
ab)

∂ϕ̄

∂ya

∂ϕ̄

∂yb
ωnrs

∣∣∣∣∣ (4.26)

≤ CE(s).

Finally, since ∂
∂y0

ϕ̄ = ∂
∂y0

(χ1ϕ) = χ1
∂
∂y0

ϕ,∣∣∣∣∣
∫

Σnrs

∂ϕ

∂y0
ηχ2

1 ω
nr
s

∣∣∣∣∣ ≤
∣∣∣∣∣
∫

Σnrs

(
∂ϕ̄

∂y0
)2 + χ2

1η
2 ωnrs

∣∣∣∣∣
(4.26)

≤ CE(s) + C

∫
Σnrs

χ2
1η

2ωnrs .

Putting the above estimates into (4.27), we obtain

d

ds
Enrε (s) ≤ CE(s) + C

∫
Σnrs

η2ωnrs .

7. Similar but easier arguments, using (4.13) and (4.26), lead to the estimate

d

ds
Efarε (s) ≤ CE(s) + C

∫
Σfars

η2ωfars .

The point is that supp(Dχfar) ⊂ {χ2
1 = 0}. Thus terms in (4.13) containing

derivatives of χfar are easily estimated by
∫

Σs
(1−χ2

1)
(
|Dϕ|2 + 1

ε2ϕ
2
)
ωs ≤ CE(s).

Similarly,

d

ds

1

ε

∫
Γ0

γ2ω0(y′)dy′ ≤ 1

ε

∫
Γ0

(γ2 + (∂0γ)2)ω0(y′)dy′ ≤ CE(s).

Combining the last three inequalities, we conclude that

d

ds
E(s) ≤ CE(s) + C

∫
Σs

η2 ωs. (4.30)

Then it follows from Grönwall’s inequality that

E(s) ≤ eCsE(0) + C

∫ s

0

∫
Σs

eC(s−σ)η2 ωσ dσ (4.31)

for all 0 ≤ s < T1.
8. The conclusion (4.6) of the Proposition follows from (4.31). We sketch the

straightforward verification.
Recall that the n-form ωs is uniformly comparable to the induced Euclidean

n-dimensional area in Σs, a fact that we will use repeatedly and without further
mention. Thus for example it is immediate that∫ s

0

∫
Σσ

eC(s−σ)η2 ωσ dσ ≤ C
∫ s

0

(∫
Σs

η2

)
dσ for all s ∈ [0, T1],
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where on the right-hand side, we implicitly integrate with respect to the Euclidean
area, as in (4.6). Next we claim that the left-hand side of (4.6) is bounded by
CE(s). Toward this end, first note from (4.21) that∫

Σs

ϕ2ωs =

∫
Σs

(1− χ2
1)ϕ2ωs +

∫
Γ0

∫
R

(ϕ̄⊥)2ω0(y′) dz dy′ +
Ξ

ε

∫
Γ0

γ2ω0(y′)dy′.

(4.32)
Thus (4.26) implies that

∫
Σs
ϕ2ωs ≤ CE(s).

Next, we write |Dϕ|2 = (1−χ2
1)|Dϕ|2 +χ2

1|Dϕ|2. The first term is immediately
controlled by CE(s), due to (4.26). For the second term we may compute in
modified Fermi coordinates, in which we have

χ2
1|Dϕ|2 ≤ Cχ2

1[aab∂aϕ∂bϕ+ (∂zϕ)2]

≤ C
[
aab∂aϕ̄ ∂bϕ̄+ (∂zϕ̄)2 + χ1(z)χ′′1(z)ϕ2 − ∂z(χ1χ

′
1ϕ

2)
]
.

Note that
∫

Σnrs
aab∂aϕ̄ ∂bϕ̄ω

nr
s is exactly the term I1,1 that appeared above in the

lower bound for E(s). There it was convenient to split it into several pieces (from
which we obtained separate control over (∂0γ)2, needed above), but if we keep that
term as it is, then our earlier estimates of all the other contributions show that
I1,1 ≤ CE(s). The terms involving derivatives of χ1 are handled as in our estimate
of I1,3. Finally, we write (∂zϕ̄)2 = (∂zϕ̄

⊥ + γ∂zzwε)
2 ≤ 2(∂zϕ̄

⊥)2 + 2γ2(∂zzwε)
2.

By integrating and combining with the above estimates, we finally conclude that
ε2
∫

Σs
χ2

1|Dϕ|2 ≤ CE(s), with the loss of a factor of ε2 coming from the term

2γ2(∂zzwε)
2.

To finish the verification of (4.6), we must check that

E(0) =

∫
Σnr0

enrε (ϕ)ωnr0 +

∫
Σfar0

efarε (ϕ)ωfar0 +
C

ε

∫
Γ0

γ2(0, y′)ω0(y′)dy′

≤ C
∫
Rn

[
|∇xϕ0|2 + |ϕ1|2 +

1

ε2
ϕ2

0

]
dx. (4.33)

Indeed, it is immediate from the definition (4.10) that

enrε (ϕ)(y, z) ≤ C
[
(∂tϕ)2 + |∇xϕ|2 + ε−2ϕ2

]
(Φ(y, z)).

Since Φ(y, z) ∈ {0}×Rn when y0 = 0, see (3.15), the initial condition (ϕ, ∂tϕ)|t=0 =
(ϕ0, ϕ1) implies that∫

Σnr0

enrε (ϕ)ωnr0 ≤ C
∫
Rn

[
|∇xϕ0|2 + |ϕ1|2 +

1

ε2
ϕ2

0

]
dx.

The corresponding estimate for efarε on Σfar0 is immediate. We conclude from these
facts and (4.32) that (4.33) holds.

�

Remark 4.1. In view of (4.26), it follows from (4.31) that

c

ε

∫
Γ0

(
γ2 + |Dyγ|2

)
ω0(y′)dy′

∣∣∣
y0=s

+ c

∫
Σs

(1− χ2
1)

(
|Dϕ|2 +

1

ε2
ϕ2

)
ωs

+ c

∫
Γ0

∫
R
|Dϕ̄⊥|2 +

1

ε2
(ϕ̄⊥)2 ω0(y′) dz dy′

≤ C
∫ s

0

(∫
Σσ

η2
)
dσ + C

∫
Rn

[
|∇xϕ0|2 + |ϕ1|2 +

1

ε2
ϕ2

0

]
dx.
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This is considerably stronger than (4.6)

Higher order estimates. We need estimates similar to (4.6) for higher order
space derivatives. It is convenient to introducing the L∞-L2 norm for functions η
defined on Σ,

‖η‖L∞L2(Σ) := sup
0≤s≤T1

‖η‖L2(Σs).

Then from (4.6) we get the L∞-H1-estimate for the solution ϕ of Problem (4.5)

‖ϕ‖L∞L2(Σ) + ε‖ϕt‖L∞L2(Σ) + ε‖Dxϕ‖L∞L2(Σ) ≤

C
[
‖η‖L∞L2(Σ) +

1

ε

(
‖ϕ0‖L2(Rn) + ε‖Dxϕ0‖L2(Rn) + ε‖ϕ1‖L2(Rn)

)]
.

(4.34)

Assuming further smoothness on initial data and the right hand side we can derive
higher order estimates as follows. Let us differentiate twice the equation. We write
Di = ∂xi , Dij = ∂2

xixj . Then we get

L[Dijϕ] = Dijη − ε−2ϕDij(f
′(u∗ε))− ε−2(DiϕDj(f

′(u∗ε)) +DjϕDi(f
′(u∗ε))) in Σ,

(Dijϕ, ∂tDijϕ)
∣∣∣
t=0

= (Dijϕ0, Dijϕ1).

Using estimate (4.34) and the facts Di(f
′(u∗ε)) = O(ε−1), Dij(f

′(u∗ε)) = O(ε−2) we
get

‖D2
xϕ‖L∞L2(Σ) + ε‖D2

xϕt‖L∞L2(Σ) + ε‖D3
xϕ‖L∞L2(Σ)

≤ C

ε4

[
‖η‖L∞L2(Σ) + ε4‖D2

xη‖L∞L2(Σ)

]
+
C

ε5

[
‖ϕ0‖L2(Rn) + ε‖Dxϕ0‖L2(Rn) + ε‖ϕ1‖L2(Rn)

]
+
C

ε

[
‖D2

xϕ0‖L2(Rn) + ε‖D3
xϕ0‖L2(Rn) + ε‖D2

xϕ1‖L2(Rn)

]
.

(4.35)

Let us consider for m ≥ 0 the following L∞-Hm norm

‖η‖L∞Hm(Σ) :=

m∑
j=0

‖Djη‖L∞L2(Σ).

Then from (4.35) and interpolating with bound (4.34), the following estimate read-
ily follows:

‖ϕ‖L∞H3(Σ) ≤
C

ε5

[
‖η‖L∞H2(Σ) + ‖ϕ1‖H2(Rn) + ε−1‖ϕ0‖H3(Rn)

]
(4.36)

An induction argument (differentiating an even number of times m) yields

‖Dm
x ϕ‖L∞L2(Σ) + ε‖Dm

x ϕt‖L∞L2(Σ) + ε‖Dm+1
x ϕ‖L∞L2(Σ)

≤ C

ε2m

[
‖η‖L∞L2(Σ) + ε2m‖Dm

x η‖L∞L2(Σ)

]
+

C

ε2m+1

[
‖ϕ0‖L2(Rn) + ε‖Dxϕ0‖L2(Rn) + ε‖ϕ1‖L2(Rn)

]
+
C

ε

[
‖Dm

x ϕ0‖L2(Rn) + ε‖Dm+1
x ϕ0‖L2(Rn) + ε‖Dm

x ϕ1‖L2(Rn)

]
.

As in (4.36) we finally find the estimate
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Lemma 4.1. The solution ϕ of Equation (4.5) satisfies the estimate

‖ϕ‖L∞Hm+1(Σ) ≤
C

ε2m+1

[
‖η‖L∞Hm(Σ) +‖ϕ1‖Hm(Rn) + ε−1‖ϕ0‖Hm+1(Rn)

]
(4.37)

for each even integer m.

5. The proof of Theorem 1

Now we have all the ingredients to proceed to the proof of Theorem 1. We look
for a solution to Problem Sε(u) = 0 close the approximation u∗ε given by (2.28),
where the number k will be chosen sufficiently large. We look for a solution of the
form

u(x, t) = u∗ε(x, t) + ϕ(x, t).

In terms of ϕ the equation becomes

Lε[ϕ] + ε−2Sε(u∗) + ε−2N(ϕ, x, t) = 0 in Σ (5.1)

where
N(ϕ, x, t) = f(u∗ε(x, t) + ϕ)− f ′(u∗ε(x, t))ϕ− f(u∗ε(x, t))

Lε[ϕ] = 2ϕ+ ε−2f ′(u∗ε)ϕ.

Let us consider the unique solution ϕ = T̂ [η] of the linear problem

Lε[ϕ] + η = 0 in Σ, (ϕ, ∂tϕ)
∣∣∣
t=0

= (0, 0). (5.2)

which we have estimated in Proposition 4.1. Problem (5.1) with initial data

(ϕ, ∂tϕ)
∣∣∣
t=0

= (0, 0) can then be written as the fixed point problem

ϕ = T̂ [ε−2Sε(u
∗
ε) + ε−2N(ϕ, ·)] =:M(ϕ), ϕ ∈ B. (5.3)

We will solve this problem by contraction mapping principle in a suitable space B
of small functions defined on Σ. We consider the Banach space L∞Hm(Σ) endowed
with its natural norm and consider the region

B = {ϕ ∈ L∞Hm(Σ) / ‖ϕ‖L∞Hm(Σ) ≤ ε
k
2 }

where k is the number in the definition of u∗ε in (2.28). Let us fix a number m > n/2.
Among other consequences, this implies that L∞Hm(Σ) is embedded into L∞(Σ)
and

‖ϕψ‖L∞Hm(Σ) ≤ C‖ϕ‖L∞Hm(Σ)‖ψ‖L∞Hm(Σ). (5.4)

From Proposition 2.1 (specifically bound (2.20)), together with the fact that
errors are exponentially small in ε where the cut-off is not constant, we find that

‖ε−2Sε(u
∗
ε)‖L∞Hm(Σ) ≤ Cεk.

Next, we claim that for ϕ, ϕ̃ ∈ B,

‖N(ϕ, ·)−N(ϕ̃, ·)‖L∞Hm(Σ) ≤ Cε
k
2−m‖ϕ− ϕ̃‖L∞Hm(Σ). (5.5)

To prove this, observe that

N(ϕ)−N(ϕ̃) =

(∫ 1

0

[f ′(u∗ε + σϕ+ (1− σ)ϕ̃)− f ′(u∗ε)] dσ
)

(ϕ− ϕ̃) .

In view of (5.4), to establish (5.5) it suffices to observe that

‖f ′(u∗ε(t, ·)+ψ)−f ′(u∗ε)‖L∞Hm(Σ) ≤ Cε−m‖ψ‖L∞Hm(Σ) ≤ Cε
k
2−m, for all ψ ∈ B.
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which follows from a direct computation using Leibnitz rule, Sobolev embedding
and the fact that Dm

x u
∗
ε = O(ε−m) which follows from the form the terms consti-

tuting the approximation u∗ε have.

At this point we fix a number k with k > 6m+ 2. Let us consider the operator
M[ϕ] defined on B in formula (5.3). Estimates (4.37) and (5.5) lead to

‖M[ϕ]−M[ϕ̃]‖L∞Hm(Σ) ≤ Cε
k
2−3m−1‖ϕ− ϕ̃‖L∞Hm(Σ) for all ϕ, ϕ̃ ∈ B.

and

‖M[0]|L∞Hm(Σ) ≤ Cεk−2m−1.

It follows that for all sufficiently small ε we get that M(B) ⊂ B and that M is
a contraction mapping in B. Hence Problem (5.3) has a unique solution. The
conclusion of Theorem 1 readily follows. �

This proof applies equally well to yield the stability assertion made at the end
of §1.2 by just considering the operator T involving sufficiently small initial data.

Appendix A. Modified Fermi Coordinates

In this appendix we present the proof of Lemma 3.2.

Proof. For the proof, we will denote the modified Fermi coordinates as

(y, z) = (y0, y
′, z) = (y0, . . . , yn−1, z)

(denoted (y, z) in the statement of the lemma and elsewhere in this paper), and we
will reserve (y, z) for Fermi coordinates associated to a canonical local parametriza-
tion (y, z) ∈ [0, T ]×Vl× (−δ, δ) 7→ Yl(y) + zν(y), as constructed in Section 3.1. We
specify that the relationship between modified and Fermi coordinates has the form

(y0, y
′, z) = (y0(y, z), y′, z)

where y0 depends on (y, z) in a way to be described below. Thus they are related
to (x, t) coordinates via

(x, t) = Yl(y0(y, z), y′, z) + zν(y0(y, z), y′) =: Φl(y, z)

for

(y, z) ∈ [0, T1]× Vl × (−δ1, δ1).

We will also write

Ỹa :=
∂Φ

∂ya
for a = 0, . . . , n− 1

Ỹn :=
∂Φ

∂z

gαβ := 〈Ỹα, Ỹβ〉m, for α, β = 0, . . . , n.

To define y0(y, z), fix some l and consider Yl : Λl → Γ as in (3.11). We will often
omit the subscript l, and we will write

(t(y, z), x(y, z)) = Y (y) + zν(y)

to indicate the dependence of (x, t) on (y, z). Recall that Yl is constructed so that
t(y, 0) = t(y0, y

′, 0) = y0, see (3.4), and hence ∂t
∂y0

(y, 0) = 1 everywhere in Λl. Thus
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the Implicit Function Theorem and compactness implies that for any T1 < T there
exists δ1 < δ and a function η0 : [0, T1]× Vl × (−δ1, δ1)→ [0, T ] such that

η0(y, 0) = y0, t(η0(y, z), y′, z) = y0 everywhere in [0, T1]× Vl × (−δ1, δ1).

Here we are implicitly using our assumption that the velocity of Γ vanishes at
t = 0: t and y0 infinitesimally coincide since the surface orthogonally crosses the
plane t = 0. For Y ∈ Γ0 and |z| < δ, this implies that Y + zν(Y ) belongs to
{0} × Rn, and hence that t(0, y′, z) = 0 for all (y′, z) ∈ Vl × (−δ, δ). It is this
property that allows us to extend the domain of η0 all the way to {y0 = 0}, and it
implies that η0(0, y′, z) = 0 for all (y′, z). By compactness, we can choose δ1 such
that the above properties hold for all Λl, l = 1, . . . ,m.

We will take y0(y, z) to have the form

y0(y, z) = (1− χ0(z))y0 + χ0(z)η0(y, z)

where χ0 will be specified below in the proof of (3.16). It will be the case that

χ0(z) = 1 if |z| < r2, χ0(z) = 0 if |z| > r1,

for 0 < r2 < r1 < δ1 also to be fixed below. We will require that r1, r2, χ0 are
chosen uniformly for l = 1, . . . ,m, so that (3.12) holds. A suitable modification of
the numbers r1, r2 also guarantees the validity of (4.3).

It is immediate that (y, z) = (y, z), and hence gαβ = gαβ for (y, z) ∈ [0, T1] ×
V × (−r2, r2). Thus (3.13) follows from the corresponding properties of Fermi
coordinates, see (2.1). Similarly, (3.14) is a basic property of Fermi coordinates,
together with the fact that Γ is minimal, see (2.5) and (2.8). Likewise, (3.15) is a
straightforward consequence of the definition of y0(y, z).

It remains only to prove (3.16). To do this we note that

Ỹ0 =
∂

∂y0
(Y + zν) =

∂

∂y0
(Y + zν)

∂y0

∂y0
= Y0

∂y0

∂y0
.

and similarly

Ỹi = Y0
∂y0

∂yi
+ Yi for i = 1, . . . , n

where here and below, we sometimes write z as yn. It follows that

g00 = (
∂y0

∂y0
)2g00,

g0i = gi0 =
∂y0

∂y0

∂y0

∂yi
g00, (A.1)

gij =
∂y0

∂yi

∂y0

∂yj
g00 + gij

for i, j = 1, . . . , n.
The fact that g00 < 0 everywhere now follows from (A.1) and the corresponding

property of Fermi coordinates.
We next prove that

[
gij

]n
i,j=1

is positive definite. For |z| ≤ r2 this follows

from standard properties of Fermi coordinates. For |z| ≥ r1 it is also straightfor-
ward. Indeed, in this set, for every fixed y0, the map (y′, z) → Y + zν is just a
parametrization of a portion of the hypersurface {y0} × Rn, on which the induced

metric is simply the Euclidean metric. So in this set, the metric tensor
[
gij

]n
i,j=1
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is just the Euclidean metric rewritten with respect to a new coordinate system.
Hence it is clearly positive definite.

We now consider r2 < |z| < r1. We start with the main point which, it turns
out, is to fix r1, r2 and χ0 so that gnn is bounded away from zero. Since gnn = 1,
as recalled in the proof of (3.13),

gnn = 1 + (
∂y0

∂z
)2g00 . (A.2)

For fixed y = (y0, y
′), consider the curve

z 7→ Y (η0(y, z), y′, z) + zν(η0(y, z), y′, z) =: Φ0(y, z)

and let X denote the tangent vector ∂Φ0/∂z. The definition of η0 implies that
the image of the curve is contained in the hypersurface {y0} × Rn, and hence
that X is spacelike, or in other words that 〈X,X〉m > 0. By compactness, after
poisbly shrinking δ1 there exists some c > 0 such that 〈X,X〉m ≥ c everywhere in
[0, T1]× V × (−δ1, δ1). Writing out this inequality in coordinates, and again using
the fact that gnn = 1, we obtain

1 + (
∂η0

∂z
(y, z))2 g00(η0(y, z), y′, z) ≥ c. (A.3)

Next, since y0 = η0(y0, 0) = η0(y, z)− z∂zη0(y, z) +O(z2), we use the definition of
y0(y, z) to compute

∂y0

∂z
(y, z) = χ′0(z)(y0 − η0(y, z)) + (1− χ0(z))

∂η0

∂z
(y, z)

=
∂η0

∂z
(y, z)(1− χ0(z)− zχ′0(z)) +O(z2χ′0(z)).

We now take χ0 of the form

χ0(z) =


1 if z ≤ r2 = r2

1/(1 + r1)

r1( r1
z
− 1) if r2 ≤ z ≤ r1

0 if z ≥ r1

.

for r1 > 0 to be chosen below. (More precisely, we take χ0 to be a regularization
of the function defined above, and satisfying essentially the same estimates. But
for simplicity we will compute with the function defined above, which is merely
Lipschitz.) With this choice, −χ0(z)− zχ′0(z) = r1 on the support of χ′0, so

∂y0

∂z
(y, z) = ∂zη0(y, z)(1 + r1) +O(r2

1).

We also observe that |η0(y, z) − y0(y, z)| ≤ C|z|, because η0(y, 0) = y0(y, 0) = y0.
It follows that

g00(y0(y, z), y′, z) = g00(η0(y, z), y′, z) +O(|z|).

By combining these with (A.2), (A.3), we find that

gnn(y, z) ≥ c− Cr1

for C depending on ‖g00‖W 1,∞ and ‖∂zη0‖L∞ . It follows that

gnn ≥ c/2 at all points where r2 ≤ z ≤ r1. (A.4)

for all sufficiently small choices of r1 (and hence r2) in the definition of χ0.
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We next remark that since η0(y, 0) = y0 for all y, it is clear that ∂η0
∂yi

(y, 0) = 0

for i = 1, . . . , n− 1. It follows that

|∂η0

∂yi
(y, z)| ≤ C|z| for i = 1, . . . , n− 1, |η0(y, z)− y0| ≤ C|z|,

everywhere in its domain, and hence that the same properties hold for y0(y, z). We
then see from (A.1) that for r2 ≤ |z| ≤ r1,

|gij − gij | ≤ Cr2
1 for 1 ≤ i, j ≤ n− 1 , and

|gin| = |gni| ≤ Cr1 for 1 ≤ i ≤ n− 1.

Since
[
gij

]n−1

i,j=1
is positive definite, we conclude from this and (A.4) that r1 may

be chosen so that
[
gij

]n
i,j=1

is positive definite everywhere.

Finally, the facts that g00 < 0 and
[
gij

]n
i,j=1

is positive definite imply the same

properties for g00 and
[
gij

]n
i,j=1

. This is a consequence of the general formula for

the inverse of a matrix in block form(
a b
bT B

)−1

=

(
(a− bB−1bT )−1 −a−1b(B − bTa−1b)−1

−B−1bT (a− bB−1bT )−1 (B − bTa−1b)−1

)
,

where a ∈ R and b, B are 1× n and n× n matrices respectively. This formula can

be checked by multiplying the right-hand side by

(
a b
bT B

)
. �
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