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Abstract 

This paper presents a novel extension of the classic nonintrusive load monitoring (NILM) 

problem from household-appliance level to substation level. A new three-stage regional-NILM 

method is proposed to deduce the states of different types of loads in a region by disaggregating 

its substation demand. Three types of loads are considered in this study: i) traditional loads; ii) 

distributed generation such as photovoltaics (PVs); and iii) flexible loads like electric vehicles 

(EVs). The proposed method firstly forecasts the traditional load using the long-term historical 

data and employing spectral analysis to boost the signal-to-noise ratio. Secondly, the PV 

capacity is deduced by performing peak coincidence analysis between negative residuals and 

local solar irradiance data. Finally, a novel limited activation matching pursuit method is 

proposed to estimate the states of the EVs, including the total EV load and number of EVs. The 

method is assessed on real data collected from 800 substations, 10 PVs and 50 EVs in the UK. 

Results show the proposed method for estimating the number of EVs outperforms the 

approaches based on sparse coding, orthogonal matching pursuit and non-negative matching 

pursuit by 16.5%, 10.2% and 10.0%, respectively. The proposed Regional-NILM solution 

provides a cost-effective way for distribution network operators to understand the network’s 

state. It can therefore significantly increase the network visibility without requiring expensive 

monitoring and avoiding data privacy issues. As such, it can improve the efficiency of demand 

side management, which is required to accommodate the future large number of distributed 

energy resources connections. 

 

1. Introduction 

To reduce its carbon emissions, the world is rapidly moving towards a low carbon future, 

through the roll-out of distributed energy resources (DERs) such as photovoltaics (PVs) and 

electric vehicles (EVs). In the UK, for example, new diesel and petrol cars will be banned from 

2040. The connection of a large number of DERs, however, will have a significant impact on 

the power system. The distribution network will, for the first time, experience reversed power 

flow caused by distributed generation such as PV, which will present problems for existing 

network operations like voltage control and load forecasting. The additional peak demand from 

EVs will be far beyond the capacity of existing distribution network infrastructure, which was 

originally designed to supply kettles and lights. In the UK, the annual peak demand of EVs is 

estimated to surge from 5 GW to 30 GW, exceeding the capacity of Britain’s distribution 

networks by 32% [1]. Such high demand will severely challenge the headroom and operation 

requirements of distribution networks. Many researches have investigated the impact of DERs 

[2] and proposed technical (e.g. energy storage) and commercial (e.g. smart pricing) 
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innovations to mitigate the impacts via various solutions such as active distribution networks 

[3], virtual power plants [4], demand side management [5] and local energy markets [6].  

A necessary condition for all these smart solutions is the visibility of loads, i.e. awareness of 

the number, type and state of the loads connected in a distribution network, so that the 

distribution network operators (DNOs) can accurately identify the causes of issues and thus 

control the appropriate DERs [7]. However, due to the lack of monitoring, DNOs actually have 

very limited visibility of the fast-growing DERs, including the capacity of PVs and states of 

EVs (e.g. number, type and location). It is impractical to install sensors on every DERs due to 

the associated costs and privacy issues. Therefore, it is critical to develop a cost-effective 

method to estimate the DERs connection states at a regional level without the need for 

individual monitoring, which is essentially a nonintrusive DERs monitoring approach for 

substations. 

A cluster of similar research, termed non-intrusive load monitoring (NILM), has been widely 

studied to decompose the aggregated household energy into individual appliances’ power 

consuming condition [8]. The concept was first introduced through the analysis of aggregated 

residential energy data, consisting of large power individual appliances with only ON-OFF 

states by matching the positive and negative changes of steady-states [9]. These techniques 

have been substantially developed over the last two decades by identifying new appliances 

such as finite state devices, continuously variable devices and permanent consumer devices 

[10]. New load signatures are proposed accordingly, including transient features such as edges 

and slopes [11], macroscopic signatures extracted from spectral analysis [12] and even the 

electric noise from a socket.  Based on technical developments, the application of NILM has 

been extended from domestic houses to commercial buildings [13, 14], factories, data centres 

and EV charging stations [15]. Smart homes with energy storage, solar panel and EVs have 

also been studied [16, 17], which is of important practical interest in the energy management 

of smart grids. Beyond household devices, applications of NILM have been reported to 

remotely verify the ‘health’ of electromechanical loads and monitor power quality of electrical 

distribution systems [18]. The resolution of the data will affect the performance or accuracy of 

the NILM methods, especially when the sampling rate is low which is typically the case for 

smart metering devices being deployed worldwide where the sampling rate is in the order of 

minutes [19]. Therefore, it is very desirable to develop algorithms that can use smart meter 

sampling rate data. Such as real-time NILM [20], identifying appliance’s anomalous behavior 

by NILM [21]. 

 

Fig. 1 (a) Traditional NILM at household level  (b) Proposed regional-NILM at LV substation level 

As shown in Fig. 1 (a), the majority of existing NILM techniques aims to deduce the switching 

time, state transition and energy pattern of the individual appliances within a household. 
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However, hardly any research has reported disaggregation of regional demand into different 

types of load for the purpose of increasing network visibility. Fig. 1 (b) illustrates this concept 

of decomposing a low voltage (11~0.415kV) substation’s load into its components of 

traditional load, flexible load and distributed generation. The key challenges of applying 

existing NILM techniques to substation level are detailed below.  

i) The traditional load can be estimated by classic load forecasting models to a reasonable 

accuracy based on historical data, customer and weather information. However, the residual 

may include a mixture of forecasting error, distributed generation output and flexible load. It 

is difficult to separate out these loads using traditional NILM methods when the signal-to-noise 

ratio is low. 

ii) The outputs of distributed generators are equivalent to negative loads, which result in the 

total load having many possible disaggregation solutions, each consisting of different 

combinations of coincident loads and PVs. It is very difficult to apply traditional NILM 

methods without constraints if the solution is not unique.  

iii) Unlike traditional loads, which are geographically connected at fixed points and temporally 

invariant in terms of quantity, the number of EVs connected to a substation is time-varying due 

to their mobility. Furthermore, their charging load patterns may vary significantly given the 

numerous different makes and charging modes. The unknown volume and charging patterns 

make it very complex to estimate EV states from the aggregated load. 

To address these challenges, this paper proposes a novel Regional-NILM method which, for 

the first time, upscales existing NILM research from household-appliance level to substation 

level. The overall aim is to estimate the proportion and condition of the traditional load, 

distributed generation and flexible load for a given region based on aggregated substation data. 

The challenges are addressed through an advanced three-stage approach. The first stage is to 

forecast the traditional load based on the long-term historical data. In this step the forecasting 

residual is considered to consist of forecasting error, distributed generation and flexible load. 

As the main frequency of forecasting error is much higher than PVs and EVs, empirical mode 

decomposition (EMD) is adapted to filter out the forecasting error so as to increase the signal-

to-noise ratio. The second stage is to deduce the PV capacity by performing association analysis 

between the negative component of the residual and local solar irradiation data. Given similar 

weather condition across the studied region, the PV pattern will be highly dependent on the 

meteorological data. The final stage consists of a novel limited activation matching pursuit 

(LAMP) [22] method to estimate the states of EVs, including the number of EVs connected to 

the substation and their charging load. Constraints are entered on the activation coefficients of 

the matching pursuit to avoid overmatching a particular type of EV. Unsupervised learning is 

adopted for the development of the basis based on typical EV charging profiles and the 

improvement of matching pursuit. 

The remainder of this paper is organized as follows. Section II proposes the three-stage 

methodology of Regional-NILM. Section III explains each of the three stages on the technical 

details. Cases study are demonstrated in Section IV and conclusions are drawn in Section V.  

 

2. Problem statement and the proposed regional non-intrusive load monitoring 

methodology  

The overarching aim is to disaggregate the regional electricity demand into its traditional load, 

flexible load and distributed generation components. In this paper, EVs are considered as the 

flexible load and PVs as the distributed generation. The mathematical notation of all inputs are 

listed as follows: 
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I1) 
1 n

sub

L , the aggregated load metered at the low voltage substation over the studied 

period, where n is the length of the data; 

I2) dN n

his


L , historical load metered at the substation, and Nd is the number of traditional 

customers, their load profiles, tN n

trd


P ; 

I3) 1 nH , the solar irradiance of the substation area; 

I4) EV profiles extracted from sampled data. 

The proposed method will deduce the following information as outputs:  

O1) 
1 n

trd

L , the amount of traditional load over studied region and period; 

O2) CPV, 
1 n

PV

G , the PV capacity and total PV generation over the studied period;  

O3) 
1 n

EV

L , Nev, evN n

EV


T , the estimated total EV load, number of EVs and their 

charging profiles over the studied region and period.  

This paper proposes a novel Regional-NILM methodology to decode the outputs through three 

stages as shown in the flowchart of Fig. 2. There are three stages in Regional-NILM, as 

described above. Each stage decomposes the aggregated substation load in to three components: 

traditional load, PV output and EV estimation. The decomposition of the aggregated substation 

load Lsub, can therefore be expressed as  

sub trd PV EV= + +L L G L . (1) 

 

Fig. 2 The flow chart of the proposed regional-NILM method. 

2.1 Stage A: Traditional load estimation and residual analysis using empirical mode 

decomposition 
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Stage A estimates the traditional load component using forecasting models. Here, two types of 

forecasting models are used to estimate the traditional load. For regions where traditional load 

has dominated in the past the substation’s historical load data can be considered as DERs free. 

For regions where a good number of EVs and PVs have already been connected, load profiles 

and geo-demographical information can be used to eliminate the effects from existing PVs and 

EVs. For example, in the UK, DNOs uses 8 typical load profiles developed by Elexon [23] to 

estimate traditional customers. In this study, time-series forecasting models can be used to 

estimate the traditional load based on historical load data as very low penetration of DERs can 

be seen in the trial areas [24]. Existing forecasting models such as ARIMA, exponential 

smoothing and TBATS [25] can accurately predict the traditional load. In this study, a range 

of forecasting models have been tested on our data. While the deep-RNN model [26] performed 

best, its training stage is time-consuming. Therefore, the TBATS model is chosen as it gives 

very similar performance with a significant reduction in computation time.  

It is reasonable to assume an unbiased prediction and thus the prediction residual follows the 

normal distribution. Given the estimated traditional load is Lest, and the actual traditional load 

is Ltrd, the estimating error, Errest can be expressed as 

est trd est= −Err L L . (2) 

Subtracting the estimating traditional load Ltrd from the total substation load Lsub produces 

Residual A, which consists of the EV load LEV, PV generation GPV, and the estimating error of 

traditional load, Errest. The Residual A (ΔA) can be expressed as 

+

( )

sub est

trd PV EV est

est PV EV

 = −

= −

=

+ +

+

A L L

L L

G

L

Err L

G . (3) 

Even if the forecasting is performed with state-of-the-art models, an estimating error >3% is 

expected. If the estimating error is considered as noise, the resulting signal-to-noise ratio (SNR) 

of Residual A is low, which makes it difficult to apply traditional NILM methods to decompose 

it into the EV and PV components. As the forecasting error is nearly white noise while the EV 

and PV components show strong periodicity (daily for PV and 1-7 days for EVs), spectral 

analysis is adopted to reduce the high-frequency components of Residual A, thus increasing its 

SNR. In this study, EMD [27, 28] is used to denoise the signal and hence reduce the forecasting 

error, Errest. The EMD method can decompose non-stationary data set into a finite and often 

small number of components. These components are described as intrinsic mode functions 

(IMF) and form a complete and nearly orthogonal basis for the original signal [28]. There are 

two important criteria that must be satisfied if IMFs are to be successfully employed: i) the 

number of extrema and the number of zero crossings must either be equal or differ at most by 

one; ii) the mean value of the upper and lower envelopes should be zero [29]. 

IMFs are generated from the original signal ΔA using the Algorithm 1 process.  

Algorithm 1. The pseudo code of EMD decomposition. 

1. Input: 𝒓0 = ΔA, i = 1; 

2. Extract the i-th IMF: 

(a) initial: h0 = 𝒓𝑖−1, j = 1; 

(b) find all local maxima and minima of hj-1; 
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(c) use two cubic spline lines to fit the maxima and minima as the upper and lower 

envelopes; 

(d) calculate the mean value mj-1 of the upper and lower envelopes; 

(e) hj = hj-1-mj-1 ; 

(f) if hj is the IMF function, IMFi = hj ; else, j = j+1, repeat from (b). 

3. 𝒓𝑖 = 𝒓𝑖−1 – IMFi; 

4. if the number of extremum points for 𝒓𝑖 are more than 2, return to step 2, and i = i +1; 

else, 𝒓𝑖 is the residual component.  

 

A total of n IMFs are obtained in this process with a final residual 𝒓𝑛. The residual A (ΔA) can 

thus be rewritten as 

1

n

i n

i

IMF
=

 = +A r . (4) 

The frequencies of IMFs decrease from IMF1 to IMFn. Since the first u IMFs usually carry the 

most oscillating (high-frequency) components, the forecasting error, Errest, is mainly 

distributed in this part. The specific value of u is determined by the frequency components of 

the IMFs. In general, the high-frequency components are mainly concentrated in the first IMF. 

Hence, in order to reduce the loss of information in the reconstructed signal, the value of u=1 

is selected. Reconstructing the remaining low-frequency IMFs and residual 𝒓𝑛  obtains the 

denoised Residual A*, A*, which is given by 

*

1

n

i n

i u

IMF
= +

 = +A r . (5) 

As A* is considered to only include the PV and EV components, it provides an estimate of 

the DERs load. 

2.2 Stage B: PV estimation by matching the solar irradiance and residual peaks 

A widely used formula for PV output estimation [30] is 

A R P=   E H , (6) 

where E is the PV generation in terms of energy (kWh), A is the total solar panel area (m2), R 

is solar panel yield efficiency (%), H is the half hour average solar irradiance on tilted panels 

and P is the performance ratio, a coefficient for losses.  

It is assumed in a short period of time (10 days in this study), the total PV capacity (i.e. installed 

area) of the solar panel is a constant, and the other coefficients are relatively stable. As the 

amount of PV generation is proportional to the intensity of solar irradiance, the PV output can 

be rewritten as 

PV K= G H , (7) 

where K is the comprehensive conversion coefficient between the solar irradiance and PV 

generation and GPV is the average output power of the PV. In this paper, peak coincidence 

analysis is proposed to estimate the value of K for the studied area and period. The idea is to 

search for a period when a local minimum of the negative part of Residual A* ( *

−A ) coincides 

with the local maximum of solar irradiance H. The estimated value of the coefficient K can be 

described as 
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*

1 11

) / (
1ˆ ( )

p q
idxi idxj

i

i j

j
Z

K


 −

= ==

=  A H , 
1 | |

0

idxi idxj

others


− 
= 



ò
, (8) 

where idxi is the index of the i-th local minimum value of *

−A  and idxj is the j-th index of the 

local maximum solar irradiance H. It is noted that , [1, ]idxi idxj n , where n is the length of the 

signal. The coefficients p and q are the numbers of peaks for *

−A  and H, respectively. 

* )( idxi

i−A  is the value of the i-th peak of *

−A , and ( ) j

j

idx
H  is the value of the j-th peak of H.   

is the matching indicator, which equals 1 when the two peaks are matched and equals 0 

otherwise. When the difference between the index values of the two peaks is smaller than a 

non-negative integer number ò, | |idxi idxj−  ò, two peaks are considered to be matched (if 

0=ò , the two peaks are exactly matched, otherwise, the two peaks differ in time by ò times 

the sampling period). 1Z =  is the number of matched peaks.  

The input to Stage B is the signal after the low-pass filter, Residual A*, only consisting a 

mixture of EV load and PV generation. Since the capacity of PVs and the number of EVs are 

unknown, there are still infinite possible combinations of EVs and PVs to form the target load. 

For example, a load of 2 kW might come from 2 kW of EVs or the sum of 10 kW of EVs and 

8 kW of PV. It is impossible to determine the number solely based on the load data. Taking 

advantage of the positive correlation between PV generation and solar irradiance, Stage B will 

first estimate the PV capacity. It is assumed that if the local maximum of solar irradiance 

coincidences with the local negative minimum of the Residual A*, the coincident period is 

dominated by the PV generation. The total capacity can be therefore estimated according to 

ˆ
PVC K=  , (9) 

where CPV is the total capacity of PV in the studied area and   is a coefficient representing the 

relationship between the PV output energy and the solar irradiance, which is estimated from 

the historical PV generation data. 

The energy generated by PV can then be estimated from the solar irradiance and comprehensive 

conversion coefficient using  

ˆ ˆ
PV K= G H . (10) 

The Residual B, B , is obtained by subtracting the PV generation from the Residual A* 

( *A ) such that  

* ˆ
PV =  −B A G . (11) 

The Residual B is the initial estimate of the EV load ˆ
EVL , and will be used as the input signal 

for Stage C.  

2.3 Stage C: EV estimation by limited activation marching pursuit 

In Stage C, the first challenge of EV load estimation comes from the uncertainty of charging 

modes. Unlike other appliances which have a unique profile, EVs have multiple charging 

modes such as slow charging, fast charging and extra fast charging [31]. We therefore need to 

identify the number of EVs and the charging time from the estimated load. Matching pursuit 

(MP) [32] is a greedy method for decomposing signals based on a redundant dictionary. The 

redundant dictionary is denoted by the matrix T pD , in which every column of D 

( 1

k

Td , 1, ,pk = ) is a prototype signal called atom or basis, T is the length of the atom 
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and p is the number of atoms. A given signal 1Tx  can be represented as a linear 

combination of these atoms  

x = DA + γ, (12) 

where 1pA  is a sparse matrix indicating the scalar weighting factors for the atoms, which 

is also known as the activation coefficients and 
1Tγ  is the residual signal. Sparse A means 

that not every atom in D will be activated. Normally, MP selects the best single atom that gives 

the maximum reduction in the approximation error. The minimum stable error will be achieved 

through many iterations of this step. 

In this study, EVs with different charging modes are treated as different appliances. The K-

Means cluster method [33] is used to extract typical load profiles for different EV charging 

modes. Atoms are selected by removing those charging profile data with high correlations from 

the dictionary. The correlation coefficient is defined by 

ρ(di ,dj) =E [(di - ui )(dj - uj )]/( σi σj ), (13) 

where di and dj are two atoms with expected values ui, and uj and standard deviations σi and σj 

and E [•] is the expectation operator. Any charging profile will be removed if its correlation 

with an existing atom is higher than the defined threshold  . For some EVs, no charging 

activities are observed throughout a day. Initially, a threshold value e is defined to eliminate 

those atoms with low-value noise over the whole periods. A dictionary n pD  is constructed 

with the EVs load profiles 

D = [d1, d2, …, dp], () 

where 1n

i

d  is the charging normalized profile of the ith EV. For a 24 hours length charging 

profile with half-hourly sampling cycles, the length of the atom is n = 48. The normalized 

energy is constrained by ||di||
2 = 1 and i =  {1,2, , }p , where p is the number of atoms in the 

dictionary. To reduce the end effects, the substation load profile 1mx  is then expanded to 

a new vector 
2 1m n+ y  with interpolated zero vectors, y = [0n, xm, 0n], where 0n = [0, 0, …, 

0] is a zero vector with n elements, and m is the length of x.  

The second challenge comes from the uncertainty of charging locations. EVs are a mobile load 

and the number of EVs connected to a substation is time-varying. Stage C proposes a limited 

activation matching pursuit (LAMP) [22] to estimate the number of EVs by decomposing 

Residual B into some combinations of typical EVs charging profiles. As the start point of EV 

charging may not match the start point of Residual B, the shift-invariant [34] method is adopted 

to improve the conventional matching pursuit, which reconstructs the signal using all the atoms 

in all possible shifts. Then, a limited activating constraint is applied to the convolution of the 

signal and the dictionary to account for practical constraints including: i) maximum charging 

power of EVs; ii) the maximum number of EVs in the area; and iii) non-negative activation 

coefficients as currently most EVs cannot discharge back to the grid. 

The shift convolution of dictionary D and signal y is the target matrix 2p n m +T , which will 

be used to perform the matching by  

( ) ,conv=T D y , (15) 

where conv is the convolution operator. T is a (2 )p n m +  matrix, 
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1,1 1,(2 )

,1 ,(2n m)

n m

p p

T T

T T

+

+

 
 

=  
 
 

T . (16) 

Hence, the activation coefficients can be expressed as the matrix 

1,1 1,(2 )

,1 ,(2n m)

n m

p p

A A

A A

+

+

 
 

=  
 
 

A . (17) 

At the beginning of the matching, A is initialized as zero matrix, A(0)=0, giving T(0) = conv(D, 

y(0)), where y(0) is the original signal of y. The maximum value of T(0) is (0) (0)

,max i jT T= , where, i 

indicates the atom index, and j indicates the time index. The value of the activation coefficient 

in the first iteration is 

(0)

(

1

0

)

,

(

)

,

,

max

i j max

T
a

T T

 
= 



, (18) 

where  is the maximum allowable value under the limited activation mechanism. 

To update the activating coefficients matrix A(1), we only need to update one element in A(0) 

giving 

(0) (0)

1,1 1 (2 )

(1) (0)

,

(0) (0)

1 (2

(1)

)

n m

i j

p p n+m

A A

A a

A A

+
 
 

= + 
 
 

A

，

， ，

. (19) 

y(1) is defined as 

(1) (0) (1)= - iay y d . (20) 

After one iteration, the convolution matrix T(1) is given by  

( )

( )

(1) (1)

(1)

(1

( )

( )

0

0)

( )

 ,

,

,

i

i

conv

conv

conv

a

a

= −

−

=

=

T D y

D y d

T D d

, (21) 

Here, using the definition 

( ) ( , )ii conv=G D d , (22) 

gives 

( , )conv=G D D , (23) 

where G is the convolution between the atoms in the dictionary D, i is the index of the 

activating atom in the dictionary which has the maximum activating value as described above. 

Likewise, after k+1 iterations, the coefficients are updated by (24) - (28) as follows: 

(k)

(k) (k)

,

(k 1)
,

,

max

i j max

a
T

T

T

+
 

= 


, (24) 
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(k) (k)

1,1 1 (2 )

(k 1) (k)

,

(k) (k)

1 (2

(k

)

1)

n m

i j

p p n+m

A A

A a

A A

+

+

+

 
 

= + 
 
 

A

，

， ，

, (25) 

(k 1) (k) (k 1)= - ia ++
y y d , (26) 

(k 1) (k) (k 1)
 ( )a i

+ +
−=T T G , (27) 

(k 1) (k 1)

,max i jT T+ += . (28) 

As the activation only affects a particular range of T, we only need to update the activated 

range 1nr  in T. If n is even, r could be derived by r =[-n/2+j, -n/2+j+1,…, n/2+j], else 

r =[-(n+1)/2+j, -(n+1)/2+j+1,…, (n+1)/2+j], where j is the time index of the activation. 

Therefore (27) can be updated to give 

(k 1(k 1) ( ) )k(:, )  (:, ) ( )ia ++ = −T r T r G . (29) 

The iterations terminate when either the maximum iteration number N is reached, or the 

residual signal is smaller than a threshold value.  

Fig. 3 shows the detailed scheme of the limited activating matching pursuit and its four steps 

are described below: 

Step 1: the target matrix T is found by the convolution of the dictionary with the expanded 

signal, and the dictionary convolution matrix D.  

Step 2: the activation coefficients matrix A is updated by comparing the maximum point in the 

target matrix T and the limited activation threshold  using (24) and (25). 

Step 3: use (29) to update the activation range r, which is calculated in the target matrix T as 

is best matching atom index i in the dictionary.  

Step 4: check as to whether the termination condition is reached. If not, repeat steps 2 and 3.  
 

 

 

Fig. 3 Scheme of limited activating matching pursuit.  
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It is noted that EVs’ charging profiles are discrete. There are some zero periods in the atoms 

indicating that the EV is not connected at the time. Therefore, the number of activating EVs 

should be calculated for each time period. The status of charging in an atom can be written as 

1,
   

0,

( )
( )

( )
i

i
i

k
k

k










=



d
z

d
.  (30) 

Here, ε is a small value relative to the minimum charging power of EV. k is the index in the 

atom, k=1, 2, …, n. So, the number of EVs connected to the charging station N(t) at a particular 

time t could be expressed as 

, 1

( ) ( - 1)

ii
i

S t
i

t n s

N t t s
 − + 

= + z
, (31) 

where, si is the active time of the ith atom, S is the sets of active atoms index, and n is the length 

of the atom.  

3. Implementation of regional-nonintrusive load monitoring 

In this section, the proposed method is implemented on real data collected from the UK. For 

traditional loads, over 800 substations data are collected by Western Power Distribution in 

South Wales, the UK, covering a good mix of industrial, commercial and domestic customers. 

For DER data, a set of 35 PVs panels are monitored over a year in the UK. Solar irradiance 

data are publicly available from Met Office based on the information of the region of the PVs. 

Real EVs charging data from the Low Carbon London (LCL) project [35] is used to develop 

typical EV charging profiles while EV charging data from the Winnipeg, Manitoba EV trials 

are used to test the proposed method. 

Fig. 4 shows an example of aggregated regional load metered at a substation including 100 

traditional customers, 10 PVs and 20 EVs over 10 days. The sampling time for all data are 

unified to half an hour, and 10-day data will be used as the basis for this study.  

 

Fig. 4 Substation aggregated data (a) composited with traditional customers (b), PVs (c) and EVs (d). 

3.1 Empirical mode decomposition denoise 

As plotted in Fig. 5, Residual A (red) and Errest (blue) overlap significantly in the time domain. 

However, in the frequency domain, the spectrum of Errest (blue) is evenly distributed over the 

frequencies while the spectrum of Residual A (red) is skewed towards the low-frequency end. 
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Fig. 5 Domain analysis of forecasting residual load for original and original added PVs & EVs load (a) time 

domain (b) frequency domain. 

Fig. 6 shows the EMD decomposition results for Residual A. It can be seen that the high 

frequency part is mainly concentrated in the first IMF. Therefore, we can select u = 1 to 

reconstruct the Residual A.  

 

Fig. 6 EMD decompose of the Residual A into 5 IMFs and a residual. 

In Fig. 7, the dashed (black) line is the raw signal of Residual A, and the solid (blue) line is the 

real summation load of PVs generation and the EVs load. There are clear deviations between 

the black and blue line due to the forecasting error. The EMD denoised signal, Residual A*, 

dotted (red) line is much closer to the expected signal (blue), matching well with the overall 

pattern and most peaks. 
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Fig. 7 The comparison of residual A, real EVs load added PVs generation and the EMD reconstruct signal. 

3.2 Peak coincidence analysis for PV estimation 

The solar energy output of a photovoltaic system is highly dependent on the solar irradiance. 

The upper graph in Fig. 8 shows the normalized solar irradiance and the bottom graph in Fig. 

8 shows the energy output of 10 solar panels in the same region. It can be seen that the output 

of the solar panels is highly correlated with the intensity of solar radiation. 

 

Fig. 8 Solar irradiance and 10 PV panels generation around Swansea area from Oct 3 2012 to Oct 12 2012. 

3.3 Limited activation matching pursuit for electric vehicles estimation 

In this study, real EV charging data from the Low Carbon London (LCL) project [35] are used. 

The load profiles cover 24 hours and the charging load is given a half hour time base as shown 

in Fig. 9 (one EV over one week). In order to make the algorithm converge as soon as possible, 

the correlation between atoms should be kept as low as possible. For example, orthogonal bases 

are used in orthogonal matching pursuit (OMP). However, in this study, it is difficult to 

generate an orthogonal basis without distortion on the of the EV’s real charging patterns. 

Therefore, historical EV charging data are kept in their original form. Fig. 10 shows the selected 

atoms from the historical charging profiles of 60 EVs over 2 years. In this dictionary, we have 

396 atoms, the correlation threshold   is 0.85 and the minimum valid data is e > 0.05kW. 
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Fig. 9. The charging load profiles of EV from 13/10/2012 to 19/10/2012. 

 

Fig. 10. A selected 396 atoms dictionary in day length and weak correlation (correlation threshold   < 0.85, e > 

0.05 kW). 

There are two parameters need to be determined for the proposed LAMP method, the limited 

active coefficient c, and the termination condition. As the charging power of most EVs is below 

10 kW [36], the maximum activation coefficient is set to 5, reflecting the maximum of 5 kWh 

of energy charged within half an hour. The iterations will be terminated when the root mean 

square error (RSME) improvement is less than a threshold, which is set to 0.005 in this study. 

As shown in Fig. 11, after 70 iterations, the RSME of the studied substation has converged at 

0.92 kW.  
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Fig. 11 Number of iteration and RMSE in a LAMP processing. 

4. Results 

4.1 Photovoltaic generate power estimating 

The PVs generation energy can be estimated using equation (19). The negative part of the 

estimated DERs load ( * 0 A ) can be considered as an approximate estimate of the PVs’ 

output power 
* *( 0)ˆ

PV    G A A . The first 10 peaks of the output power ˆ
PVG  and solar 

irradiance are shown in Fig. 12. There are two points Ĝ (164, -10.93), Ĝ (169, -12.73) and 

H(165, 0.80), H(168, 0.93) that are matched to each other, and are marked with the symbol ‘o’. 

According to (8), the coefficient K̂  is -13.67 in this experiment. 

 

Fig. 12 Estimated solar energy generation coefficient K via matching the local maximum value. 

The output energy of PVs is estimated with equation (10). In Fig. 13, the dotted (red) line is 

the estimated PVs’ output energy, the solid (blue) line is the real PVs’ output energy. The 

RSME of the estimated and real value of the PVs’ output is 6.25 kW. The mean absolute 

percentage error (MAPE) of real PV and estimated is 19.40%, where the zero points of real PV 

is removed in the assessment of MAPE. 
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Fig. 13 Compared with real and estimate PVs output energy. 

4.2 Electric vehicles load and number estimating 

The estimated load of EVs ˆ
EVL  is the difference between *A  and ˆ

PVG , as described in (11). 

The estimated and real load of EVs are shown in Fig. 14 with dotted (red) and solid (blue) line, 

respectively. In Fig. 14, the estimated EV load (red) conforms well to the real EV load (blue) 

over the 10 days. There are a few noticeable overestimates at the start and end of the period. 

This is due to the end effect of EMD where the noise was not fully filtered at the two ends. The 

error is inherited from the previous processes of EMD denoise and PV estimation. The RSME 

between the estimated EVs load and the real EVs load is 4.01 kW.  

  

Fig. 14 Comparison between real (blue), estimated (black) and reconstructed (red) EV load. 

The total EV load is then disaggregated into multiple EVs with different charging modes by 

the proposed LAMP method. To validate the atoms and coefficients derived, they are used to 

reconstruct the total EV load 
LAMP

EVL , which is depicted in the red dotted line in Fig. 14. The 

reconstructed EV profile follows the original EV profile very well, indicating a small residual. 

The RSME between 
LAMP

EVL and ˆ
EVL  is 0.92 kW. 

Since the overall load conforms, it is of interest to investigate whether the number of EVs can 

be accurately detected. The atom derived from LAMP indicates the charging mode and the 

activation coefficient indicates the number of EVs. The number of EVs charged at the 

substation is shown in Fig. 15, at every half an hour over 10 days. The red bars are the real 
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number of EVs while the blue bars are the estimation by LAMP. The estimation is relatively 

accurate with a mean absolute difference (MAD) of 1.17 EVs and a relative mean absolute 

difference (RMAD) of 55.77%. Due to the window effect in the sliding match, the estimation 

is very accurate for the middle 8 days, but higher deviation can be seen for the first and last 

day at both ends.  

 

Fig. 15 Compare with real and LAMP estimated number of in charging EVs. 

4.3 Comparison with classic nonintrusive load monitoring techniques 

This section aims to compare the proposed LAMP with three classic NILM techniques: sparse 

coding (SC) [37] orthogonal matching pursuit (OMP [38]), and non-negative matching pursuit 

(NMP [39]). For details on the three classic techniques, please refer to Appendix A, B and C, 

respectively. In order to perform a fair comparison, the following modifications to improve the 

performance of classic techniques have been made: i) the same forecasting model is applied 

when estimating the traditional loads and EMD is implemented to reduce noise; ii) the same 

coefficients are used when estimating PV’s generation; iii) all techniques use the same 

dictionary learned from the real EV data instead of unexplainable waveforms like sinusoids.  

The reconstructions of the total EV loads are evaluated using MAPE. For the EV number 

estimation, four techniques are evaluated from two perspectives: i) reconstruction of total EV 

load measured by RSME, which is used for NILM [40]; and ii) the estimation of number of 

EV measured by the double-exponential (DE) score expressed in (32), which is popular 

evaluation index for forecasting competitions, using 

(1/2) /4

1

exp iln
n

N

i

score
 

=

−
=  , (32) 

where i is the time index and iN  is the difference value between actually and estimated 

number of EVs at time i. Higher scores are awarded for small estimation errors to encourage 

accurate forecasting rather than mean-value forecasting. The comparison is performed on 27 

substations with different forecasting errors, PV capacity and number of EVs. The test data 

configuration is listed in Table 1. The forecasting error is approximated at 1%, 3% and 5%. 

The number of PVs are 5, 10 and 20, and the number of EVs are 10, 20 and 30. There are a 

total of 27 cases in the comparison and the scores are listed for each case, with the best 

performing technique underlined. Overall, the LAMP method outperforms the other three 

techniques in the majority of cases. The advantage of using the LAMP becomes larger when 

the forecasting error and number of DERs increase. The LAMP performs consistently well 

with different forecasting errors and DERs penetration rates. The OMP only performs well 

when the forecasting error and DERs penetration rate are low. The likely reason is the 
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orthogonal constraints of OMP prevent it from local over-fitting only when the noise 

interference is low. The SC produces larger errors than LAMP and OMP, but lower errors than 

NMP.  

 Table 1. Comparative assessment between LAMP and classic NILM methods across 27 

substations. 

Case 

(No.) 

Error 

(%) 

PVs 

(No.) 

EVs 

(No.) 

RSME  Double Exponential (DE) Score 

LAMP SC OMP NMP LAMP SC OMP NMP 

1 1 5 10 3.24 3.13 3.12 3.52 397.19 377.60 359.50 371.94 

2 1 5 20 3.16 3.17 3.16 3.72 410.05 388.40 383.10 384.58 

3 1 5 30 3.24 3.32 3.29 3.83 415.03 393.20 377.28 365.94 

4 1 10 10 3.14 3.01 2.98 3.38 400.95 369.56 371.84 370.76 

5 1 10 20 2.98 3.00 2.98 3.51 413.25 382.75 386.86 383.89 

6 1 10 30 2.89 3.05 3.03 3.40 414.22 388.62 374.21 364.26 

7 1 20 10 2.89 2.80 2.78 3.19 411.13 377.88 371.21 385.83 

8 1 20 20 2.83 2.80 2.79 3.10 412.77 385.03 386.53 386.54 

9 1 20 30 2.86 3.10 3.06 3.44 425.92 392.78 382.19 374.49 

10 3 5 10 6.35 10.24 10.17 11.65 400.67 328.97 359.04 357.58 

11 3 5 20 5.68 9.55 9.47 10.88 401.67 339.55 361.02 361.68 

12 3 5 30 5.40 9.55 9.50 10.88 403.78 351.57 365.06 369.06 

13 3 10 10 6.03 10.13 10.07 11.52 398.27 327.81 372.15 362.14 

14 3 10 20 5.50 9.34 9.27 10.58 403.88 339.59 366.78 371.08 

15 3 10 30 5.16 9.19 9.10 10.45 404.46 346.82 369.96 376.49 

16 3 20 10 5.54 9.07 9.00 10.37 393.66 331.13 365.99 370.17 

17 3 20 20 5.05 8.33 8.27 9.46 406.05 336.64 377.86 381.53 

18 3 20 30 4.85 8.78 8.69 9.94 402.98 344.97 365.89 369.05 

19 5 5 10 6.99 17.55 17.43 19.74 413.31 321.37 355.63 352.73 

20 5 5 20 6.84 16.99 16.87 19.23 412.53 326.05 360.01 359.42 

21 5 5 30 6.29 16.49 16.38 18.44 409.26 340.40 360.24 368.21 

22 5 10 10 6.67 17.41 17.30 20.03 411.44 315.60 365.50 359.92 

23 5 10 20 6.37 16.83 16.71 19.32 413.48 339.82 372.87 367.88 

24 5 10 30 6.18 16.70 16.61 19.01 409.12 353.07 368.75 374.00 

25 5 20 10 6.23 16.45 16.35 18.76 409.12 314.23 362.39 368.66 

26 5 20 20 5.94 16.23 16.10 18.65 412.40 334.69 379.14 385.00 

27 5 20 30 5.82 15.45 15.31 17.66 405.52 345.49 374.67 373.87 

 

In terms of the DE score, the LAMP consistently performs best while sparse coding has the 

lowest DE score. The DE scores of NMP and OMP are relatively close, between 360 and 400, 

decreasing when the forecasting error increases. When the error increases to 3% and 5%, the 

DE scores of SC decrease rapidly, indicating it is sensitive to noise. The performances of NMP, 
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OMP and SC all degrade when the number of EVs increases while the impact of PV is less 

significant. Among the four algorithms, LAMP all shows the highest score through all 27 cases 

and is robust when there are additional forecasting noise, EVs and PVs. In order to verify the 

stability of the LAMP under the scenario of high EV penetration, a case study of 50 EVs is 

conducted. The result in Fig. 16 shows that when the forecasting error level is 1%, the DE score 

of LAMP increases within the number of EVs. As the forecasting error increasing to 3% and 

5%, the LAMP’s DE scores decrease as the number of EVs increases. However, the DE score 

of LAMP is always stable at around 390, which is 30 points higher than other algorithms. 

 

Fig. 16 The scores of LAMP, SC, OMP and NMP algorithms under different forecasting errors and PV numbers 

with 50 EVs. 

Fig. 17 shows an example of the number of EVs estimated by different algorithms for Case 14 

in Table 1. These results show that LAMP can capture the overall trend of the EV number 

variation and is the best performing method for estimating the local maximum and minimum 

values. Estimations of sparse coding are much higher than real values. This is because of the 

sparse limitation restricts the number of non-zero values in the sparse activation coefficients 

and thus makes each value higher than the real case. The estimations of OMP and NMP are flat 

over time. This might be caused by the greedy algorithms try to fit the load curve as much as 

possible without considering the real world constraints and thus unable to catch the spikes. 
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Fig. 17 Real Number of charging EVs (a) and estimation by LAMP (b), SC (c), OMP (d) and NMP (d) for case 

14(error=3%, PVs=10, EVs=20).  

5. Conclusion  

In this paper, an upgraded NILM problem is proposed that is able to disaggregate regional 

loads (e.g. traditional load, PVs and EVs) rather than just household appliances. This is a 

critical research topic to address the challenges the increasing scale of DERs present to the 

traditional operation of distribution networks. The proposed Regional-NILM method provides 

a way to estimate the real-time status of DERs without expensive monitoring and data privacy 

issues.  

The proposed three-stage approach firstly estimates the traditional load using forecasting 

models. The unbiased forecasting errors are filtered using EMD reconstruction without the 

high-frequency IMFs. Peak coincidence analysis is then performed between negative residuals 

and solar irradiance to identify the installed PV capacity and related coefficients. Finally, a 

novel LAMP method is proposed to analyse the final residual for the number of EVs and total 

charging load.  

The method is validated using 27 cases based on real data from traditional substations, EV and 

PV trials in the UK. In particular, 27 substations are tested with different penetration rates of 

DERs and forecasting errors. Results show the regional aggregated load can be accurately 

decomposed to the traditional load, PV generation and EV load. For EV number estimation, 

the proposed LAMP achieved an improved performance over that of classic SC, OMP and 

NMP techniques by 16.53%, 10.21% and 10.00%, respectively. The improvement becomes 

more significant (to 23.79%, 12.08% and 11.75%, respectively) when the substation has a 

higher DERs’ penetration rate and a larger forecasting error.  

This paper focuses on developing the overall methodology of regional-NILM. Future research 

could investigate different enabling techniques such as wavelet analysis for noise reduction, a 

deep neural network for EV and PV profiles extraction and hidden Markov model (HMM) for 

EV charging mode estimation. 
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7. Appendix 

A. Sparse Coding (SC) 

The sparse coding approach usually including two stages: training and coding. In the training 

stage a dictionary will be learnt from the training samples. However, the atoms in the dictionary 

is consist of the energy usage of EVs in this paper. Instead of learning, we constructing a 

dictionary that preserves the charging characteristics of electric vehicles. Therefore, here we 

mainly use the coding stage of the SC. In the coding stage, we can compute the representation 

coefficients one by one independently through the following minimization problem. 

The classic approach is to solve the least absolute shrinkage and selection operator (LASSO) 

problem: 

2
min − +

W
X BW W , (A.1) 

where, W is the representation coefficients, B is the constructed dictionary, X is the test signal, 

and β is the sparse parameter |W| denote the L1-norm. This paper implements SC based on the 

references [37].  

B. Orthogonal Matching Pursuit (OMP) 

The Orthogonal Matching Pursuit Algorithm (OMP) [38] is a greedy compressed signal 

recovery algorithm which selects the best fitting atoms of the dictionary in each iteration. 

Matching Pursuit (MP) can only guarantee that the residual vector is orthogonal to the selected 

atoms of the dictionary in each iteration, but is generally not orthogonal to the previously 

selected atoms. OMP can ensure that the residual vector is orthogonal to all the previously 

selected atoms after each iteration to ensure the optimality of the iteration, thereby reducing 
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the number of iterations and the performance is more robust. The calculation steps of OMP can 

be summarized as follows: 

Input: observed signal vector mRX  and dictionary m nR B  

Output: sparse coefficients vector nRW  

Step 1. Initialization, let the label set 0T =  , the initial residual vector 0r = X , k = 1. 

Step 2. Identification, find the atom in dictionary B that has the strongest correlation with the 

residual vector 1kr − , 1 1arg max , ,k j k j k k kj r T T j− −   =W B . 

Step 3. Estimation, minimize the problem arg
kTmin −W X B W‖= ‖ by 1( )

k k k

H H

k T T T

−=W B B B X , 

where 
1
,[ , ]

k kT t t=B b b , 1, , k kt t T , H
B  is conjugate transpose 

Step 4. Update the residual 
kk T kr = −X B W . 

Step 5. Let k = k + 1, and repeat Step 2 to Step 4, if a stop criterion is met, the iteration is 

stopped. 

Step 6. Output the coefficients vector ( ) ( ),k ki i if i T= W W ; 0( ) , other ei wis=W . 

Here are three common stop criteria: 

1) Stop after running to a fixed number of iterations. 

2) The residual energy is less than a predetermined value  , 
2kr   

3) When any atom of the dictionary B has no significant energy of the residual vector kr , 

H

kr 


B  

C. Non-negative Matching Pursuit (NMP) 

In order to obtain non-negative coefficients, we need some modifications in MP or OMP. At 

each iteration only the most “positively” correlated atom will be selected, then only the positive 

coefficients could be obtained [39]. A sub-optimal approach named Non-Negative Least 

Square (NNLS) program is used to refine the selected coefficients at each iteration in OMP 

Step 3, which will change to 
0arg min

kT −W WX B=‖ ‖.  


