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Cognitive models claim that spoken words are recognized by an op-
timally efficient sequential analysis process. Evidence for this is the
finding that nonwords are recognized as soon as they deviate from
all real words (Marslen-Wilson 1984), reflecting continuous evalu-
ation of speech inputs against lexical representations. Here, we
investigate the brain mechanisms supporting this core aspect of
word recognition and examine the processes of competition and
selection among multiple word candidates. Based on new behavior-
al support for optimal efficiency in lexical access from speech, a
functional magnetic resonance imaging study showed that words
with later nonword points generated increased activation in the left
superior and middle temporal gyrus (Brodmann area [BA] 21/22),
implicating these regions in dynamic sound-meaning mapping. We
investigated competition and selection by manipulating the number
of initially activated word candidates (competition) and their later
drop-out rate (selection). Increased lexical competition enhanced
activity in bilateral ventral inferior frontal gyrus (BA 47/45), while
increased lexical selection demands activated bilateral dorsal
inferior frontal gyrus (BA 44/45). These findings indicate functional
differentiation of the fronto-temporal systems for processing spoken
language, with left middle temporal gyrus (MTG) and superior tem-
poral gyrus (STG) involved in mapping sounds to meaning, bilateral
ventral inferior frontal gyrus (IFG) engaged in less constrained early
competition processing, and bilateral dorsal IFG engaged in later,
more fine-grained selection processes.

Keywords: spoken word recognition, lexical competition, lexical selection,
inferior frontal gyrus, cohort model

Introduction

Cognitive models developed over the last several decades
(e.g. Marslen-Wilson and Welsh 1978; Elman and McClelland
1986; Marslen-Wilson 1987; Norris 1994; Gaskell and Marslen-
Wilson 1997) have put forward a range of detailed proposals
about the mechanisms of spoken word recognition,
proposing a set of fine-grained representations, processes,
and structures. One of the key claims is that speech sounds
are mapped onto meaning by an optimally efficient language
processing system (e.g. Marslen-Wilson and Tyler 1981;
Marslen-Wilson 1984; Norris and McQueen 2008). These
models do not, however, have well-developed equivalents in
the neural domain. This study aims to investigate the neural
substrates of the human language processing system by relat-
ing neural activity to cognitive claims and behavioral data.

The term “optimal efficiency” emerged in this context as a
predicted property of the “Cohort Model” of spoken word rec-
ognition, which was designed to explain the extreme earliness

of word recognition and its sensitivity to contextual con-
straints (Marslen-Wilson 1975; Marslen-Wilson and Welsh
1978). This model, and its later variants (Marslen-Wilson
1987; Gaskell and Marslen-Wilson 1997), assumed a fully par-
allelized recognition process (cf., Morton 1969; Fahlman
1979), where all word candidates that initially fit the accumu-
lating speech input (the word-initial “cohort”) are continu-
ously assessed, and drop out of contention as mismatches
emerge. Whether this model is viewed in virtual terms (as a
property of a massively parallel neural network) or as reflect-
ing the action of multiple independent “word detectors,” it
makes the prediction that a spoken word will be recognized
as soon as the information becomes available in the speech
stream that differentiates it from its competitors. This is opti-
mally efficient in the sense that it makes maximally effective
use of incoming sensory information to guide dynamic per-
ceptual decisions.

This prediction of the cohort model was directly tested in a
behavioral experiment, which used a nonword detection task
to tap into the timing of lexical processing in spoken se-
quences (Marslen-Wilson 1984). This study showed that
spoken nonwords could be recognized as nonwords as soon
as the spoken sequence deviated from a real word, at the so-
called “nonword point.” This is the point in the speech se-
quence at which a potentially meaningful sequence becomes
a nonword, and it varied in this study from the second to the
fifth phoneme in the sequence. Average reaction times (RTs)
to make a nonword decision were strikingly constant at
around 450 ms relative to the nonword point, as reflected in
the high correlation (r = 0.72) between item RTs and the dur-
ation from sequence onset to the nonword point. In contrast,
the correlation between RTs and the duration of the whole
sequence was not significant.

The stability of the nonword point effect across early and
late divergence points indicates that a real-time analysis, relat-
ing the incoming speech input to possible words in the
language sharing the same initial sequence, starts as soon as
some minimum amount of information (e.g. one phoneme) is
available from the speech input. The decision to reject the se-
quence as a nonword can therefore begin to be made as soon
as there are no word candidates that still match the incoming
sensory input. As information becomes available in the
speech signal, it is used to guide perceptual choice between
different word candidates—with nonword detection being
one end-point of this process. However, the neural underpin-
nings of these processes, and of the nonword point effect in
particular, remain unclear. The aim of the present study is to
investigate the neural basis of this optimally efficient process
by exploiting the nonword point effect.

© The Author 2012. Published by Oxford University Press.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by-nc/3.0/),
which permits non-commercial reuse, distribution, and reproduction in any medium, provided the original work is properly cited. For commercial re-use, please contact journals.
permissions@oup.com.

Cerebral Cortex April 2014;24:908–918
doi:10.1093/cercor/bhs366
Advance Access publication December 18, 2012

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Apollo

https://core.ac.uk/display/370405228?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


The online efficiency of the language system does not
imply that the recognition of a spoken word is simply a
one-to-one direct mapping from the sound of the word onto a
stored representation of that word’s meaning. Instead, it in-
volves the continuous activation of multiple competing word
candidates and corresponding selection and decision pro-
cesses (e.g. Marslen-Wilson and Welsh 1978; McClelland and
Elman 1986; Marslen-Wilson 1987; Zwitserlood 1989; Norris
1994; Gaskell and Marslen-Wilson 1997, 2002; Allopenna
et al. 1998). In the formulation adopted by the Cohort model
(Marslen-Wilson and Welsh 1978; Marslen-Wilson 1987), there
are 2 related processes involved in spoken word recognition:
The activation of multiple cohort candidates, and the sub-
sequent evaluation and rejection of inappropriate candidates.

Word-initial speech sounds (e.g. [æl] of “alligator”) activate
an initial cohort of simultaneously active word candidates
(e.g. “alcohol,” “albatross,” “alligator”), which share the same
initial sound sequence [æl]. This activation is claimed to be an
autonomous process, exclusively driven by bottom-up
sensory inputs. It is also necessarily accompanied by a resol-
ution process as the multiple cohort candidates compete for
selection and recognition. When the number of cohort candi-
dates (cohort size) is larger, the competition among them
becomes stronger (Marslen-Wilson and Welsh 1978; Marslen-
Wilson 1990; Tyler et al. 2000). Once word candidates are ac-
tivated in the initial cohort, they continue to be evaluated
against the incoming sensory input, and the activation level of
words that mismatch gradually declines (Tyler 1984; Marslen-
Wilson 1987). The rejection of inappropriate candidates can
be seen as a process of selection, affected by both bottom-up
sensory inputs and top-down factors such as contextual con-
straints (Tyler and Wessels 1983; Tyler 1984) and lexical
semantics (Tyler et al. 2000). Competition and selection are
related but potentially separable processes, as suggested by
research in related domains such as speech production (e.g.
Mahon et al. 2007).

The brain mechanisms involved in competition and selec-
tion have been extensively investigated in previous neuroima-
ging studies, with left inferior frontal gyrus (LIFG) being
identified as a critical region for the general function of selec-
tion (e.g. Thompson-Schill et al. 1997, 2005; Moss et al. 2005;
Rodd et al. 2005, 2012; Grindrod et al. 2008; Schnur et al.
2009). In many of these studies, LIFG activity is accompanied
by activation in the right (R) hemisphere homologous
site, although right inferior frontal gyrus (RIFG) activity is ty-
pically weaker (e.g. Thompson-Schill et al. 1997; Badre and
Wagner 2004; Rodd et al. 2005; Bilenko et al. 2008; Zhuang
et al. 2011). The role of RIFG remains underspecified, leaving
open whether it is as strongly involved in competition and se-
lection functions as the LIFG—as claimed by Bozic et al.
(2010)—or simply plays a complementary role in supporting
the LIFG.

The activation of these competition and selection effects
varies within bilateral IFG across different tasks, stimuli, and
types of competition (e.g. phonological, semantic, and syntac-
tic). Effects are seen in left Brodmann area (L BA) 44, for
example, for word generation and picture classification tasks
and L BA 44/45 and R BA 44 for a word comparison task
(Thompson-Schill et al. 1997, semantic competition); in L BA
47/45/44 for a picture naming task (Moss et al. 2005, seman-
tic competition); and in bilateral BA 44/45/47 for working
memory retrieval (Badre and Wagner 2004). Within the

domain of spoken word recognition, different activation pat-
terns have been reported in inferior frontal cortex; for
example, bilateral BA 45/47 (Bozic et al. 2010, gap detection
with no gaps on test trials), bilateral BA 45/44 (Bilenko et al.
2008, lexical decision), L BA 45/47 (Grindrod et al. 2008,
lexical decision), and L BA 45/47 and R BA 47 (Zhuang et al.
2011, lexical decision). One notable finding is that L BA 45 is
the most commonly activated subregion of IFG across differ-
ent tasks and stimuli, especially for spoken word recognition.

A further issue is how competition and selection, in so far
as they are cognitively distinct processes, are underpinned by
frontal involvement within the dynamic neural systems sup-
porting spoken language processing. Previous neuroimaging
research has rarely investigated the relationship between com-
petition and selection, and the 2 processes are typically not
separated from each other in the experimental manipulations
used (e.g. Thompson-Schill et al. 1997). An exception is the
recent study by Grindrod et al. (2008), which manipulated
different semantic competition and selection conditions in
spoken word recognition, using an implicit priming task.
These authors found only selection effects in LIFG, and no
effect of competition, though this may be because the compe-
tition effect is relatively weaker, and difficult to detect with an
indirect paradigm such as implicit priming. Using an explicit
task (lexical decision), Zhuang et al. (2011) observed a com-
petition effect in the initial cohort of spoken words with
greater activation in LIFG (BA 45/47) and RIFG (BA 47) for
increasing cohort size.

Experimental Considerations

Within the framework of the Cohort model, the present study
was designed to address 2 specific issues involved in recog-
nizing spoken words: What are the neural underpinnings of
this optimally efficient language processing system and how
are the processes of competition and selection, which are a
central part of this system, instantiated in the brain? To
address these questions, we designed a 2-part study, with a
behavioral component run outside the scanner, and a func-
tional magnetic resonance imaging (fMRI) component run on
the same stimulus set, manipulating the nonword point and
2 continuous variables indexing cohort competition and selec-
tion processes. The purpose of the behavioral component
was to establish unequivocally that the nonword point effect
was elicited by the current stimuli, validating the basic cogni-
tive claim about the dynamic functional properties of the
recognition system. The goal of the fMRI component is to
explore the architecture of the neural systems supporting
these capacities.

Nonword sequences, modeled on the original Marslen-
Wilson (1984) study, were constructed so that at sequence
onset each stimulus could potentially be a real word. The
primary manipulation was the position of the nonword point
—whether it occurred early, middle, or late in the sequence.
The nonword point was measured in 2 ways—either by the
duration from sequence onset to nonword point or by
the amount of phonological information, as measured by the
number of phonemes heard at early, middle, and late
nonword points. Sequences in the early nonword point con-
dition became nonwords at the beginning of the second or
third phoneme (e.g. at the [v] in “kvint”, [kvint], or the [au] in
“smaud”, [smaud]). To maintain comparability with the
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original Marslen-Wilson study, we included a distinction
between sequences that are phonotactically illegal, such as
“kvint”, where [kv] cannot appear word initially in English,
and sequences such as “smaud”, where the initial sequence
[sm] is phonotactically legal. However, this contrast addresses
issues outside the scope of this report and its results are not
presented in detail here.

Sequences in the middle and late nonword point conditions
(all phonotactically legal) became nonwords, respectively, at
the consonant after the initial vowel (for example, at the [v] in
“soivish”, [soivi∫]) or at the following consonant/vowel (for
example, at the [d] in “trandal,” [trænd el] or the [ei] in “skoo-
nate,” [sku:neit]). Behaviorally, we expected to elicit the
pattern reported by Marslen-Wilson (1984), with a strong
positive correlation between rejection latencies and “pre-
nonword point duration,” the duration from sequence onset
up to nonword point. At the same time, the duration from
nonword point until the end of the sequence (“post-nonword
point duration”) should be less effective in predicting the RTs
for rejecting a nonword. Secondly, there should be a factorial
effect of nonword point with slower rejection times for
sequences with later-appearing nonword points.

We also expect specific neural reflexes of these nonword
point effects. These predictions follow intrinsically from a
sequential cohort process, where as more of a sequence is
heard, the more extensive the match will be to the remaining
members of the cohort. This means that sequences with later
nonword points should generate stronger lexical-semantic acti-
vation in areas of the brain supporting the primary processes of
lexical access - namely, the L temporal regions that mediate the
link between incoming phonological information and under-
lying lexical representations (e.g. Binder et al. 1996, 1997; Dron-
kers et al. 2004; Indefrey and Cutler 2004). This predicts greater
brain activation in L temporal cortex for the later nonword point
sequences. The neural network most activated at later nonword
points should be central to the process of mapping speech
sounds onto meaning, since this is the network that will have
the most sustained lexical access up to and including the point
at which the nonword rejection decision is made.

The second aim of the fMRI component is to investigate the
neural substrates of competition and selection processes in
accessing spoken sequences by manipulating the size of the
initial cohort and the cohort drop-out rate. Initial cohort size
refers to the number of words in the language (as known to
the listener) sharing the same initial phonemes, defined here
as either the initial 2 consonants (CC) or the initial consonant
and vowel (CV). When cohort size is larger, the competition
among its members is potentially higher than when a cohort
contains few candidates (Marslen-Wilson and Welsh 1978;
Marslen-Wilson 1990; Tyler et al. 2000). We will investigate
the neural underpinning of cohort competition by correlating
neural activity with initial cohort size and predict greater acti-
vation in frontal cortex as cohort size increases (cf.,
Thompson-Schill et al. 1997; Moss et al. 2005; Schnur et al.
2009; Zhuang et al. 2011).

The selection process, in contrast, is represented by cohort
drop-out rate, defined as the ratio of the terminal cohort size
to the initial cohort size (both log-transformed). The terminal
cohort size refers to the number of word candidates sharing
the same phonemes up to and including the phoneme before
the nonword point. The cohort drop-out rate measures the
drop-out speed of word candidates from initial to terminal

cohorts. As the drop-out rate becomes higher, more word can-
didates drop out of the cohort, reflecting a more intensive
process of selection. This drop-out process involves automati-
cally evaluating and selecting word candidates, so that candi-
date brain regions for this effect should be bilateral IFG (BA
44, 45, and 47), which has been claimed to be critical in
general selection (e.g. Thompson-Schill et al. 1997, 2005;
Moss et al. 2005; Rodd et al. 2005, 2012; Bilenko et al. 2008;
Grindrod et al. 2008; January et al. 2008; Schnur et al. 2009;
Bozic et al. 2010; Zhuang et al. 2011).

Part 1: The Behavioral Component
We first performed a behavioral experiment, building on pre-
vious findings (Marslen-Wilson 1984) that implicated an opti-
mally efficient language processing system, to determine
whether manipulations of nonword point provided an appro-
priate foundation for the planned imaging component.

Materials and Methods

Participants
Eighteen healthy volunteers (6 males and 12 females, aged 19–34)
who were native British English speakers with normal hearing took
part in this experiment. They all gave informed consent and were
compensated for their time.

Design and Materials
The stimuli were made up of 360 nonwords with 360 real words from
another study (Zhuang et al. 2011) acting as fillers. The real word
fillers consisted of both concrete and abstract words from the CELEX
database (Baayen et al. 1995), with 94 monosyllabic, 169 disyllabic,
and 197 trisyllabic items. The 360 nonwords were each assigned to 1
of the 4 experimental conditions, varying in their nonword point (as
described earlier): Early nonword point, phonotactically illegal (72
items), early nonword point, phonotactically legal (72 items), middle
nonword point (72 items), and late nonword point (144 items). The
overall lengths of nonwords varied from 1 to 3 syllables. There were
equal numbers of monosyllabic, disyllabic, and trisyllabic nonwords
in early and middle nonword point conditions. Because the late
nonword point occurs at the beginning of the second syllable, there
were no monosyllabic nonwords for the late nonword point con-
ditions, which had equal numbers (72) of disyllabic and trisyllabic
items. In total, there were 72 monosyllabic, 144 disyllabic, and 144
trisyllabic items.

For the 144 sequences with late nonword points, there were
2 additional manipulations, the initial cohort size and the cohort
drop-out rate, as measures of cohort competition and selection pro-
cesses. The number of stimuli (144) in the late nonword point con-
dition made it possible to explore the effects of these variables using
correlational methods.

The stimuli were recorded by a female native speaker of
British English onto a digital audio tape recorder at a sampling rate of
44100 Hz, and then transferred to a computer, where they were
downsampled using CoolEdit Software to a lower rate (22 050 Hz, 16
bit resolution, monochannel) for presentation with the experimental
software. Each stimulus was placed in an individual speech file. The
mean duration for the nonwords was 782 ms, with a range from 398
to 1183 ms (standard deviation [SD] = 159 ms). The mean duration of
the real word fillers was 548 ms (SD = 115 ms).

Once each speech file had been created, the time to the nonword
point was measured in milliseconds from sequence onset to the onset
of the nonword point phoneme. In some sequences, it is difficult to
identify the exact onset of this phoneme because of the overlap
between successive phonemes in the waveform. In these cases, we
first estimated the approximate middle point between 2 adjacent pho-
nemes by identifying their waveform peaks, then adjusted the
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nonword point as necessary by listening to successive increments of
the speech signal. The average duration to each of the nonword
points is shown in Table 1. Duration to the nonword point was
similar in the middle and late conditions (293 vs. 298 ms, Table 1),
even though the late nonword point occurs on average one phoneme
later. This is because speakers typically pronounce trisyllabic se-
quences at a faster rate than disyllabic sequences (Lehiste 1972; Klatt
1976).

Procedure
Participants were tested in a sound-attenuated room in groups of up
to four. Participants heard the stimuli presented via headphones
using DMDX experimental software (Forster and Forster 2003). Par-
ticipants were asked to decide whether the stimulus they heard was a
real word in English or not. They pressed the “yes” button of a
response box when they heard a real word and the “no” button when
they heard a nonword. They were asked to do this as quickly as poss-
ible. The time out was set at 3 s, and the intertrial interval was 1.5 s.

There was a practice session of 24 items. There were 4 experimen-
tal sessions, each beginning with 4 lead-in items. Items from each
condition were evenly distributed across the different sessions, and
the order of presentation was pseudorandomized. There were not
more than 3 adjacent items from the same condition and not more
than 4 adjacent real words or nonwords. The order of presentation of
the experimental sessions was varied between participants.

Results

The data from 1 participant were excluded due to very slow
response times (mean = 1007 ms; group mean = 770 ms) and 1
item (“wike”) was excluded due to its high error-rate (64.7%).
This left a total of 17 participants and 359 items. Only correct
responses (96.9%) were included in the RT analyses. RTs were
inverse-transformed to reduce the effects of outliers (Ratcliff
1993; Ulrich and Miller 1994), then analyzed across items
(F2). Subject analyses (F1) were omitted as extraneous vari-
ables cannot be taken as covariates. Error analyses are not re-
ported as the overall error rate was very low (2.4%), and not
more than 3.1% in any of the 3 conditions.

The primary predictions concerned the nonword point
effect, which we analyzed using both correlational and factor-
ial techniques. The correlation analysis showed a significant
correlation between RTs and pre-nonword point duration,
r = 0.61, P < 0.001 (Fig. 1A). As the duration from sequence
onset to nonword point increases, time to reject the sequence
as a nonword becomes longer, consistent with claims for the
continuous activation of lexical information as the sequence
unfolds up to the nonword point (and beyond). In contrast,
the correlation between RTs and the post-nonword point dur-
ation was much weaker and failed to reach significance

(r =−0.096, P = 0.07). These results confirm the findings in
Marslen-Wilson (1984), where response times were strongly
and linearly dominated by pre-nonword point duration.

We then performed a factorial analysis on the 3 nonword
point conditions, collapsing across the phonotactically legal
and illegal early conditions. In a 1-way analysis of variance,
RTs were taken as a dependent variable with the 3 nonword
point conditions as factors. There was a significant effect of
nonword point, F22,356 = 21.35, P < 0.001, with longer
response times to sequences with later-appearing nonword
points. In post hoc tests using least significant difference
(LSD), sequences in the early nonword point condition (mean
RT = 736 ms) were responded to more quickly than those in
the middle (mean RT = 762 ms; P = 0.015) and late (mean
RT = 793 ms, P < 0.001) conditions, and sequences in the
middle condition were recognized faster than those in the late
condition, P = 0.005. Figure 1B shows the tendency for a
linear relationship across these 3 nonword point conditions in
mean RTs. These results are consistent with the correlational
analyses and confirm that the nonword point is the most
important factor in determining the lexical decision response.

We also looked for potential behavioral effects of variations
in cohort competition and selection, testing the 144 se-
quences with late nonword points for correlations between
RTs and initial cohort size and between RTs and cohort
drop-out rate. For cohort competition, 3 extraneous variables
(pre- and post-nonword point durations, and the summed
initial cohort frequency) were partialled out as covariates.
Since word candidates in the initial cohort vary in frequency,
the activation level of each of these candidates varies as well.
To reduce the potential influence of cohort activation on com-
petition, we partialled out the summed initial cohort fre-
quency, assuming that each cohort candidate was equally
weighted in frequency with the same activation level, and that
cohort size was an effective measure of the degree of compe-
tition between candidates within a cohort. There was a signifi-
cant positive correlation between RTs and initial cohort size,
r = 0.24, P = 0.004. Response latencies to reject a nonword
were slower as the size of the initial cohort increased, poss-
ibly reflecting increased competition.

To evaluate possible behavioral effects of cohort selection,
we partialled out 4 extraneous variables: Pre- and post-
nonword point durations, the summed initial cohort fre-
quency, and the initial cohort size. The reason for covarying
out initial cohort size and frequency was to minimize the
influence of cohort competition on selection, given that
cohort competition at an earlier stage in time could poten-
tially affect a later stage selection process, but not vice versa.
Since the correlation between the initial cohort size and
cohort drop-out rate is relatively low (r = 0.31), it is theoreti-
cally plausible to separate the 2 effects. The correlation
between RTs and cohort drop-out rate was marginally signifi-
cant, r = 0.15, P = 0.087. As the drop-out rate increases, with
larger number of word candidates being evaluated and dis-
carded, RTs also tend to increase.

Discussion

The strong nonword point effects in this study, with a
revised stimulus set and a different task, confirm that the
nonword point is a critical factor in determining the rejec-
tion latencies of nonwords. When the nonword point

Table 1
Description of the nonword stimuli with standard deviation in brackets

Condition Description Nonword
point

Item
number

Sequence
duration
(ms)

Pre-nonword
point duration
(ms)

Example

Early nonword
point

Phonotactically
illegal

CC 72 807 (178) 136 (71) kvint

Early nonword
point

Phonotactically
legal

(C)CV 72 772 (150) 161 (69) smaud

Middle
nonword point

Phonotactically
legal

(C)CVC 72 724 (177) 293 (93) soivish

Late nonword
point

Phonotactically
legal

(C)CVCC/
(C)CVCV

144 803 (135) 298 (78) skoonate

Note: C = consonant, V = vowel; nonword points are underlined for each condition.
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occurs later in a spoken sequence, the sequence remains a
potential real word for longer, and response latency is
slower. The results of the correlational analysis replicate
the general findings of Marslen-Wilson (1984), although the
correlation was lower than in the original study (r = 0.61
rather than 0.72). This may well reflect task differences.
The Marslen-Wilson (1984) study used a nonword detection
task, where participants only responded to the nonwords
and gave no response to the real words. In these circum-
stances, where “yes” decisions are not being made to real
words (which requires all of the sequence to be heard
before the response can be made), responses can be more
tightly tuned to the within-sequence nonword point.

We also saw evidence for the influence of lexical compe-
tition and selection on word recognition, as reflected in the
initial cohort size effect and cohort drop-out rate effect. Initial
cohort size correlated positively with RTs, when extraneous
variables were partialled out. In a large cohort, with a larger
number of candidates, it may take longer to resolve cohort
competition during the initial stages of lexical access. The
cohort drop-out rate also seems to influence the recognition
of spoken words, with slower response times when more
word candidates are being discarded from the cohort,
involving higher demand on selection processes.

Part 2: The fMRI Component
Based on the behavioral foundation provided by Experiment
1, we performed an fMRI study using the same task and
stimuli, to investigate the brain mechanisms supporting this
optimally efficient mapping from sound to meaning, and the
neural underpinnings of the competition and selection func-
tions that play key roles in this process.

Materials and Methods

Participants
Fourteen healthy control volunteers (7 males and 7 females, aged
19–33 years) took part in the fMRI study. All were native English
speakers with normal hearing and were right-handed as assessed by
the Edinburgh Handedness Inventory (Oldfield 1971). They all gave
informed consent and were compensated for their time. The study

received approval from the Peterborough and Fenland Local Research
Ethics Committee, UK.

Design and Materials
The materials (360 nonwords) were the same as those used in Exper-
iment 1 with the addition of 80 null events (silence) to provide a base-
line condition. However, the design was slightly different from that in
the behavioral experiment. Since the main purpose of this study was
to use the nonword point effect to investigate the neural interface that
maps sounds onto meaning, only the linguistic (phonemic) changes
from early to middle nonword point and from middle to late
nonword point were of theoretical interest. Any duration differences
among these conditions were treated as extraneous variables in the
imaging analyses. These include the variations in pre- and post-
nonword point durations, which may produce activation in the same
temporal regions as the hypothesized nonword point effect.

Two types of parametric modulation designs were used to explore
the nonword point effect and the cohort competition and selection
effects. The analysis of the nonword point effect was analogous to the
factorial analysis of the same effect in the behavioral data. All 360
nonwords in the 4 experimental conditions were included. Sequence
duration variations across items, including pre- and post-nonword
point durations, were partialled out as extraneous variables, since
they were not matched across conditions.

In contrast, only nonwords with late nonword points (144 items)
were used to explore cohort competition and selection processes.
Sequences with early or middle nonword points become nonwords
so early that their initial and terminal cohorts are almost the same.
The parametric modulation analyses on the 3 cohort variables (initial
cohort size, summed initial cohort frequency, and cohort drop-out
rate) were similar to the partial correlational analyses in the behavior-
al data. For example, to test the cohort competition effect, the initial
cohort size would be correlated with neural activity with the initial
cohort frequency as a covariate, in which case the members within
each cohort were treated equally (frequency weighted).

Procedure
The previously recorded stimuli underwent a further process of pre-
emphasis prior to presentation (http://www.mrc-cbu.cam.ac.uk/
~rhodri/headphonesim.htm), in order to optimize auditory quality in
the acoustically challenging scanner environment. Stimuli were pre-
sented using CAST experimental software (http://www.mrc-cbu.cam.
ac.uk/~maarten/CAST.htm) and were delivered to participants via
Etymotic ER3 insert earphones.

Participants were instructed to respond to each stimulus by press-
ing a response key with their index finger for real words and middle

Figure 1. Results of behavioral study. (A) Item-wise pre-nonword point duration plotted against RT. (B) Mean lexical decision RTs at early, middle, and late nonword points.
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finger for nonwords, and to make no response to the baseline
(silence) items. Items were divided into 4 sessions with items from
each condition evenly distributed across the sessions. Within each
session, the order of presentation of real words, nonwords, and
silence was pseudorandomized, such that not more than 4 real words
or nonwords followed one another. This pseudorandomization was
also applied to the 4 experimental conditions. Session order was
counterbalanced across participants. Each session consisted of 200
experimental trials with 5 lead-in dummy scans for MR signal stabiliz-
ation and 2 dummy scans at the end. Each session lasted 12 min, and
participants had a brief rest between sessions. Before the first session,
there was a short practice session of 12 items to familiarize partici-
pants with the procedure inside the scanner. During the experiment,
both RTs and errors were recorded.

MRI Acquisition and Imaging Analysis
Scanning was performed on a 3-T Magnetom Trio (Siemens, Munich,
Germany) at the MRC Cognition and Brain Sciences Unit, Cambridge,
UK, using a gradient-echo echo-planar imaging (EPI) sequence (rep-
etition time = 3400 ms, acquisition time = 2000 ms, echo time = 30 ms,
flip angle 78°, resolution 3 × 3 × 3.75 mm, matrix size 64 × 64, field of
view 192 × 192 mm, 32 oblique slices away from the eyes, 3 mm thick,
25% of slice gap) with head coils, 2232-Hz bandwidth and
spin-echo-guided reconstruction. We acquired T1-weighted MPRAGE
scans for anatomical localization. We used a fast sparse imaging proto-
col (Hall et al. 1999) in which speech sounds were presented in the
1.4 s of silence between scans. There was a silent gap of 100 ms
between the end of each scan and the onset of the subsequent stimu-
lus, minimizing the influence of preceding scanning noise on the per-
ception of sequences, especially their onsets. The time between
successive stimuli was jittered to increase the chance of sampling the
peak of hemodynamic response.

Preprocessing and statistical analysis were carried out in SPM5
(Wellcome Institute of Cognitive Neurology, London, UK; www.fil.ion.
ucl.ac.uk), under MATLAB (Mathworks, Inc., Sherborn, MA, USA). All
EPI images were realigned to the first EPI image (excluding the
5 initial lead-in images) to correct for head motion, and then spatially
normalized to a standard MNI (Montreal Neurological Institute) EPI
template, using a cut-off of 25 mm for the discrete cosine transform
functions. Statistical modeling was done in the context of the general
linear model (Friston et al. 1995) as implemented in SPM5, using an
8-mm full-width half-maximal Gaussian smoothing kernel.

In the fixed effect analysis for each participant, a parametric modu-
lation design (Buchel et al. 1996; Henson 2004) was used to model the
experimental conditions. Two slightly different modulation methods
were applied in this study according to the research aims and exper-
imental design. To investigate the nonword point effect, the first analy-
sis was performed by taking the 4 nonword point experimental
conditions as modulators with binary values (0, 1). In each of the 4
testing sessions, the design matrix consisted of 15 columns of variables:
Nonwords, pre- and post-nonword point durations, 4 experimental con-
ditions (early nonword point/phonotactically illegal, early nonword
point/phonotactically legal, middle nonword point, and late nonword
point), real words, null events (baseline), and 6 movement parameters.
Among these variables, there were 3 independent events: Nonwords,
real words, and null events. The nonword event was modulated by 6
parametric modulators—pre- and post-nonword point duration and the
4 experimental conditions. For each column representing a single con-
dition, every nonword item belonging to this experimental condition
was labeled as “1”, and the other nonword items were labeled as “0”.
For example, the item “kvint” was labeled as “1” in the modulator
column for the early nonword point and phonotactically illegal con-
dition, and items from the other 3 experimental conditions (e.g.
“smaud”, “soivish”, “skoonate”) were labeled as “0” in the same
column. At the same time, the item “kvint” was labeled as “0” for the
modulator columns corresponding to the other 3 experimental con-
ditions. Each of the 6 modulators was orthogonalized relative to the
other 5 modulators, so that any shared variance among these modu-
lators was removed, and any difference among these 4 experimental
conditions in duration was partialled out.

The second analysis was performed to investigate cohort compe-
tition and selection effects. The nonwords with late nonword points
(144 items) were taken as an independent event, which was modu-
lated by 5 modulators in the following order: Pre- and post-nonword
point duration, the summed frequency of the initial cohort members,
the initial cohort size, and the cohort drop-out rate. In accordance
with the behavioral data analyses, the same 3 extraneous variables
(the first 3 modulators here) were partialled out for the cohort compe-
tition effect (initial cohort size), and the same 4 extraneous variables
(the first 4 modulators) were partialled out for the cohort selection
effect (the cohort drop-out rate). To do this, we treated the 5 modu-
lators sequentially, from left to right, so that any shared variance
between any 2 modulators was allocated to the earlier modulator in
order. The same design matrix also included 6 movement parameters
and 3 extra independent events: Nonwords in the other 3 conditions,
real words, and null events. Error items were removed from the
nonword events in both analyses.

Trials were modeled using a canonical hemodynamic response
function (HRF), and the onset of each stimulus was taken as the onset
of the trial in the SPM analysis model. The data for each participant
were analyzed using a fixed effect model and then combined into a
group random effect analysis. Activations were thresholded at
P < 0.005, uncorrected, at the voxel level, and significant clusters were
reported only when they survived P < 0.05, cluster-level corrected for
multiple comparisons unless otherwise stated. SPM coordinates were
reported in MNI space. Regions were identified by using the AAL
atlas (Tzourio-Mazoyer et al. 2002) and Brodmann templates as
implemented in MRIcron (www.cabiatl.com/mricro/mricron). As this
study aimed to explore activations within the neural language proces-
sing system, a mask covering the neural regions typically considered
to encompass the fronto-temporo-parietal language network was
consistently used for all imaging results reported in this study (e.g.
Boatman 2004; Dronkers et al. 2004; Indefrey and Cutler 2004; Scott
and Wise 2004; Hickok and Poeppel 2007; Tyler and Marslen-Wilson
2008). The mask was created using the WFU PickAtlas (Maldjian et al.
2003, 2004) and comprised the following regions defined by the AAL
atlas: Bilateral IFG (BA 44, 45, 47), orbitofrontal cortex (BA 47, 11),
Rolandic operculum, anterior cingulate gyrus, insula, superior tem-
poral gyrus, middle temporal gyrus, angular gyrus, supramarginal
gyrus, and inferior parietal lobule.

Results

Behavioral Results
Two items (“thooton”, “thel”) were removed from the analysis
due to high error rates (over 90%), leaving 358 nonword
items. Where participants made error responses (4.7%), the
data were excluded from the analyses. The RTs were inverse-
transformed to reduce the influence of outliers (Ratcliff 1993;
Ulrich and Miller 1994). Only item analyses (F2) were per-
formed. Error analyses are not reported as the overall error
rate was low (4.7%), and not more than 5.5% in any condition.
RTs were generally slower (1045 ms overall) than in the be-
havioral study (794 ms), reflecting the less favorable auditory
environment in the scanner.

Nevertheless, in both correlational and factorial analyses,
the data again reveal significant nonword point effects. In a
Pearson correlation analysis, pre-nonword point duration
was found to be significantly correlated with RTs, r = 0.38,
P < 0.001, with slower RTs to later occurring nonword points.
A significant correlation was also found with post-nonword
point duration, r = 0.20, P < 0.001, most likely reflecting the
slower response times in the scanner. However, this was a sig-
nificantly weaker predictor of RT than pre-nonword point
duration (t(355) = 1.98, P < 0.05). With post-nonword point
duration partialled out as an extraneous variable, the
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correlational nonword point effect for pre-nonword point dur-
ation increased to r = 0.55, P < 0.001 (Fig. 2), comparable with
the behavioral results seen outside the scanner.

Secondly, a factorial analysis of covariance was carried out
on the 3 nonword point conditions (collapsing as before over
phonotactic early conditions), with post-nonword point dur-
ation partialled out as a covariate. There was a significant
effect of nonword point, F22,354 = 6.54, P = 0.002, with longer
response times to sequences with later nonword points. In
post hoc comparisons using the LSD test, sequences with the
early nonword points (mean RTs = 993 ms) were rejected
faster (mean difference = 36 ms) than those with late nonword
points (RT = 1029 ms), P = 0.002, and sequences with middle
nonword points (RT = 995 ms) were recognized faster (34 ms)
than those with late nonword points, P = 0.010. There was no
significant difference between sequences with early and
middle nonword points, P > 0.1.

These analyses confirm that the participants in the fMRI
component exhibited a functionally equivalent pattern of
responses to those seen earlier, with the speech input being
continuously evaluated against stored representations of poss-
ible words in the language. The analysis of the imaging data
focuses on the neural systems supporting these capacities.

Imaging Results
The first step of the imaging analyses was to test the effective-
ness of the experimental task and stimuli in eliciting brain
activation in the spoken language processing network. To this
end, we compared the activations resulting from all nonwords
against the null events (silent baseline). This analysis pro-
duced significant activation in bilateral STG (BA 41, 42, 21,
22, and 38), MTG (BA 21 and 22), anterior cingulate (BA 24),
L IFG (BA 44, 45, 47), inferior parietal lobule (BA 40), supra-
marginal gyrus (40), Rolandic operculum, and insula (Table 2
and Fig. 3). These regions are typically activated in neuroima-
ging studies of spoken language (e.g. Price et al. 1996; Binder
et al. 2000; Davis and Johnsrude 2003; Tyler et al. 2005).

To determine the neural substrate mediating sound-
meaning mapping, we used a nonword point measure. This

was calculated using the parametric modulation design matrix
described above where the 4 nonword point conditions
were taken as modulators. In the same design matrix, the
2 extraneous duration variables were also included as modu-
lators. Pre- and post-nonword point durations were partialled
out, as discussed above, in order to separate the neural effects
of irrelevant variations in duration from the effects of interest
related to the nonword points themselves.

A correlational analysis on the nonword point conditions
showed a positive nonword point effect in L anterior and
middle MTG (BA 21, 22), extending to STG (BA 22), with the
peak in L MTG (BA 22, −60 −10 −8; Table 3 and Fig. 4A).
Later nonword points generated stronger neural activity in
these brain regions. To explore further the role of each con-
dition in the nonword point effect, we selected the activated
cluster shown in Figure 4A as a region of interest, within
which we examined the activation of the 4 nonword point
conditions using MarsBaR (http://marsbar.sourceforge.net/).
Figure 4B shows a linear increase in activation for later
nonword points (with the phonotactically legal and illegal
conditions—which did not differ, t(13) < 1)—treated as a
single condition). Increased activity was observed for middle
nonword points relative to early nonword points, t(13) = 2.32,
P < 0.05 (P = 0.037) and for late nonword points relative to
middle nonword points, t(13) = 4.79, P < 0.001. This result is
consistent with our key prediction that processing demands
will increase in left temporal regions for later nonword points,
reflecting a more extensive match between the accumulating
speech input and stored lexical representations.

Turning to issues of cohort competition and selection pro-
cesses in the analysis of nonwords with late nonword points
(144 items), correlational analyses were performed on initial
cohort size, and cohort drop-out rate, respectively. There was
a positive correlation between increasing cohort size and
neural activity, mainly in bilateral BA 47 (pars orbitalis and

Figure 2. Behavioral data in the scanner. Pre-nonword point duration plotted against
RT (with post-nonword point duration covaried out).

Table 2
Areas of activity for the contrast of all nonwords minus silence

Regions BA Cluster-level Voxel-level MNI coordinates

Pcorrected Extent Pcorrected Z x y z

L STG, MTG, IFG, IPL,
SMG, Rolandic
operculum, insula

41, 42, 21,
22, 38, 40,
44, 45, 47

0.000 8591 0.000 6.15 –56 −18 12
0.000 5.82 −58 −36 6
0.000 5.79 −64 −28 2

R STG, MTG, Rolandic
operculum, insula

41, 42, 21,
22

0.000 3530 0.001 5.51 64 −8 10
0.009 5.06 66 −14 −4
0.038 4.77 58 −4 −6

Bilateral anterior
cingulate

24 0.000 583 0.002 5.34 6 24 28
0.005 5.19 −4 24 30
0.051 4.69 −10 18 30

Figure 3. Significant activation for the contrast of nonwords minus baseline (silence)
at a threshold of P< 0.005, voxel-level uncorrected, and P< 0.05, cluster-level
corrected. Color scale indicates t-value of contrast.
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orbitofrontal cortex), extending into L BA 45 (pars triangu-
laris; Table 3 and Fig. 5A). The larger the initial cohort, the
greater the activation in these frontal regions, reflecting in-
creased competition. To check whether any other regions
were also involved in the competition processing, we lowered
the voxel threshold to P < 0.01, uncorrected, and P < 0.05,
cluster-level corrected. We again observed significant

competition effects in bilateral BA 47 and L BA 45 (Table 3
and Fig. 5B), but no significant activation was seen in tem-
poral, parietal, or occipital cortices.

For cohort selection, there was a positive correlation
between increasing cohort drop-out rate and neural activity,
focused in L BA 44 (pars opercularis), and extending to L BA
45 (pars triangularis), Rolandic operculum, and insula
(Table 3 and Fig. 5A). Greater neural resources were recruited
for higher selection demands - namely, when more word can-
didates drop out of the cohort as the sequence moves from
initial to terminal cohort. Previous studies (e.g. Bozic et al.
2010; Zhuang et al. 2011) have suggested that processes of
competition and selection involve a bilateral frontal system,
although the involvement of RIFG may be weaker than that of
the LIFG. When voxel threshold was lowered to P < 0.01, un-
corrected, and P < 0.05, cluster-level corrected, we found that
the cohort drop-out rate effect did include both LIFG and
RIFG, with a significant cluster in R BA 45 (pars triangularis),
(Table 3 and Fig. 5B). Consistent with the cohort competition
analyses, we did not find significant activation in temporal,
parietal, or occipital cortices related to cohort selection at
either the default voxel threshold of P < 0.005, or at the lower
threshold of P < 0.01, uncorrected, and P < 0.05, cluster-level
corrected.

Discussion

This study investigates the brain mechanisms involved in
spoken language processing in the context of the cognitive
claims of the classic Cohort approach. The results demonstrate
the validity and advantages of an approach that combines
neuroimaging techniques with well-established cognitive
models of the relevant domain. Overall, we found that a bilat-
eral network of frontal and temporal regions is involved in
spoken word recognition, and that activity within this
network is modulated by different cognitive components of
the word recognition process. There was a significant
nonword point effect, focused in the LH and involving

Table 3
Areas of activity for the effects of nonword point, cohort competition, and selection

Regions BA Cluster-level Voxel-level MNI
coordinates

Pcorrected Extent Pcorrected Z x y z

Nonword point effect
L MTG, STG 21,

22
0.000 1031 0.023 4.56 −60 −10 −8

0.398 3.7 −50 12 −20
0.727 3.39 −52 −18 −14

Cohort competition effect
R pars orbitalis, orbitofrontal cortex 47 0.044 258 0.833 3.53 34 46 −12

1.000 2.64 50 36 −12
L pars orbitalis, orbitofrontal cortex 47,

45
0.035 274 0.984 3.19 −50 20 −10

0.991 3.13 −50 40 −14
0.993 3.10 −42 54 −2

Cohort competition effecta

L pars orbitalis, orbitofrontal cortex 47,
45

0.015 542 0.578 3.80 −22 48 −16
0.984 3.19 −50 20 −10
0.991 3.13 −50 40 −14

R pars orbitalis, orbitofrontal cortexb 47 0.057 398 0.833 3.53 34 46 −12
1.000 2.64 50 36 −12

Cohort selection effect
L pars opercularis, pars triangularis,
Rolandic operculum, insula

44,
45

0.046 283 0.273 4.09 −34 2 18
0.640 3.70 −32 −8 18
0.828 3.49 −44 10 18

Cohort selection effecta

L pars opercularis, pars triangularis,
Rolandic operculum, insula

44,
45

0.033 511 0.273 4.09 −34 2 18
0.640 3.70 −32 −8 18
0.828 3.49 −44 10 18

R pars triangularis 45 0.039 488 0.345 4.00 44 34 16
0.784 3.55 52 36 14
0.981 3.15 46 30 6

aActivation at a lower threshold of P< 0.01, voxel-level uncorrected.
bActivation at a significant threshold of P< 0.06, cluster-level corrected.

Figure 4. (A) Increasing activation for later nonword points at a threshold of
P<0.005, voxel-level uncorrected, and P<0.05, cluster-level corrected. (B) The
mean activation value of the significant cluster in (A) for each nonword point
condition.

Figure 5. (A) Significant activation for increasing cohort competition (red) and
increasing cohort selection (green) at a threshold of P< 0.005, voxel-level
uncorrected, and P< 0.05, cluster-level corrected. (B) The cohort competition and
selection effects rendered at a lower threshold of P<0.01, voxel-level uncorrected,
and P< 0.06, cluster-level corrected.
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anterior and middle MTG/STG (BA 21, 22) with greater acti-
vation for sequences with later nonword points. A cohort
competition effect was found in bilateral ventral inferior
frontal regions (BA 47/45), and a cohort selection effect bilat-
erally in more dorsal IFG (L BA 44/45, R BA 45), showing
greater neural activity in these frontal regions for increasing
cohort competition and selection.

The results of the behavioral component of the study
reaffirm, for a new stimulus set and for a different task, the
nonword point effect first reported by Marslen-Wilson (1984),
and provide new evidence for optimal efficiency in the spoken
word recognition process (Marslen-Wilson and Welsh 1978;
Marslen-Wilson and Tyler 1981; Norris and McQueen 2008).
The behavioral nonword point effect taps directly into the
dynamic functioning of this system. Once a minimal amount
of information (the initial phonemes of a sequence) is heard,
the system starts analyzing the available information immedi-
ately, activating a cohort of word candidates sharing these
initial phonemes. As the sequence unfolds, the system re-
sponds dynamically to the evolving sensory input. Only words
which still match the incoming sensory inputs remain in the
cohort, while others drop out. Relative to the point where no
word candidate matches the sensory input, the sequence
begins to be rejected as a nonword. It is the pre-nonword
point duration, rather than the post-nonword point duration,
that predicts latencies to reject sequences as nonwords.

The fMRI component of the study made it possible to take
these powerful behavioral phenomena and to begin to map
out the specific neural events associated with this optimally
efficient mapping from sound to meaning. The L anterior and
middle MTG/STG (BA 21, 22) activation associated with the
nonword point is consistent with previous findings that these
regions are involved in accessing stored lexical represen-
tations (e.g. Scott et al. 2000; Narain et al. 2003; Humphries
et al. 2006; Spitsyna et al. 2006). This effect suggests that the
L anterior and middle MTG/STG is involved in the interface
between the mapping of speech sounds and meaning, since
the recognition of a sequence (either as a nonword or real
word) is completed at the nonword point (or the recognition
point for a real word). Lexical processing is sustained as long
as word candidates remain in the cohort. Sequences with later
nonword points elicit more sustained lexical processing and
therefore greater activity in L anterior and middle MTG/STG.

Cognitive models have claimed that spoken word recog-
nition involves both activation of word candidates and
processes that select among these competing alternatives
(McClelland and Elman 1986; Gaskell and Marslen-Wilson
1997). The present study provides new insights into how the
relevant competition and selection functions are instantiated
in the brain and provides evidence for their neural separabil-
ity—consistent with the relatively low correlation (r = 0.31)
between the 2 markers of these functions (initial cohort size
and cohort drop-out rate).

A cohort competition effect, reflecting variations in initial
cohort size, was found mainly in bilateral BA 47 (pars orbita-
lis and orbital frontal cortex), extending into L BA 45 (pars
triangularis), with increasing neural activity for larger cohorts
with more word candidates. This competition effect is likely
to reflect the relative indeterminacy of the cohort candidate
set at the initial activation stage, where there is insufficient
sensory information to direct selection to specific subsets of

word candidates, and any member of the initial cohort is a
potential recognition candidate.

In contrast, the cohort selection effect, reflecting variations
in cohort drop-out rate, taps into later stages in the selection
process, where we hypothesize that the recognition process is
moving from the activation of an initial, coarsely defined set
of potential word candidates to the specific analysis of the
best-fitting candidates, needing more fine-grained selection
and rejection decisions. Effects related to this process were
observed in the LIFG (BA 44/45) and RIFG (BA 45), with
greater activation under conditions where higher demands
are placed on the evaluation process. This occurs when
nonword discrimination involves the rejection of larger sets of
active candidates.

The frontal activation associated with cohort competition
and selection is broadly consistent with previous findings that
bilateral IFG, predominantly on the left, is critically involved in
competition and selection processes (Thompson-Schill et al.
1997; Moss et al. 2005; Bozic et al. 2010; Righi et al. 2010;
Zhuang et al. 2011). There is also some support for the dis-
sociation that we find between ventral (BA 47/45) and dorsal
regions (BA 44/45) for competition and selection processes.
Previous studies have shown activation in bilateral ventral IFG
(BA 47/45) for competition (e.g. Moss et al. 2005; Bozic et al.
2010; Zhuang et al. 2011), while tasks that emphasize selection
processes trigger more activation in BA 44 (e.g.
Thompson-Schill et al. 1997). Righi et al. (2010) specifically
relate LIFG activity to phonological onset competition—though
elicited in a restrictive “visual world” context—and interpret
their dorsal BA 44/45 activity as reflecting response-related se-
lection between cohort competitors. This may reflect similar
mechanisms to those underpinning cohort selection in the
current study, which also implicated a dorsal cluster (BA 44/
45).

In addition, Righi et al. (2010) report 2 ventral LIFG clus-
ters (BA 45/47 and insula) that they attribute to semantic/con-
ceptual factors operating in a post-retrieval selection
environment, in line with the suggestions of Badre and others
(Badre and Wagner 2004; Badre et al. 2005). This analysis
does not fit the bilateral BA 45/47 effects seen here (and in
Zhuang et al. 2011), which are driven by variations in initial
cohort size, and cannot be described as either semantic/con-
ceptual or post-retrieval. These apparent differences in the
functional roles assigned to ventral IFG may well reflect the
contrasting task demands in these studies and require further
research.

Since activity for competition and selection processes only
involved bilateral inferior frontal cortices and not other
regions, it is unlikely to be driven by controlled retrieval pro-
cesses (e.g. Wagner et al. 2001), given that both IFG and
other regions, such as L temporal and occipital lobes, are
commonly coactivated during retrieval processes. Nor are
these bilateral IFG activations likely to be related either to
working memory load (e.g. Gabrieli et al. 1998) or to main-
tenance demands of maintaining the activation of word candi-
dates as the sensory input unfolds over time. If these frontal
regions were involved in later stages of maintenance, then
greater activation would be expected for a low drop-out rate
of cohort members, since more word candidates remain in
the cohort. This would predict a negative effect of the cohort
drop-out rate, which is opposite to the findings here.
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The role of posterior (temporal and inferior parietal)
regions in lexical access, competition, and selection remains a
source of divergence in the literature. In the current research,
cohort competition and selection effects are confined to
frontal cortex, with temporal regions (L MTG/STG) implicated
in lexical retrieval processes associated with the nonword
point effect. This L temporal effect reflects dimensions of
cohort analysis that do not correlate with the cohort size and
drop-out measures used to detect competition and selection
effects in frontal regions, but must nevertheless involve pro-
cesses of discrimination between competing lexical alterna-
tives. It is possible that similar processes were detected in the
study by Okada and Hickok (2006), who found effects of
lexical neighbourhood density (indirectly related to cohort
size) in bilateral posterior STS, with no frontal effects. Prabha-
karan et al. (2006) also manipulated neighbourhood density
(along with a number of other lexical variables), but found
effects more posteriorly in L supramarginal gyrus. Righi et al.
(2010) report competitor effects in the same location, along
with the frontal effects discussed above. Again, the methodo-
logical differences between studies make it difficult to evaluate
these contrasting results. In the current study, we saw no trace
of competition effects outside bilateral IFG, even at lower
thresholds.

In general, this study identifies the neural foundations of
an optimally efficient spoken language processing system,
functionally differentiated into 3 components, with L anterior
and middle MTG/STG (BA 21/22) involved in the online
mapping from sounds to meaning, ventral inferior frontal
regions (bilateral BA 47 and L BA 45) playing a major role in
early, less constrained lexical competition, and dorsal IFG
(L BA 44 and bilateral BA 45) more heavily engaged in later
fine-grained selection.
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