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Abstract

The hundreds of millions of DNA base-pairs within eukaryotic cells are not
found free but packed inside the micrometre-sized nuclei through the formation
of a macromolecular structure known as chromatin. Chromatin consists of
a chain of nucleosomes – nucleoprotein complexes where the DNA makes
∼1.75 turns around a protein octamer core composed of two copies each of
H2A, H2B, H3 and H4 histones. A fifth histone H1 binds on the nucleosomal
surface close to the entry/exit site of DNA, interacts with linker DNA and aids
in chromatin compaction. Enabling the condensation of DNA to fit into the
nucleus is however only one-half of chromatin’s role. The three-dimensional
spatial organization of chromatin serves a second important role in allowing
the capability to exert control over gene expression. The chromatin structure
thus serves as an additional layer of complexity above the genome code and
permits the transcription of different proteins varying with cell lineages/cycles.

The proteins that makeup, modify and read the chromatin structure are
particularly enriched in ‘Intrinsic Disorder’ – a class of proteins lacking a well-
defined structure but existing as a dynamic ensemble of rapidly interchanging
states. While folded proteins with well-defined structures are amenable to be
characterized through standard methods of protein structure determination,
the ‘plasticity’ of disordered proteins challenges the use of such ensemble
averaged techniques. In this thesis, Molecular Dynamics simulations are used
to characterize the disordered regions of three proteins that form the core of
chromatin structure: histones, linker histones (H1) and heterochromatin protein
(HP1). The carboxy-terminal domain of H1 when within the nucleosome, adopts
a compact but unstructured conformation that allows its positioning between
the two linker DNA strands. In contrast, the amino-terminal domain of H1
undergoes a disorder-to-order transition to an amphiphilic helical conformation.
The transition to the amphiphilic helix is however subtype-dependant with
the degree of condensation varying with the subtypes’ nucleosomal affinity.
Finally, the simulations demonstrate that the affinity of HP1 subtypes for the
H3 histone is caused by the synergetic effects of both the proteins’ unstructured
amino-terminal domain and the structured chromodomain.
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1.1 DNA, Histones and Nucleosomes

Deoxyribonucleic Acid (DNA) is the building block of life and carries informa-
tion for the growth, development, functioning and reproduction of the organism
[1]. It is primarily composed of four complementary subunits called nucleotides
which are covalently linked together by a backbone of phosphodiester bonds.
Under physiological conditions, DNA adopts a double helical structure [2] held
together through complementary base pair hydrogen bonding and sequential
nucleotide stacking. The sizeable nucleotide sequence required to completely
encode genetic information (upto hundreds of millions in eukaryotic cells) is
compressed within cells through complexation with an equal mass of proteins
called histones.

The fundamental unit of this nucleo-protein macromolecular structure is
called a nucleosome and is composed of a protein core around which ∼1.7 turns
of DNA is wrapped [3, 4]. The protein core is an octamer made up of four pairs
of dimers of the H2A, H2B, H3 and H4 histone proteins [5]. These four ‘core’
histones are structurally similar [6] and possess a common ‘histone-fold’ motif
consisting of three alpha helices linked by two loops (Figure 1.1) [7, 8].

Figure 1.1 The conserved ‘histone-fold’ motif of the four core histones. Adapted from
the PDB structure 4QLC [9].

In addition to the motif illustrated in Figure 1.1, the core histones contain
highly basic unstructured regions rich in Lysine and Arginine residues known
as histone tails [10]. While limited structural information about the histone
tails are available, their positive charges are essential for the compaction of
DNA [11–13] and have been identified to promote interactions with the DNA
backbone, both within and across nucleosomes [14, 15]. Figure 1.2 illustrates
the structure of wrapped DNA around the octamer core and the hitherto best
resolved histone tail configuration [16].

A fifth histone (H1) binds on the nucleosomal surface close to the entry/exit
site of DNA [17]. In addition to the core DNA, this protein interacts with
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about 20 nucleotide base pairs of linker DNA [18] and is thus aptly titled linker
histone.

Figure 1.2 Left: The structure of the nucleosome with the DNA in grey and core
histones in purple. The unstructured tails extending beyond the nucleosome are in
yellow. PDB ID: 1KX5 [16]. Right: The structure of the linker histone (green) bound
nucleosome. PDB ID: 4QLC [9]. Images visualized using VMD [19].

1.2 Chromatin Fiber Structure

Nucleosomal arrays of wrapped DNA, octamer core and H1 histone are joined
by linker DNA to form ‘extended’ chromatin – a model often compared to
‘beads-on-a-string’. Under physiological conditions, the extended ‘beads-on-a-
string’ chromatin condenses into a secondary fibrous structure roughly 30 nm
in diameter [20]. Tertiary condensations of this ‘30-nm fiber’ form the highly
recognizable metaphase structure of a chromosome. Figure 1.3 illustrates these
hierarchical levels of DNA folding in association with histones.
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Figure 1.3 The hierarchical levels of DNA folding. (a) Simple double stranded DNA. (b)
DNA wrapped around the octamer core of H2A, H2B, H3 and H4 histones. (c) Sequence
of nucleosomes with linker DNA. (d) Condensed secondary structure of chromatin
commonly referred as the ‘30 nm fiber’. (e) Tertiary condensation of chromatin fibers
into chromosome. The length scales of each structure are mentioned on the right. Image
from Ozer et al. [21].

The secondary ‘30 nm fiber’ structural model was postulated to explain the
formation of the easily visualizable tertiary chromosome structure (Figure 1.3e)
from the primary nucleosomal array. However, despite considerable scientific
effort, conclusive evidence regarding this secondary structure has remained
elusive [22, 23]. Challenges in ascertaining this structure stem from its highly
compact nature hindering the DNA folding paths from being visually inspected
through electron microscopy [24]. Thus, in situ experiments with minimum
perturbations to physiological conditions have been limited [25].

In vitro attempts at deciphering this structure have proposed two major
hypotheses for the arrangement of nucleosomes in chromatin – the zigzag and
solenoidal models. In the zigzag model, nucleosome core ‘i’ primarily interacts
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with nucleosomes i ± 2 [26]. In contrast, within the solenoidal model, the
nucleosome ‘i’ interacts sequentially with cores i± 1 [27]. Figure 1.4 illustrates
these differences in structure between the two models.

Figure 1.4 Illustrations of the solenoidal and zigzag models of chromatin structure. The
nucleosomes are labelled sequentially to illustrate the inter-core interactions. (a,b) The
solenoidal model. (c,d) The zigzag model. Image from Li et al. [28].

A range of experimental and computational studies have provided evidence
in support of both models. Electron micrography of Williams et al. [29] sup-
ported the zigzag model with a direct correlation between the DNA length
and chromatin width. Dorigo et al. [30] offered additional evidence in support
of the zigzag model through their analysis of cysteine crosslinking in nucle-
osome cores. In 2005, Schalch et al. [31] further supported the zigzag model
by crystallizing a compact high-resolution tetranucleosome structure. Despite
these results, the zigzag model was deemed to insufficiently explain chromatin
structure with the physiological nucleosome packing ratio nearly double of the
maximal packing ratio possible under this model [32].

In contrast, the solenoidal model with the linker DNA oriented towards
the centre of toroidal fiber can accommodate larger packing ratios closer to
experimental results [33]. The solenoidal model was also supported by the
electron microscopy results of Robinson et al. [24] and X-ray diffraction results
of Widom et al. [34]. However, computational modelling studies by Perisic et
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al. [35] have suggested the bending of the linker DNA between nucleosome
cores to be energetically unfeasible and also hindered by linker histone binding.
This lack of conclusive evidence in support of either the zigzag or solenoidal
systematic arrangement models has led to the suggestion of chromatin adopting
a fluid organization that permits interconversion between conformations [36,
37] – a hypothesis supported by the recent obesrvations of histone proteins to
undergo liquid-liquid phase separation [38–40].

1.3 Chromatin and Genomic regulation

The above discussed condensation of DNA from a length of ∼2 m in stretched
form to fit within a nucleus of 6 µm [21] is remarkable in itself. However, this
considerable compression is only one half of chromatin’s role. Highly compact
chromatin regions are transcriptionally inactive [41, 42] and for genomic expres-
sion, this packed structure must unravel to allow transcription factors and RNA
polymerases to access DNA [43]. The three-dimensional spatial organization
of DNA and DNA-associated proteins thus serve a second and possibly more
important role in allowing the capability to exert complex levels of control over
gene expression [44–46]. The remodelling of the oligonucleosome structure thus
allows additional complexity above the genetic code to permit the same DNA
molecules to transcribe different proteins depending on cell lineages/cycles
[47–55]. Such dynamic modifications of chromatin structure are carried out
through two different mechanisms: (1) Restructuring of nucleosomes by ATP-
dependent remodelling complexes and (2) Covalent amino and nucleic acid
modifications by alteration specific enzymes [43, 56–58].

1.3.1 ATP-Dependent Remodelling

The nucleosome is the basic repeating unit of chromatin and the DNA within it
is constrained through at least 14 salt-bridges with Arginine residues of the his-
tone octamer [5, 16]. Adenosine-Tri-Phosphate (ATP)-dependent remodelling
complexes use ATP hydrolysis to drive the modification of this constrained
nucleosomal DNA and increase its accessibility [59, 60]. Within eukaryotes,
at least five distinct families of remodelling complexes have been identified –
switch/sucrose non-fermentable (SWI/SNF), imitation-switch (ISWI), chromod-
omain helicase DNA-binding (CHD), inositol-requiring 80 (INO80) and sick
with RSC1 (SWR1) [61–64]. Although all remodelling complexes share a com-
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mon ATPase domain, they are structurally diverse and distinct methodologies
have been proposed for their action [65].

Figure 1.5 Illustrations of the proposed methodologies of ATP-dependent remodeller
action. DNA segments made accessible through remodeller action are shown in red.
Image from Chen et al. [66].

Figure 1.5 illustrates these proposed mechanisms which range from simple
modulation of histone-DNA interactions like sliding/bulging to those of the
INO80/SWR1 remodellers that completely disrupt the nucleosome through
replacement/ejection of core histones [64–67].

1.3.2 Post-Translational Modifications

Post-translational modifications (PTM) are chemical changes to amino and nu-
cleic acids performed by highly specific enzymes [55]. While an extremely wide
range of PTMs have been identified in vivo including phosphorylation, acetyla-
tion, methylation, citrullination and ubiquitination [68–70], mass-spectrometric
analyses have been identifying increasingly more novel modifications [71–73]
and modification sites [74, 75]. Figure 1.6 illustrates one such PTM (citrullina-
tion) of Arginine where its sidechain is neutralized through the replacement of
its guanidium group.
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Figure 1.6 Schematic of Arginine citrullination performed in-vivo by PAD enzymes
[76, 77]. The positively charge sidechain is neutralized through the replacement of the
guanidium group. Image drawn using Marvinsketch [78]

The modifications can impact the structure of chromatin directly by shifting
the interaction free-energy of the histone-DNA interface [79, 80]. For exam-
ple, phosphorylation introduces negative charge and adds steric bulk which
together can impede the binding of histones to the DNA backbone and thereby
impede the free energy of nucleosome formation by up to 5 kcal/mol [81, 82].
Alternatively, the PTMs can impact chromatin structure indirectly by regulat-
ing the actions of the ATP-Dependent remodellers discussed in Section 1.3.1
[79, 80, 83]. For example, ISWI type remodellers preferentially bind to nucleo-
somes methylated at H3K4 and acetylated at H4K16 [84]. This importance and
wide-reaching effects of PTMs have linked their malfunctioning to a range of
diseases including cancer, Alzheimer’s and multiple-sclerosis [68]. Figure 1.7
provides a summary of the PTM sites hitherto identified within core histones.

Figure 1.7 Summary of the post-translational modification sites observed in the H2A,
H2B, H3 and H4 core histones. The phosphorylation sites are labelled ‘P’, ubiquitination
‘U’, methylation ‘M’ and acetylation ‘A’. Image from Portela et al. [68].
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1.4 Intrinsic Disorder

The plethora of proteins that makeup, modify and read chromatin structure
are particularly enriched in ‘intrinsic disorder’ – a class of proteins lacking a
well-defined secondary structure but existing as a dynamic ensemble of rapidly
interchanging states (Figure 1.11) [85–87]. For example, histones that makeup
the octamer core contain disordered tails that extend beyond the nucleosomal
surface (Figure 1.2). Methyl- and acetyl-transferases that implement post-
translational modifications contain disordered regions of up to 300 residues in
length [88, 89]. In fact, over half of eukaryotic transcription factors have been
identified over the past decade to possess significant disordered nature [90, 91].

As the name ‘intrinsic’ disorder suggests, the disordered nature is encoded
within the peculiarities of the amino acid sequences of these proteins [92]. IDPs
are typically depleted in bulky hydrophobic residues like Trp, Tyr, Cys, Ile, Phe,
Val and Leu that normally form the core of folded globular proteins. Instead,
they are enriched in small and charged residues like Pro, Ala, Gly, Lys, Glu and
Asp that allow favourable interactions with the solvent environment [93–95].
In fact, some amino acids like Pro and Glu are nearly twice as likely to be
present within IDPs than within resolved globular regions (Figure 1.8). This
low sequence space associated with IDPs results in them commonly containing
‘low-complexity’ domains [96–98] characterized by repeating motifs [99].

Figure 1.8 A comparison of the compositions of amino acids within disordered proteins
(CDisProt) and within the PDB database (CPDB). Image from Uversky et al. [100].

Despite this low amino acid space and sequence simplicity associated with
protein disorder, IDPs are not homogeneous, but are a heterogeneous mix
of proteins that display varying levels of transient secondary structure and
tertiary contacts [101, 102]. For example, the c-Myb oncogene transcription
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factor displays transient helicity of up to 70% within its transactivation domain
[103]. In contrast, the nucleosome-binding domain of the transcription activator
CBP is completely disordered and can be described as a random coil [104].
Figure 1.9 illustrates this heterogeneous range of disorder displayed by IDPs
ranging from nearly structured to completely random coil.

Figure 1.9 Illustration of the structural heterogeneity displayed by Intrinsically Dis-
ordered Proteins. (A) Disorder is limited to small segments flanking the structured
regions and does not majorly affect the protein structure (PDB ID: 1KDX [105]). (B)
The IDP displays transient α-helicity but not a well-defined tertiary structure (PDB ID:
2LPB [106]). (C) The IDP remains highly disordered throughout. Image from Shammas
et al. [107].

1.5 Functional Roles of Disorder

IDPs with their lack of a well-defined three dimensional structure are in stark
contrast to the structure-function paradigm of traditional structural biology
[108, 109]. The functional role of this disorder has thus remained an open
question with multiple mechanisms of action proposed for the heterogeneous
IDPs [95].

1.5.1 Fly-Casting Mechanism

The ‘fly-casting’ mechanism hypothesizes the extended nature of IDP structures
to afford them a large capture-radius that enables initial contact with binding
partners at larger separations [110] (Figure 1.10A). From this large-separation
contact, IDPs and their associated domains are ‘reeled-in’ to subsequently
bind in their preferred orientation [95]. Functionally, this mechanism predicts
kinetic advantage in binding for IDPs over their structured counterparts with a
considerably smaller capture radius [111, 112] (Figure 1.10A).
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1.5.2 Monkey-Bar Mechanism

The ‘monkey-bar’ mechanism is an extension of the fly-casting model and was
initially proposed to account for the inter-DNA strand transfer of multi-domain
proteins occurring at much faster timescales than those of single-domain pro-
teins [113, 114]. In this proposed mechanism, the protein’s disordered subdo-
main extends to recognize the second DNA strand while the protein’s binding
motif remains bound to the primary DNA strand. Subsequently, the disordered
region ‘swings’ the protein’s binding motif to the new DNA strand [107] (Figure
1.10B).

1.5.3 DNA Sliding Mechanism

The ‘DNA-sliding’ mechanism hypothesizes the role of disorder in acting as
an ‘entropic’-lock precluding the binding of proteins to non-specific DNA
sequences [115]. Large proteins with multiple DNA-binding motifs can often
be kinetically trapped to bind non-specific DNA sites through electrostatic
interactions with the phosphate backbone. The entropic penalty of restraining
disordered regions of the protein at such non-specific sites is hypothesized to
allow the disassociation of the protein from such sites [116] and in this manner
‘slide’ along the DNA until reaching the enthalpically favoured cognate site
[117].

1.5.4 Promiscuous Binding

In contrast to the mostly singular role of a majority of cellular proteins, chromatin-
architectural proteins partake in a multitude of different processes [118]. The
multifaceted capabilities of the proteins have been hypothesized to stem from
the conformational plasticity of their IDRs [119] that allows them to achieve
complementarity with a range of binding partners [120, 121]. For example, the
cationic disordered regions of the linker histone forms complexes [122] with
nucleic acids [123], the nucleosome [124], chaperone proteins [125, 126], and
heterochromatic proteins [127] (Figure 1.10D). Promiscuous binding however
requires the protein’s disassociation from one complex before binding to the
next – a characteristic hypothesized to be enabled by the IDP’s low free energy
of binding due to the entropic penalty of restraining disordered regions [95, 116].
In fact, analyses of datasets of protein-protein complexes have identified IDPs
on-average to possess higher disassociation constants (Kd) than their structured
counterparts [128, 129]. These differences are however only average and sev-
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eral IDPs, especially in the genomic context, have been identified to possess
extremely high binding affinities of up to the picomolar range [130–132] – in
fact much higher than that of most structured proteins.

Figure 1.10 Illustration of the proposed functional advantages of Intrinsically Disorder
Proteins. (A) Fly-Casting Mechanism. The disordered region of the protein (red) enable
a larger capture radius (RIDP) for the protein compared to globular proteins (Rglob).
Image adapted from Shoemaker et al. [110]. (B) The monkey-bar mechanism for the
transfer of proteins from one DNA strand to the adjacent. Image from Vuzman et al.
[114]. (C) Schematic representation of the multi-zinc finger protein TFIIIA that binds
specific DNA sequences through a sliding mechanism. The structured zinc fingers
are shown as cylinders. Image from Dyson et al. [117]. (D) Illustration of the IDP’s
structural heterogeneity enabling its binding to multiple binding partners. Image from
Kim and Han [133].

1.6 Modifying the IDP Landscape

The behaviour of Intrinsically Disordered Proteins as a highly frustrated system
with no single folded state is reflected in its energy landscape – a ‘hilly-plateau’
with multiple similarly preferred interchanging states that are separated by
barriers [100]. The conformations of these proteins are thus expressed as an
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‘ensemble’ that together makeup its overall behaviour. As discussed in Section
1.4, this dynamic ensemble is a result of a finely tuned balance of the protein’s
interactions with itself and the surrounding solvent. Hence, the underlying
folding free energy and thereby the conformational ensemble of disordered
proteins are susceptible to be modified in two physiologically significant ways
– (1) binding to partner proteins and (2) post-translational modifications [134,
135].

Figure 1.11 Illustration of the folding free energy landscape of (A) globular proteins
and (B) Intrinsically-Disordered Proteins. The folding free energies of the disordered
proteins can be modified by post-translational modifications like phosphorylation
(orange) and the binding to partner proteins (yellow). Image from Bhattacharya and
Lin [134].

1.6.1 Binding of IDPs

IDPs are a fascinating class of proteins that rarely function alone. Physiolog-
ically, disordered segments are often found as a part of larger multi-domain
proteins that contain other structured/disordered regions [117] or found bound
to partner biomolecules (proteins/DNA/RNA) [135]. In fact, within the human
proteome, over 100,000 linear binding motifs have been identified to be located
within intrinsically disordered regions [136]. This association of disordered
interaction motifs with their partners has been predicted to occur through two
broadly different structural mechanisms – Folding-upon Binding and Fuzzy
Binding [137].

1.6.1.1 Folding-upon Binding

Folding-upon binding refers to the interaction process where disordered pro-
teins that are unstructured in solution often fold into a well-defined three-
dimensional structure upon interaction with a binding partner [138, 139]. Re-
markably, this disorder-to-order transitioning has been observed to occur re-
gardless of the nature of the biomolecular counterpart including another IDP
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[140], globular protein [141], DNA [142] or RNA [143]. For example, the dis-
ordered H3 histone tail [15] condenses to form a segment of a three-stranded
β-sheet when interacting with the Heterochromatin Protein 1 (HP1) that can
then be crystallographically resolved [144].

The structural transition however raises a hitherto unanswered question
over the mechanism of the process – does folding occur before binding or vice-
versa [145]. The ‘induced folding’ hypothesis suggests that the IDP associates
with its partner molecule in a fully disordered state and that the newly-formed
interactions subsequently ‘induce’ structural transition. Contrarily, the ‘con-
formational selection’ hypothesis suggests that the conformational ensemble
of the IDP in the isolated state includes the folded conformation that is then
‘selected’ by the target biomolecule [139, 146]. Figure 1.12A illustrates the two
competing hypotheses of IDP folding-upon binding.

Figure 1.12 Illustration of the binding mechanisms of IDPs (A) Illustrations of the
induced-folding (Bottom) and conformation selection (Top) mechanisms of IDP’s (or-
ange) folding-upon binding to its partner protein (purple). Image from Baker et al. [95].
(B) Illustration of the physiological role of fuzzy interactions where the fluctuating
interactions of the disordered linker histone (blue) with both ProTα (red) and the
nucleosome (grey) enables its chaperoning. Image from Heidarsson et al. [126].

1.6.1.2 Fuzzy Binding

The folding-upon binding mechanism allows the functioning of IDPs to be
viewed within the traditional structure-function paradigm of biology. However,
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not all disordered proteins undergo folding transitions upon interactions with
their partner proteins [147–149]. Some IDPs form ‘fuzzy’ complexes where
significant disorder remains within the binding interface [100]. Figure 1.12B
illustrates one such interaction where the chaperone protein ProTα forms fuzzy
interactions with the disordered domains of the Linker histone (LH) and the
fluctuating nature of the binding enables chaperoning by permitting the LH’s
simultaneous interactions with both ProTα and DNA [126].

While fuzzy interactions were identified and studied over the past decade,
they were overwhelmingly considered weak binding where the entropic penalty
of restraining disordered regions is inadequately compensated by the enthalpy
of fluctuating interactions [150–153]. However, within the past year break-
through experiments and simulations have identified such disordered com-
plexes to attain picomolar affinity levels [125, 126] and thus suggesting the
presence of hitherto unidentified physiological roles for fuzzy interactions
[100].

1.6.2 Post-Translational Modifications

As discussed in Section 1.3.2, post-translational modifications (PTM) are chemi-
cal changes to amino acids performed by highly specific enzymes. However,
the unstructured extended nature of IDPs make them particularly accessible to
modifying enzymes [135, 138] and thus susceptible to post-translational mod-
ification [154]. Figure 1.7 illustrates this where an overwhelming majority of
the identified PTMs are situated at the disordered terminal tails of histones that
extend out of the nucleosomal surface.

The impact of PTMs is two-fold – firstly, the modified proteins can be
considered as possessing a ‘new’ amino acid composition [155] and thus a
different folding free-energy profile in-comparison to the unmodified protein
(Figure 1.11B). For example, the unstructured H4 histone tail [15] displays
a significant propensity to form 310-helices upon K16 acetylation due to the
reduced inter-sidechain repulsion within the protein [156]. Further, PTMs can
have a second-hand effect on IDP structure where the modification enables the
protein’s binding to a counterpart [157, 155] which in-turn enables a structural
transition [139, 158]. For example, the unstructured N-terminal domain of
linker histone H1.4, upon K26 methylation can bind HP1 to form a β-strand
[159].
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1.7 Thesis Summary

The contents of this chapter provides an Introduction to two topics that together
form the overarching focus of this thesis – chromatin structure and the role of
disordered proteins within it. Disordered proteins are however the rule rather
than the exception within the context of genomic proteins and in this thesis I
hope to shed light on the functioning of a small subsegment of these proteins
that form the core of chromatin structure – histones, linker histones and the
heterochromatin protein. A more in-depth introduction to the specific proteins
studied, their structures, roles and functional mechanisms are provided within
each Chapter.

The remaining parts of this thesis are organized as follows

• Chapter 2 introduces the computational methods employed within this
thesis.

• Chapter 3 explores the binding and functioning of the Linker Histone H1
and its disordered domains within the nucleosome.

• Chapter 4 explores the role of the disordered H1 N-terminal domain in
differentiating the functioning of the LH subtypes.

• Chapter 5 explores the synergetic functioning of disordered and ordered
domains in modulating the differential histone affinity of HP1 subtypes.

• Chapter 6 highlights and summarizes the key findings of the dissertation
and proposes future research directions.
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2.1 Molecular Modelling

The behaviour of any molecule can be described by the interactions of its atoms,
including both nuclei and electrons. The time-independent non-relativistic
Schrödinger equation provides this description of nuclear r and electronic re
coordinates as

Ĥψ (r, re) = Eψ (r, re) (2.1)

where Ĥ is the molecular Hamiltonian, E is the total energy and ψ (r, re) is the
molecular wavefunction in terms the nuclear and electronic coordinates. The
Hamiltonian operator Ĥ can be expressed in terms of its constituent kinetic and
potential energy operators as

Ĥ = T̂ + V̂

= T̂N + T̂n + V̂NN + V̂nn + V̂Nn

(2.2)

where T̂N , T̂n are the nuclear and electronic kinetic energy operators respectively,
and V̂NN , V̂nn and V̂Nn are the three pair-wise interaction potential energy
operators. Thus, the Ĥ Hamiltonian operator has the explicit form

Ĥ = −
N∑
I

ℏ2

2MI

∇2
I −

n∑
i

ℏ2

2me

∇2
i +

e2

4πε0

n∑
i

n∑
j>i

1

|rei − eej|

+
e2

4πε0

N∑
I

N∑
J>I

ZIZJ

|rI − rJ |
− e2

4πε0

n∑
i

N∑
J

ZI

|rI − rej|

(2.3)

where MI and ZI are the masses and charge of the nucleus, and me is the
electron mass. An analytical solution of this Equation 2.3 is however intractable
due to the coupling of the nuclear and electronic motions. But, with the mass of
a proton being 1836 times greater than that of an electron (MI >> me), the Born-
Oppenheimer approximation rationalizes that the nuclei are fixed in-relation to
the electronic motions. The molecular wave-function can thus be expressed as

ψ (r, re) = ϕ (re; r)Θ (r) (2.4)

where Θ(r) is the nuclear wavefunction and ϕ (re; r) is the electronic wave-
function that depends on the nuclear positions r. Combining this simplified
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wavefunction with Equation 2.1 and expanding T̂N provides

Ĥϕ (re; r)Θ (r) = −
N∑
I

ℏ2

2MI

ϕ (re; r)∇2Θ(r)

−
N∑
I

ℏ2

2MI

Θ(r)∇2ϕ (re; r)− 2
N∑
I

ℏ2

2MI

∇Θ(r)∇ϕ (re; r)

+
[
T̂n + V̂NN + V̂nn + V̂Nn

]
ϕ (re; r)Θ (r)

(2.5)

Disregarding the partial derivatives of the electronic wavefunction with regards
to the nuclear coordinates, the equation simplifies as

Ĥϕ (re; r)Θ (r) = Eϕ (re; r)Θ (r) (2.6)

Combining Equations 2.5 and 2.6 provides[
T̂n + V̂nn + V̂Nn

]
ϕ (re; r)

ϕ (re; r)
= E −

[
T̂N + V̂NN

]
Θ(r)

Θ (r)
(2.7)

where the left-hand side reduces to the energy of the electronic interactions Ee,
and thus reducing the equation to[

Ee (r) + V̂NN

]
Θ(r) = EΘ(r) (2.8)

if the kinetic energy contributions are excluded. Equation 2.8 thus provides that
a potential energy function U that together approximates the nuclear and the
ground-state electronic interactions

(
U = V̂NN + Ee

)
can be used to describe

the state (r) of the nuclei of the system. The Boltzmann distribution provides a
relationship between this potential energy of the system and its probability of
existing at a state with coordinates ri as

Pi =
exp (−U (ri) /kBT )∑N
j exp (−U (rj) /kBT )

(2.9)

where kB is the Boltzmann constant and T is the temperature. The complete
potential energy surface of a complex biomolecule however is a function of
many internal coordinates and constitutes a multidimensional surface that is
incalculable. Atomistic molecular modelling methods use potential energy
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functions (U) known as force fields to calculate this sum of states

Z =
N∑
j

exp (−U (rj) /kBT ) (2.10)

called the partition function (Z) in silico and thereby allow the determination of
the state preferences of the system [160].

Molecular Dynamics (MD) and Monte-Carlo (MC) simulations are the two
distinct molecular modelling techniques developed for sampling this multidi-
mensional phase space. In Monte Carlo simulations, a system is evolved in a
stochastic manner and an ensemble average provides the configurational prefer-
ences. In contrast, Molecular Dynamics simulations allow the system to evolve
in a deterministic manner and a time-average provides the configurational
ensemble. While work in this thesis primarily utilizes Molecular Dynamics
simulations (Section 2.2), the enhanced sampling techniques employed (Section
2.4) use elements of the MC method within them.

2.2 Molecular Dynamics Simulation

Atomistic Molecular Dynamics simulations begin with an initial structure of
the atoms (position (r), velocity (v)) and force field parameters. The forces on
the atoms in the system are then computed as a function of their positions using
the force field potentials. The calculated forces are then used to compute the
changes in atomic displacement over a small time interval. These steps are then
repeated iteratively to define the motion of atoms and thereby the behaviour of
the system (Figure 2.1).

Figure 2.1 Schematic illustration of the MD simulation steps.
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2.2.1 Initial Atomic Velocities

The initiation of Molecular Dynamics simulations requires the position (r)
and velocity (v) to be defined. The initial velocity of atoms in the system are
generated randomly using the Maxwell-Boltzmann distribution. This function
calculates the probability of an atom possessing a velocity (v) at temperature T
and is described as

p(vi) =

√
mi

2πkT
exp

(
mivi

2

2kT

)
(2.11)

where vi is the velocity of the particle, k is the Boltzmann constant, mi is the
mass of the particle, T is the temperature and p is the probability.

2.2.2 Force Fields

The ‘force fields’ used in the simulations refer to the functional form of the
potential energy functions that describe inter-particle interactions. [161]. This
potential energy function of atomic positions U (r) can be broken into the nature
of inter-particle interactions – bonded and nonbonded.

U (r) = Ubonded + Unon-bonded (2.12)

2.2.2.1 Bonded Interactions

The bonded interactions describe forces that arise from the covalent linkages
of particles and thus include terms describing bond stretching (Ubonds), angle
bending (Uangles) and the torsional rotation around bonds (Udihedrals).

Ubonded = Ubonds + Uangles + Udihedrals (2.13)

The potential energies for bond stretching and angle bending are generally
described using a potential derived from Hooke’s law where the energy varies
with the square of the displacement from the reference bond length (b0) or angle
(θ0) as

Ubonds =
∑
bonds

kb
2
(b− b0)

2 (2.14)

Uangles =
∑
angles

kθ
2
(θ − θ0)

2 (2.15)
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The torsional rotation around bonds are calculated as the angle between
two planes defined by the coordinates of four particles i j k l, where one plane is
defined by atoms i j k and the other by j k l. The torsional energy functions are
thus periodic in nature and are typically described as

Udihedrals =
∑

dihedrals

kϕ (1 + cos (nϕ− ϕ0)) (2.16)

where ϕ0 is the reference torsional value and n is the periodicity. In addition
to this periodic dihedral function, improper dihedrals are often introduced to
maintain the planarity of molecules like benzene or to keep the stereochemistry
of molecule constant during the simulation. These potentials are generally
introduced using a harmonic function similar to those describing bond or angle
terms.

A number of different force fields like the OPLS-AA [162], GROMOS [163],
AMBER [164] and CHARMM [165] have differently parameterized these force
constants and equilibrium values by fitting to experimental measurements
like electron diffraction and spectroscopy or to theoretical quantum mechanic
calculations. Work in this thesis primarily used the Amber99SB-ildn [166]
and Amber03ws [167] iterations of the AMBER family of force fields and the
Charmm36M [168] iteration of the CHARMM family of force fields for their
capabilities to better describe the conformational ensembles of IDPs [169]. To
improve the quality of the fit to QM calculations, the CHARMM family of force
fields slightly modify the form of the angle bending potential (Equation 2.15)
using the Uray-Bradley correction [170]. Here, the angle bending potential of
three atoms i-j-k is represented by a harmonic potential on the angle θijk and an
additional harmonic correction on the distance between i-k atoms:

U
(
θijk
)
=

1

2
kθijk

(
θijk − θ0ijk

)2
+

1

2
kUB

ik

(
rik − r0ik

)2 (2.17)

2.2.2.2 Non-bonded Interactions

Non-bonded interactions describe the interatomic potentials between particles
and are represented using a combination of van der Waals (UvdW) and electro-
static (Uelec) interactions. The van der Waals interactions are modelled using the
Lennard-Jones potential as a function of the inter-atomic separation rij

UvdW =
n∑
i,j

4ϵij

([
σij
rij

]12
−
[
σij
rij

]6)
(2.18)
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where the r−12 and r−6 exponential terms describe the repulsion and attractive
forces respectively. The σij and ϵij values describe the collision radius and
well-depth respectively, and are computed for the two interacting atoms using
the Lorentz-Berthelot combination rules:

σij =
1

2
(σi + σj) (2.19)

ϵij =
√
ϵiϵj (2.20)

Electrostatic interactions between pairs of particles are modelled using the
coulombic potential

Uelec =
n∑
i,j

(
qiqj

4πϵ0rij

)
(2.21)

where ϵ0 is the permittivity and qi/qj are the the atomic partial charges. Sim-
ilar to the bonded interactions, the multitude of different force fields adopt
varying methodologies for the optimization of the non-bonded interaction pa-
rameters including matching experimental data like liquid densities or heats of
vaporization [171].

2.2.3 Solvation Models

In physiological conditions, most biomolecules are surrounded by water and an
accurate description of this environment is thus crucial for physically meaning-
ful simulation results. Atomistic simulations generally describe this aqueous
environment in an explicit manner using simple fixed charge multi-site water
models. Figure 2.2 schematises the geometry of the three, four and five-site
water models that have been developed to reproduce several key factors of bulk
water including density, heat of vaporization and the Ow-Ow radial distribution
function.

Figure 2.2 Schematic illustration of the geometry of the three, four and five site water
models. ‘O’ is the oxygen atom, ‘H’ is the hydrogen atom, ‘M’ is a massless particle
used in the four-site models and ‘LP’ is the Oxygen atom lonepair in five-site models.
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The TIP3P [172] and SPC [173] water models follow the three-site geometry
and are parameterized to have a single vdW interaction site on the oxygen atom
and three electrostatic interaction sites (Table 2.1). The four-site models like
TIP4P [174] and OPC [175] are parameterized to allow better dipole interactions
and thus place an additional negative charge (Table 2.1) on a massless site (‘M’)
located on the bisector of the HOH bond angle. In five-site models like TIP5P
[176], this additional negative charge is instead placed on two dummy particles
that represent the oxygen atom lone-pairs (‘LP’). However, with the predomi-
nance of these solvent interactions in determining biomolecular interactions,
the water models must be chosen to be consistent with the parameterization
of the force fields. Work in this thesis used the TIP3P/SPC models with the
Amber99SB-ildn force field, TIP4P-2005 [177] model with the Amber03ws force
field and the modified TIP3P model [168] with the Charmm36M force field.

Table 2.1 A comparison of the parameters of the four water models used in this thesis.
‘O’ is the oxygen atom, ‘H’ is the hydrogen atom and ‘M’ is the massless particle.
mTIP3P refers to the Charmm36M [168] modified TIP3P parameters.

TIP3P [172] mTIP3P [168] SPC [173] TIP4P-2005 [167]

rOH (Å) 0.9572 0.9572 1.0 0.9572
rOM (Å) - - - 0.1594
∠H-O-H (°) 104.52 104.52 109.47 104.52

qO -0.834 -0.834 -0.82 0.0
qH 0.417 0.417 0.41 0.5564
qM - - - -1.1128

ϵO (kJ/mol) 0.6364 0.6364 0.6506 0.7749
σO (Å) 3.1506 3.1506 3.1666 3.1589

ϵH (kJ/mol) 0.0 0.1925 0.0 0.0
σH (Å) 0.0 0.4000 0.0 0.0

2.2.4 Equations of Motion

The computation of the time evolution of the positions and velocities for a
system of particles first requires the calculation of forces from the force field
potential energy functions. This force on a particle (

−→
Fi) is calculated as the

negative gradient of the net potential energy of the particle.

−→
F = −∇U (2.22)
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Thus, for example, the force on a particle i along the x-direction due to its
Lennard-Jones interaction with particle j at a separation of rij is calculated as

−−→
FLJ
x·i = −∂UvdW

∂rij
· ∂rij
∂xi

(2.23)

=
24ϵ

rij

[
2

(
σ

rij

)12

−
(
σ

rij

)6
]
· xi − xj

rij
(2.24)

= (xi − xj) ·
24ϵ

r2ij
·

[
2

(
σ

rij

)12

−
(
σ

rij

)6
]

(2.25)

Subsequently, the motion of particles can be obtained from these forces through
the integration of Newton’s equation of motion.

−→
Fi = mi

d2r

dt2
(2.26)

However, with the velocity (v) of particles changing between time-steps, the
direct update of atomic positions through an implementation of the Taylor
expansion such as

ri (t+∆t) = ri (t) + ṙi∆t+
1

2
r̈i∆t

2 +
1

6

...
r i∆t

3 + · · · (2.27)

ri (t+∆t) = ri (t) + vi (t)∆t+

−→
Fi

2mi

∆t2 (2.28)

leads to a loss of time-reversibility and thereby a loss of the deterministic nature
of MD simulations. Several finite difference methods [160] have thus been devel-
oped to allow the accurate integration of the propagation of atomic positions.
The leap-frog algorithm [178] used in this thesis performs this integration by

first calculating the velocity at time t+
∆t

2

vi

(
t+

∆t

2

)
= vi

(
t− ∆t

2

)
+

−→
Fi(t)

2mi

∆t (2.29)

This half time-step velocity is used to calculate the displacement (r) of the
particle.

ri (t+∆t) = ri(t) + vi

(
t+

∆t

2

)
∆t (2.30)
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Finally, the velocity at time-step t is calculated as the average of two half time-
step velocities.

vi(t) =
1

2

(
vi

(
t− ∆t

2

)
+ vi

(
t+

∆t

2

))
(2.31)

2.2.5 Timestep and Constraints

The integration of the propagation of the atomic positions using discretised
timesteps of ∆t necessitates the force Fi to be nearly constant within this interval.
The choice of the integration timestep is thus dependant on a range of factors
including the force field, system composition and the integration algorithm. A
timestep larger than the atomic motion frequencies would result in unstable
simulations caused by a significant deviation from the equilibrium distances.
In particular, bond stretching vibrations between hydrogen and heavy atoms
occur on extremely fast timescales despite not being of particular interest to
biomolecular MD simulations. However, using a small integration ∆t timestep
to match these vibrations is computationally inefficient and limits the sampling
of phase space. Constraining algorithms are thus used to correct deviations of
bond lengths from equilibrium values after the update of particle coordinates
by the integrator and thereby enable the use of larger integration timesteps. In
this thesis, a 2 fs timestep is used with the h-bonds within biomolecules and
water restrained using the P-LINCS [179, 180] and SETTLE [181] algorithms
respectively.

2.2.6 Periodic Boundary Conditions

Molecular Dynamics simulates a box of finite particles that encompasses the
system of interest in a solvent. However, this leads to artefacts in the forces
experienced by the particles at the edges of the box. Thus, Periodic Boundary
Conditions (PBC) are applied where the system is treated as a lattice with
infinite copies of itself extending in all directions. A particle in such a system
that leaves a cell through one face into an adjacent box is placed back into
the box from its periodic image at the opposite face of the box (Figure 2.3).
The interactions of molecules across periodic boundaries enables the effect of
modelling bulk solvent with a finite number of particles. Systems in this thesis
were modelled using a combination of cubic, truncated octahedron and rhombic
dodecahedron simulation boxes.
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Figure 2.3 Two dimensional illustration of periodic boundary conditions. Particle
trajectories are replicated in every direction with particles (grey) that exit from one face
replaced from the opposite face.

2.2.7 Long Range Interactions

The calculation of non-boned inter-particle interactions encompasses the most
computationally demanding aspect of the Molecular Dynamics routine [182]. In
fact, within a system of N particles, the interaction of each particle with all others
leads to the number of calculations scaling as N2. A number of techniques have
thus been developed to address this challenge of computational expedience
[183, 184].

In the case of van der Waals interactions, the use of the Lennard Jones
potential (Equation 2.18) results in the potential energy decaying with a r−6

dependence and thus rapidly approaches zero. Thus, van der Waals energies
are only calculated for particles within a certain distance and assumed to be
zero beyond this cut-off. Work in this thesis used a Lennard-Jones cut-off of 10
Å.

In contrast, the electrostatic interactions modelled using the coulombic
potential (Equation 2.21) decay at a significantly slower rate of r−1. Thus, the
use of a direct cut-off can introduce significant errors in the calculation of
inter-particle interactions [185]. Work in this thesis used the Particle Mesh
Ewald (PME) [186, 187] variant of the Ewald technique to calculate long range
electrostatic interactions. Briefly, the technique splits the r−1 sum into two terms
as

1

r
=
f(r)

r
+

1− f(r)

r
(2.32)
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where the first term encompasses short-range interactions and the second
encompasses long-range interactions. The electrostatic interactions are thus
calculated in two parts where the first term is evaluated in real-space and the
sum of the second term converges rapidly in Fourier space. The calculation
of these long-range interactions in the Fourier space are further expediated by
first mapping the charges onto a grid and subsequently using the Fast Fourier
Transform (FFTW) algorithms [188] to perform discrete Fourier transforms.
In this thesis, the breakup between short- and long-range interactions used a
cut-off distance of 10 Å and a grid spacing of 1.4 Å was used for the Fourier
transformations.

2.2.8 Coupling of Temperature and Pressure

The direct use of Molecular Dynamics gives rise to simulations in the ‘NVE’
ensemble – the modelling of a system with a constant number of particles,
volume and energy. However, for a more accurate comparison to both in vitro
and in vivo experiments that are conducted when exposed to atmospheric
conditions, the ‘NPT’ ensemble with constant pressure and temperature is
more appropriate for the molecular simulations. Thus, a number of algorithms
termed thermostats and barostats have been developed to allow the control of
temperature and pressure respectively within simulations.

2.2.8.1 Thermostat

The kinetic energy of a system with N particles can be expressed as

UKinetic =
1

2

N∑
i=1

miv
2
i (2.33)

where mi and vi are the mass and velocity of particle i. This kinetic energy can
also be expressed as

UKinetic =
3

2
NkBT (2.34)

where kB is the Boltzmann constant and T is the temperature. Combining
the two equations, the temperature can be expressed as a function of particle
velocities as

T =
1

3NkB

N∑
i=1

miv
2
i (2.35)
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Thus, to control the system temperature at a temperature T0, the particle veloci-
ties at each timestep can be scaled by a factor λ calculated as

λ =
√
T0/T (2.36)

where T is the instantaneous temperature. However, such a rescaling of veloci-
ties results in the kinetic energy of the system remaining unrealistically constant
with zero fluctuations. The different thermostat algorithms thus differently
calculate this rescaling λ parameter to both simultaneously maintain temper-
ature while allowing kinetic energy fluctuations. Work in this thesis used a
combination of the Berendsen [189] and Bussi [190] thermostats.

The Berendsen thermostat maintains temperature through a coupling of the
system to an external bath of temperature T0. The strength of this coupling is
determined by a parameter τ as

dT

dt
=
T0 − T

τ
(2.37)

Thus, instead of a complete scaling of velocities, the thermostat uses the cou-
pling parameter τ to tune fluctuations around the target temperature. At each
timestep, the velocities are thus scaled by a factor λ calculated as

λ =

√
1 +

∆t

τ

(
T0
T

− 1

)
(2.38)

where ∆t is the integration timestep.

The Bussi thermostat is an extension of the Berendsen thermostat that utilizes
an additional stochastic term to promote fluctuations of the kinetic energy
without an oscillating behaviour around the target temperature. This coupling
of the system temperature to that of an external bath is expressed as

dT = (T0 − T )
dt

τ
+ 2

√
TT0
Nτ

dW (2.39)

where dW is Wiener random noise whose values vary within a normal distribu-
tion of mean 0.
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2.2.8.2 Barostat

The pressure in the system can be similarly maintained using the Berendsen
barostat by coupling to a reference pressure P0 using a time-constant τP .

dP

dt
=
P0 − P

τP
(2.40)

Thus, at each timestep, the particle coordinates and box sizes are scaled by a
factor µ

µ = 3

√
1− β∆t

τP
(P0 − P ) (2.41)

where β is the isothermal compressibility of the system. Simulations in this
thesis used a reference pressure of 1 bar, a pressure coupling constant of 2.0 ps
and a compressibility of 4.5 x 10−5.

2.3 Energy Minimization

The initial atomic coordinates for Molecular Dynamics simulations are usually
obtained through experimental methods like Cryo-EM [191], crystallography
[192] or NMR [193], or through computational homology modelling [194]. Un-
favourable molecule geometries are thus common and often lead to a ‘blow-up’
of the simulation system caused by the accumulation of large forces on particles.
Energy minimization (EM) protocols are thus commonly employed before the
initiation of MD simulations. The EM process attempts to optimize the geome-
try of the molecules by attempting to locate a local minimum on the Potential
Energy surface of the system [160, 171]. Thus, given a potential energy function
U (r), the algorithm attempts to find the nearest set of coordinates where

∂U

∂r
= 0 (2.42)

∂2U

∂r2
> 0 (2.43)

Work in this thesis used the steepest descent algorithm for performing the
energy minimization. In this method, for each step n, the net forces on each
atom (Fn) is first calculated as −∇U . Subsequently, for each particle, its new
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positions for the next EM step (n+ 1) is calculated as

rn+1 = rn +
Fn

max |Fn|
hn (2.44)

where max |Fn| is the scalar of the largest force on any atom within the system
and hn is the displacement distance. While such a first-derivative algorithm
can rapidly guide a system towards a local minimum, the method can lead to
oscillatory behaviour around the minimum. Thus, the displacement distance is
scaled each step as

hn+1 =

1.2 · hn if Vn+1 < Vn

0.2 · hn if Vn+1 > Vn
(2.45)

Larger displacement steps are thus attempted when farther from the minima
and iteratively scaled down if the minima is ‘overshot’. In this work, an initial
step-size of 0.1 Å was used and EM was performed until the maximum force
on any atom (max |Fn|) was < 100 kJ mol-1 nm-1.

2.4 Enhanced Sampling Molecular Dynamics

In classical Molecular Dynamics simulations as detailed in Section 2.2, the
equilibrium value of an observable ⟨O⟩ is calculated as its time-averaged value
[160].

⟨O⟩ = 1

N

∑
t=T1,T2···TN

Oi (2.46)

However, this assumes the applicability of the ergodic hypothesis – a simu-
lated trajectory of the system will sample all relevant phase space points in
proportions that they makeup the partition function (Equation 2.10) . Despite
the timescales attainable by MD simulations growing significantly over the
past decade, with even the millisecond mark being breached recently [195], the
hypothesis is not always applicable; especially with the presence of significant
energy barriers within the system [95]. Figure 2.4 illustrates this issue of non-
ergodicity where a system initiated from a state within the red-box samples
only a small segment of the phase space.
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Figure 2.4 Illustration of the breakdown of the ergodic hypothesis where the states
within the red-box form a disconnected region. Simulations initiated from states outside
the box do not sample these states and the simulations initiated from within the box
sample an underwhelming segment of the phase space. Image from Allen and Tildesley
[196].

Enhanced sampling techniques have thus been developed to promote the
sampling of ‘rare’ events like the crossing of energy barriers within MD sim-
ulations. These techniques primarily function by modifying the Hamiltonian
to drive the system towards the configurations of interest while employing a
‘reweighting’ procedure to preserve the Boltzmann distribution of states. Work
in this thesis used a combination of enhanced sampling methods including Tem-
perature Replica-Exchange [197], Solute Tempering [198], Umbrella Sampling
[199] and Metadynamics [200].

2.4.1 Temperature Replica Exchange Molecular Dynamics

Temperature Replica Exchange Molecular Dynamics (T-REMD) enhance sam-
pling by performing multiple simulations of the system in parallel at different
thermodynamic states [197]. Thus, to determine the ensemble of conformations
at a particular temperature of interest T0, a set of N simulations at temperatures
of T0 < T1 < T2 . . . TN are performed in parallel (Figure 2.4).
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Figure 2.5 Schematic illustration of the temperature replica-exchange MD method.

At regular intervals, the system configurations between replicas are allowed
to swap according to a Metropolis criterion that depends on the potential energy
difference between the replicas. The exchange probability for this swap between
replicas i and j is calculated as

P (i↔ j) = min

{
1, exp

[(
1

kBTi
− 1

kBTj

)
(U (ri)− U (rj))

]}
(2.47)

where kB is the Boltzmann constant. The algorithm thus provides the kinetic
energy to overcome energetic barriers through the inclusion of higher temper-
ature replicas while simultaneously using the Metropolis criteria for swaps
to preserve the Boltzmann ensemble of conformations at the temperature T0
[201]. However, the Metropolis acceptance probability implies that frequent
exchanges of conformations occur only if the energetic overlap between repli-
cas is sufficient. Thus, for computational expedience, T-REMD simulations in
this work only attempted swaps between adjacent replicas (Figure 2.5) close-
together in temperature,

2.4.2 Replica Exchange with Solute Tempering

In T-REMD simulations, a sufficient overlap of the replicas’ energies are nec-
essary for efficient Metropolis exchanges – a facet that necessitates the use
of a large number of replicas and thereby makes the method intractable for
large systems. Hamiltonian replica-exchange (H-REX) algorithms are a more
general form of the method and enhance sampling by varying the underlying
Hamiltonian between replicas. Exchanges between the replicas i and j are thus
attempted at regular intervals with the probability

P (i↔ j) = min

{
1, exp

[(
1

kBTi

)
((Ui (rj)− Ui (ri)) + ((Uj (ri)− Uj (rj))))

]}
(2.48)



2.4 Enhanced Sampling Molecular Dynamics 34

where Ui and Uj are the modified Hamiltonians of the two replicas. Replica Ex-
change with Solute Tempering (REST2) [202, 203] is a H-REX method designed
to promote fluctuations of protein conformations within aqueous solvents. N
replicas are simulated in parallel at the relevant temperature T0 with a λi param-
eter used to scale the Hamiltonian of the solute’s (protein) interactions within
each replica i as

q
pro
i =

√
λiq

pro
i (2.49)

ϵ
pro
i = λi · ϵpro

i (2.50)

U i
dihedrals = λi · U i

dihedrals (2.51)

Thus, if the potential energy of the system Utot is divided into its constituent in-
teractions – solute-solute

(
Upp
)
, solute-solvent

(
Upw
)

and solvent-solvent (Uww)),
they are scaled by factors of λi,

√
λi and 1 respectively. The energy differences be-

tween the protein conformational changes are thus scaled while solvent-solvent
interactions are unaffected. The λi parameters of each replica is calculated as

λi =
T0
Ti

(2.52)

where (Ti) is a ‘pseudo-temperature’ > T0 that replicates the effect of higher
temperatures in T-REMD. However, the greater energy fluctuations from the
modified Hamiltonians results in increased overlaps and thereby necessitates
the use of significantly fewer parallel replicas [198].

2.4.3 Umbrella Sampling and WHAM

The Umbrella Sampling algorithm enforces sampling along a Collective Variable
(CV, ξ) through the addition of an external energy term [204]. Thus, the effective
biased potential energy surface Ub (ξ) can be expressed as

Ub (ξ) = U (r) + Uumb. (ξ) (2.53)

where U (r) is the underlying force field potential and the external biased
potential is an ‘umbrella’-shaped harmonic term of the form

Uumb. (ξ) =
K

2
(ξ − ξ0)

2 (2.54)

where K is the strength of the harmonic bias. This external potential thus
promotes the sampling of the phase space close to the chosen CV value ξ0.
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Typically, the umbrella-sampling algorithm is used to calculate the Free-energy
(F (ξ)) for the simulation system to sample regions of the phase space along
the CV. Thus, N non-interacting simulations are performed with the ξ0 evenly
distributed between the initial and final values of the CV of interest (Figure 2.6).

Figure 2.6 Illustration of the sampling distribution along the phase space through the
use of multiple umbrella simulation windows at different ξ0. The distribution of CV
sampling from each of the N simulations are coloured differently.

The collection of N simulations with varying ξ0 together provide Pb (ξ) – the
sampled probability distribution effected by the biased potential energy surface
Ub. This sampled distribution can be related to the applied biased potential as

Pb (ξ) = exp (−βUb (ξ)) = exp (−β (U (r) + Uumb. (ξ))) = P (ξ) e−βUumb.(ξ) (2.55)

where P (ξ) is the distribution obtained from an unbiased simulation and related
to the Free-Energy as

F (ξ) =
−1

β
lnP (ξ) (2.56)

The Weighted Histogram Analysis Method (WHAM) [205] is used to calculate
this P (ξ) by combining the results of the multiple umbrella simulations [206]
with varying ξ0 as

P (ξ) =
N∑
i

piP i (ξ) (2.57)

where P i (ξ) is the unbiased distribution calculated from each window. pi is the
weight assigned to each umbrella window and is calculated self-consistently
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using
∑

i p
i = 1 and

pi =
K∑N

i

∫
exp (−βU i

umb. (ξ)) dξ
(2.58)

Work in this thesis used g_wham [207] – the implementation of WHAM
within the Gromacs MD simulation package [182] to analyze and calculate the
free energy from Umbrella Sampling simulations.

2.4.4 Metadynamics

Metadynamics belongs to a class of algorithms similar to Umbrella Sampling
that aims to promote sampling along a CV ξ through the application of an
external biasing potential [200].

Ub (ξ) = U (r) + Umetad (ξ) (2.59)

The external biasing potential Umetad (ξ) is constructed as a sum of Gaussians
along the CV space [208, 209] as

Umetad (ξ, t) = W
∑

t′=τG,2τG,...

exp

(
−(ξ − ξt′)

2

2δ2

)
(2.60)

where τG is the time interval for gaussian deposition with height W and width
δ. The gaussians are centred on the instantaneous CV value ξt′ and thus dis-
courages the system from revisiting the sampled regions along the phase space.
Figure 2.7 illustrates this functioning of Metadynamics where the addition
of history-dependant gaussians raises the potential energy surface and pro-
motes the transitioning of the system across states that are separated by a large
energetic barrier.
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Figure 2.7 Illustration of the variation in the potential energy surface along the CV
effected by addition of biasing gaussian potentials. The addition of the history depen-
dant potential discourages the re-visitation of sampled minima to enable transitions
across energetic barriers.

For metadynamics simulations along multiple collective variables, the func-
tion can be extended as

Umetad = W
∑

t′=τG,2τG,...

∏
i

exp

(
−
(
ξi − ξit′

)2
2δ2i

)
(2.61)

where δi is the width of the gaussians along each CV ξi. The accuracy and
effectiveness of the metadynamics algorithms are however sensitive to the
choice of the gaussian parameters. The addition of larger gaussians (larger
W , δ) at more frequent intervals (smaller τG) promotes a faster sampling of
the phase space but can also cause errors in the reconstructed surface and
push the system towards physically unfeasible regions. Conversely, smaller
gaussians added infrequently promote accuracy but take longer to promote
ergodicity, especially with deep energy wells. Simulations in this thesis thus
utilized the Well-Tempered Metadynamics algorithm [200] where the external
biasing potential Umetad is dependent on the histogram of states sampled by the
system N (ξ, t) instead of the instantaneous state at τG intervals. This external
potential is constructed as

Umetad (ξ, t) = ∆T ln

(
1 +

ωN (ξ, t)

∆T

)
(2.62)

where ω and ∆T have dimensions of energy rate and temperature respectively
and N (ξ, t) can be obtained from individual states δξ sampled as

N (ξ, t) =

∫ t

0

δξdt (2.63)
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The rate of change of the external potential U̇metad (ξ, t) can be calculated as

U̇metad (ξ, t) =
ω∆Tδξ

∆T + ωN (ξ, t)
= ω exp

(
Umetad (ξ, t)

∆T

)
δξ (2.64)

A comparison of this expression of U̇metad (ξ, t) with Equation 2.60 reveals that
the well-tempered metadynamics essentially rescales the height of the gaussians
from an initial value of ω in proportion to the sampling sizeN (ξ, t). Thus, larger
gaussians are added in the less-sampled regions of the phase space (small N (ξ))
and vice-versa for the well-sampled regions. The value of ∆T is the ‘bias-factor’
and determines the scaling of the gaussian heights with N (ξ). Larger values of
∆T reduce this scaling dependency with the simulation reducing to standard
metadynamics as ∆T → ∞ and vice-versa for smaller ∆T with the simulation
reducing to unbiased MD as ∆T → 0.

2.4.5 Biased-Exchange Metadynamics

In metadynamics, the free-energy landscape of the system is reconstructed by
gradually filling the local minima with gaussian hills (Figure 2.7). In most
biomolecular systems however, this potential energy landscape is multidimen-
sional with multiple CVs required to adequately describe the conformational
transitions involved [210]. While the formalism of the deposited gaussians
is extendable to multiple CVs (Equation 2.61), metadynamics simulations are
typically unsuitable for the simultaneous use of greater than three CVs. Such
high-dimensional metadynamics simulations are computationally inexpedient
as the simulation time required to fill the potential energy landscape grows
exponentially with the number of CVs [200].

The Bias-Exchange Metadynamics (BE-Metad) algorithm [211] circumvents
this obstacle by simulating multiple replicas of the system in parallel with each
being biased along different a CV ξi. At regular intervals, the configurations of
two random replicas i and j are swapped with an acceptance probability of

min

{
1, exp

[(
1

kBT

)(
U j

metad (rj) + U i
metad (ri)− U j

metad (ri)− U i
metad (rj)

)]}
(2.65)

where U i
metad is the history-dependant metadynamics gaussians deposited along

CV ξi. The trajectory of each walker thus traverses the multidimensional energy
landscape a single CV at a time with the diffusion along one CV space unencum-
bered by barriers along other CVs. In this thesis, an additional ‘neutral’ replica
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with with no metadynamics biases (Umetad = 0) was included in the BE-Metad
simulations.

The addition of the history dependant bias potentials however preclude a
direct averaging of the system’s characteristics as simulation time is without
physical meaning. A number of algorithms have thus been developed to al-
low ‘reweighting’ of the trajectory frames and the subsequent calculation of the
unbiased equilibrium ensembles. Work in this thesis primarily used the method-
ology of Bonomi et al. [212] to reconstruct the equilibrium ensemble. Given
the inclusion of the multiple biasing potentials (U i

metad), the biased probability
distribution P i

b along each replica can be calculated as

P i
b (ξi) = exp

(
−β
(
U (r) + U i

metad (ξi)
))

= P i (ξ) e−βU i
metad(ξi) (2.66)

where P i (ξ) is the unbiased distribution within each replica. The WHAM
method (Equation 2.58) is then used to assign weights w(t) for each frame
within the multiple replicas and subsequently used to calculate the equilibrium
average of any system characteristic O as

⟨O⟩ =
∑
wi (t)Oi∑
wi (t)

(2.67)

2.4.6 Parallel-Tempered Metadynamics

Metadynamics and its associated techniques are capable of significantly increas-
ing sampling along the Collective Variables ξ. However, the selection of these
CVs for use with metadynamics simulations is very often non-trivial [200, 213]
with the energy barriers along unaccounted CVs affecting sampling efficiency
[210, 214]. The Parallel-Tempered Metadynamics (PTMetaD) [215] algorithm
circumvents this obstacle through the combination of the T-REMD method with
metadynamics. To determine the conformational ensemble of a system at a tem-
perature of interest T0, a set of N replicas at temperatures T0 < T1 < T2 . . . < TN

are simulated in parallel. Within each replica i, the metadynamics biases U i
metad

are evolved independently along a common set of CVs. At regular intervals,
the system configurations between adjacent replicas i and j are swapped with
an acceptance probability of

min
{
1, exp

[
(βi − βj) (Ui − Uj) + βi

(
U i

metad (ξi)− U i
metad (ξj)

)
+ βj

(
U j

metad (ξj)− U j
metad (ξi)

)
(2.68)
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where βi is the inverse thermodynamic temperature of replica i. The use of the
high temperature replicas permits a traversal of the energetic barriers along
slowly diffusing or unaccounted CVs.

However, similar to T-REMD the energy distributions of replicas i and j

need to sufficiently overlap for exchanges to occur and in-turn necessitates
the use of a large number of replicas. Parallel-Tempered Metadynamics in the
Well-Tempered Metadynamics (PTMetaD-WTE) [216] was thus developed as
an extension to the PTMetaD method to significantly reduce the number of
necessary replicas. In this method, prior to the simulation with relevant CVs, a
preliminary metadynamics simulation run is performed for each of the replicas
using only their Potential Energy (U) as a CV. The bias from this preliminary
simulation is retained in the PTMetaD simulations to significantly enhances
the energetic fluctuations of each replica and thereby its overlap with adjacent
replicas. Figure 2.8 illustrates the PTMetaD-WTE algorithm by comparing the
overlap between eight replicas geometrically spaced between 298 - 400K with
and without the WTE.

Figure 2.8 Illustration of the increase in the energetic overlaps between eight replicas
without (Left) and with (Right) the enhanced potential energy fluctuations due to the
well-tempered ensemble.

2.5 Docking

Molecular docking is a computational approach to rapidly approximate the
preferred orientation of one molecule relative to a second when bound together
to form a complex. While less accurate than Molecular Dynamics simulations
and its associated enhanced sampling techniques, the docking approach is
significantly more rapid with results obtainable within seconds on standard
desktop computers [217]. Typical docking approaches are a two-step process
where different probable conformations of the molecules are iteratively trialled
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and a ‘docking score’ is used to identify the most favourable conformation [218].
With each atom having a total of six degrees of rotational and translational
freedom, this results in a huge number of binding modes to be ‘scored’. Thus, for
computational expedience docking algorithms reduce the number of rotational
bonds in the complex. This reduction is typically performed by considering
the receptor (larger) structure to be completely rigid while the smaller ‘docked’
molecule is considered to be minimally flexible [219, 220].

The separation into a rigid ‘receptor’ and flexible ‘docked’ molecules has
been extremely effective in leading to the development of multiple well-validated
protocols for ligand docking including AutoDock [221], Rosetta [222], Gold
[223] and MOE. In contrast, the docking of two larger biomolecules is signifi-
cantly more challenging due to their increased conformational flexibility when
interacting and the difficulty in post-docking clustering of results [224–226].
The protocols thus lead to a significant number of ‘false-positive’ predictions of
the molecular interaction configurations [227, 228]. Docking in this thesis is thus
performed using the High Ambiguity Driven protein-protein DOCKing (HAD-
DOCK) protocol [229, 230] that allows the use of experimental information to
drive the docking process and thereby significantly reduce false predictions.

Chemical shift perturbations in NMR or FRET measurements can iden-
tify residues that play a role in inter-molecular interactions and thus on the
‘interaction-interface’ of the two molecules. The HADDOCK protocol allows
their inclusion within the docking protocol as ‘active’ residues. Contacts be-
tween these active residues of the two molecules are enforced through the use of
Ambiguous Interaction Restraints (AIR). For each ‘active’ residue i in molecule
A, the AIR (deffiAB) is calculated as

deffiAB = min

3.0,

(
Natoms∑
miA=1

NBres∑
k=1

Natoms∑
nkB=1

1

dmiAnkB

)−1/6
 (2.69)

where dmiAnkB
is the distance (in ) between molecule A’s mth atom of active

residue i and molecule B’s nth atom of active residue k. Natoms represents the
number of atoms in each of the active residues and NBres is the total number of
active residues in molecule B. This usage of AIRs allows the docking protocol
to iterate across all possible contact configurations between molecules A and
B before scoring and selecting the best one. The scoring of configurations is
carried out using the electrostatic and van-der-Waals interaction parameters
from the OPLS-AA force field [162].
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3.1 Introduction

Linker histones are ‘non-core’ histones that bind to the nucleosome at the DNA
entry/exit site [9, 231] to interact primarily with linker DNA [232] (Figure
1.2). First identified as a component of the nucleosome by Simpson et al.
[18] in 1978, the H1 protein has since been identified to play a critical role
in regulating chromatin structure [233–235]. In vitro, the deletion of H1 has been
correlated with dramatic chromatin decompaction and an increase in nuclear
volume [236–238]. Similarly in vivo, the linker histone H1 is essential for the
normal morphology of mitotic chromosomes and thus for the functioning of life
itself [238–240]. This association of linker histones with chromatin compaction
has lead to the protein being postulated as general repressors of genomic
transcription [241]. In fact, even on the single nucleosomal scale, a comparison
of the nucleosome crystallographic structures with/without H1 reveals that the
H1 protein can compact linker DNA strands by close to ∼8 Å [9] (Figure 3.1).

Figure 3.1 Illustration of the linker histone H1 capability to alter the trajectory of the
entering/exiting linker DNA strands by screening electrostatic repulsion and thereby
allowing compaction. The 601-nucleosomal structures with H1 (grey, 4QLC [9]) and
without H1 (yellow, 1ZBB [31]) are compared by aligning base pairs (bp) around the
dyad. The H1 protein is not visualized for clarity. Image from Zhou et al. [9].

However, more recent evidence has gradually unveiled a more nuanced role
of H1 in genomic regulation [242] dependant on subtype, binding configuration
and post-translational modifications, and thereby stirred intense research into
its functioning [234, 243, 244].
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3.1.1 H1 Structure

The linker histones are particularly rich in positively-charged Lysine residues
and have a three-domain structure consisting of a ∼75 residue-long globular
domain, an unstructured N-terminal domain (NTD) of up to 45 residues and
a long unstructured C-terminal domain (CTD) of ∼100 residues [245, 246].
Figure 3.2 illustrates this tripartite structure of the protein with the unresolved
disordered regions modelled onto the globular domain.

Figure 3.2 Three domain structure of linker histone H1 with the central globular domain
(blue) from the crystallographic structure 5NL0 [231] and the two terminal domains
(red, green) built using Modeller [194].

3.1.1.1 Globular Domain

The globular domain adopts a winged-helix configuration [17, 247] – a compact
motif commonly observed in DNA binding proteins consisting of 3 α-helices, 2
linker ‘wings’ and 2 short β-strands [248]. While possessing a significantly lower
positive-charge concentration than the two terminal domains [243], a range of
studies have identified this globular domain to play the most significant role
in the nucleosomal recognition of linker histones [249–251]. In fact, cryo-EM
density maps of nucleosomes constituted with full-length linker histones and
those without the terminal domains show significant density overlaps in the
globular region [231, 232].

3.1.1.2 Carboxy-Terminal Domain

In contrast to the structured globular domain, the CTD is rich in basic residues
while being completely devoid of hydrophobic residues. In fact, up to 50% of the
CTD is composed of positively charged Lys/Arg residues crucial for mediating
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interactions with the DNA backbone [252]. Although the winged-helix motif of
the globular domain aids in nucleosomal recognition, the high positive charge
content and long length of the CTD have led to the postulation of it being the
primary determinant of sustained H1 binding to the nucleosome [124, 251, 253].
While this relative relevance of domains in mediating nucleosomal binding is an
ongoing focus of research, a range of experiments have definitively identified
the chromatin compaction capability of H1 to be dependent on the CTD [233].
In fact, chromatin segments constituted with CTD-less linker histones display
compaction levels identical to segments without linker histones [232, 254].

3.1.1.3 Amino-Terminal Domain

The amino-terminal domain of H1 is the shortest linker histone segment and
contains only 25% of the charge density and number of residues as the CTD
[245]. Correspondingly, the NTD had been hypothesized to not contribute to
the chromatin compaction capabilities of H1 [232, 254]. However, fluorescence
recovery after photobleaching (FRAP) experiments later identified the NTD-less
linker histones to display a considerably lower nucleosomal binding affinity
[124, 255, 256]. Thus, linker histones without the NTD have been postulated to
be capable of enabling maximal chromatin compaction but to require higher
concentrations of H1 to achieve sufficient H1-nucleosome binding [257].

3.1.2 H1 Post-Translational Modifications

Similar to their core histone counterparts (Figure 1.7), linker histones are also
highly enriched in post-translational modifications (PTM) that can modulate the
protein’s roles/capabilities to regulate chromatin structure [258, 259]. However,
H1 interacts dynamically with chromatin [250, 260, 261] and the transiently
unbound linker histones are thus significantly more accessible to modifying
enzymes [253]. Thus, unlike within core histones, PTM sites within H1 are
not exclusively found within the unstructured terminal domains but extend
across all three domains [262–264]. The modifications H1 can exhibit include
methylation [265, 266], phosphorylation [127] and ribosylation [267] within the
NTD; acetylation [263], ubiquitylation [268] and citrullination [76] within the
globular domain; and acetylation [263], methylation [269], ribosylation [270],
formylation [73, 271] and phosphorylation [272] within the CTD.

Among the plethora of PTMs, the phosphorylation of Ser/Thr residues
within the CTD is the best-studied modification whose physiological relevance
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has been determined [272]. This phosphorylation is a conserved feature of
all H1 subtypes and is preferentially performed on the S/T-P-X-K sited by
Cyclin-Dependant Kinase (CDK) enzymes [273]. This modification has been
identified as an important component of cell-division with phosphorylation
levels gradually increasing as the cell cycle progresses, becoming maximal
during the metaphase and dropping sharply thereafter during the telophase
[274–276]. In fact, cells treated with phosphorylation inhibitors could be pre-
vented from entry into the mitotic phase [277, 278]. In vitro, phosphorylation
has been observed to have a cyclical effect with partial H1 phosphorylation dis-
rupting DNA-binding and chromatin compaction while hyper-phosphorylation
largely restoring the binding/compaction capabilities of H1 [279, 280]. While
the structural mechanism of this phosphorylation-mediated modulation is yet
to be determined, several studies have postulated this to occur through changes
in the secondary-structure of the CTD IDR [279–281].

3.1.3 H1 Nucleosomal Binding

In addition to post-translational modifications, the functional variation in H1’s
genomic regulatory role is further diversified by its binding configuration
within the nucleosome [282–284]. Two distinct models for this positioning
of the globular domain have been proposed – the ‘on-dyad’ and ‘off-dyad’
configurations (Figure 3.3) [234, 285].

The ‘on-dyad’ model positions the globular domain on the nucleosomal
dyad axis and in-contact with both linker DNA arms [232, 286]. This configura-
tion is better validated with two crystallographic structures resolved recently –
4QLC [9] and 5NL0 [231]. Both structures utilized H1.0 orthologs and predicted
a binding mode with three distinct interaction interfaces. Interactions with the
nucleosomal DNA on the dyad are mediated primarily by the α2 helix within
the globular domain’s winged-helix motif. The two linker DNA arms interact
with the globular domain through its α3 helix and L1 loop and are thus termed
Linker-α3 and Linker L1 strands respectively (Figure 3.4).
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Figure 3.3 (A,B) Illustrations and structure of the on-dyad binding conformation. (C,D)
Illustrations and structure of the off-dyad binding conformation. In the illustrations, the
LH is shown in orange and the octamer core as a green cylinder. Within the structures,
the LH is shown in red/orange and the dyad axis is illustrated as a dotted line. Images
from Parseghian et al. [285] and Fyodorov et al. [234].

Figure 3.4 Illustration of the L1 linker, α3 linker and nucleosomal DNA contact in-
terfaces of the globular domain in the on-dyad binding configuration. The residues
interacting with DNA are annotated and the interacting base pairs are highlighted
in red. The PTMs observed within the residues interacting with DNA are marked ‘a’
(acetylation), ‘f’ (formylation), ‘m’ (methylation), ‘p’ (phosphorylation) and ‘c’ (citrulli-
nation). Image from Bednar et al. [231].
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In-contrast, the ‘off-dyad’ model positions the globular domain asymmetri-
cally away from the dyad and in-contact with only a single linker DNA arm
[287, 288]. This binding mode of linker histones has hitherto not been crystal-
lographically validated and has thus even been postulated to be enthalpically
less favourable [289]. This interaction model has thus far only been predicted
using residue-restrained docking studies [287, 288, 290] or observed in low-
resolution cryo-electron maps of nucleosome arrays [291]. Figure 3.5 illustrates
the two distinct off-dyad configurations predicted from different experimental
methodologies for different linker histone subtypes.

Figure 3.5 (A) The off-dyad conformation observed by Zhou et al. [288] using NMR
restrained docking. (B) The off-dyad conformation observed by Song et al. [291] using
cryo-EM microscopy. The orientations of the L1 loop in both conformations is added
for clarity. The dyad axis is illustrated as a dotted line. Image from Fyodorov et al.
[234].

3.2 Aims and Summary

The Linker Histone contributes significantly to the nucleosomal structure and in-
turn the compaction of chromatin. However, significant open questions remain on its
binding mode to the nucleosome; the role of the unstructured terminal domains and
most importantly the mechanism of the protein’s functioning. In this Chapter, I use
a combination of enhanced sampling atomistic Molecular Dynamics simulations to
analyze – (1) the orientations of the linker histone domains and (2) the impact of H1
binding on nucleosome structure. Further, the simulations analyze the role/impact of
CTD phosphorylation and attempt to correlate the results to the PTM’s biological role.
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3.3 Methods

3.3.1 Model Building

3.3.1.1 211-bp Nucleosome

The atomic coordinates of the 211-bp nucleosome with two symmetric 32-bp
DNA linker arms were extracted from one of the central nucleosomes of the
tetranucleosome crystal structure (PDB ID: 1ZBB [31]). The eight histone pro-
teins within this structure were then replaced by those from the high-resolution
1KX5 [16] nucleosome structure with resolved histone tails. The sequence of
hH1.0 was obtained from Uniprot [292] (ID: P07305) and Modeller [194] was
used to create a homology model of the linker histone’s globular domain (GD)
with cH5 (4QLC [9]) as the template. The unstructured terminal arms of hH1.0
were built in extended state using PyMOL [293], compacted using a short T-
REMD simulation and subsequently attached to the homology modelled GD.
Finally, this built structure was positioned onto the 211-bp nucleosome by over-
laying its GD onto the on-dyad bound configuration observed for cH5 (4QLC).
This condensed system was then solvated in a octahedral solvent box with an
ionic concentration of 0.15 M Na/Cl for atomistic simulations.

3.3.1.2 Reduced Nucleosome

The reduced nucleosome system (Figure 3.6) was built for computational ex-
pedience to test the effects of phosphorylation on the conformations of CTD
within the nucleosome. This was built by removing atoms from the 211-bp
nucleosome model. Truncated α3 and L1 linkers were modelled as the terminal
32-bp at each end of the 211-bp nucleosome. The nucleosomal DNA segment
interacting with H1 was modelled as a 30-bp strand (15-bp each side of the
dyad). To maintain the nucleosomal configuration, the bottom two base pairs
of the linker strands were restrained with force constants of 1000 kJ mol-1 nm-2.
To maintain the curvature of the nucleosomal DNA segment, the phosphorus
atoms within them were restrained with similar force constants. The H3, H4,
and H2B histone tails were also included in the model and their last two tail
amino acids were restrained at their point of attachments to the histone core.
This condensed system was then solvated in an octahedral solvent box with an
ionic concentration of 0.15 M Na/Cl for atomistic simulations.
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Figure 3.6 Visualization of the reduced nucleosome system used to model the phos-
phorylated CTDs at an atomistic scale. The LH globular domain is in black, NTD in
yellow and CTD in cyan. The α3- and L1-linker DNA strands are in red and purple
respectively. The core histone tails included in the system are shown in white.

3.3.1.3 C-terminal Domain

The final 98 residues of hH1.0 were considered to constitute the C-terminal do-
main (CTD). The conformation of the CTD previously attached to the globular
domain was independently condensed in a 1 ns simulation in GBSA implicit
solvent [294, 295]. This condensed system was then solvated in a dodecahe-
dron solvent box with an ionic concentration of 0.15 M Na/Cl for atomistic
simulations.

3.3.1.4 N-terminal Domain

The first 26 residues of hH1.0 was considered to constitute the N-terminal do-
main (NTD). The sequence was built in extended conformation using Avogadro
[296]. The extended conformation was then condensed using an initial 1 ns
simulation in GBSA implicit solvent [294, 295]. This condensed system was
then solvated in a dodecahedron solvent box with an ionic concentration of 0.15
M Na/Cl for atomistic simulations.
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3.3.2 Simulation Setup

Simulations were performed using Gromacs 5 [182] patched together with
Plumed 2.3.0 [297, 298]. The van der Waals interactions were cut-off at 10 Å
and electrostatic interactions were calculated using the PME method [186, 187]
with a real space cut-off of 10 Å and a reciprocal grid of spacing 1.4 Å. Before
production runs, the systems were energy minimized using the steepest descent
algorithm and equilibrated for 1 ns each in the NVT and NPT ensembles. The
temperatures were maintained using the Bussi thermostat [190] and pressure
was maintained at 1 bar using the Parrinello-Rahman [299] barostat. The force
fields used for each simulation together with their timescales and number of
replicas are described in Table 3.2.

Phosphorylated serine and threonine residues were modelled using the
Amber compatible parameters developed by Homeyer et al. [300] and were
introduced into the structure using PyMOL [293]. Given that nuclear magnetic
resonance (NMR) chemical shifts of the N-H protons in both H1 CTD phospho-
serine and phosphothreonine residues show that they are mainly dianionic at
pH > 6 [301], their charges were set to −2. Two distinct phosphorylation states
of the CTD were modelled – partial and full phosphorylation. The partially
phosphorylated state was modelled by introducing the post-translational modi-
fications (PTM) in 30% of Ser/Thr residues evenly distributed throughout the
CTD – T119, S124, T141, T153 and S171. The fully phosphorylated state was
modelled by introducing the PTM at all Ser and Thr residues within the CTD.

3.3.3 Enhanced Sampling Methodology

3.3.3.1 Biased Exchange Metadynamics

Biased Exchange Metadynamics (BE-Metad) simulations were performed on
the full-length linker histone H1.0 when bound to either the full length 211-bp
or reduced nucleosomes. Five replicas (4 biased and 1 unbiased) were used
in the BE-Metad simulations and the Collective Variable (CV, ξ) biases were
applied to the LH’s CTD (Table 3.1).
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Table 3.1 The Metadynamics biasing CVs of the CTD within each of the Biased Ex-
change Metadynamics replicas.

Replica Number Collective Variable

1 None (Unbiased)
2 ξα

3 ξβ

4 ξcont

5 ξrg

The CVs ξα and ξβ are designed to measure the extent of alpha-helix and
beta-sheet secondary structural elements within the CTD respectively and are
defined following the work of Pietrucci and Laio [302] as

ξα/β =
∑ 1−

(
∆RMSD

R0

)n

1−
(
∆RMSD

R0

)m (3.1)

where R0, n and m are 0.08 nm, 8 and 12 respectively. ∆RMSD is root mean
square difference of six residue segments between the instantaneous configura-
tion and ideal alpha/beta conformations where the backbone and Cβ atoms are
included in the RMSD calculation.

The ξrg CV monitors the radius-of-gyration (Rg) of the Cα atoms of the 98
residues comprising the CTD and is defined as

ξrg =

(∑98
i=1mi|ri − rcom|2∑98

i=1mi

)1/2

(3.2)

where ri and mi are the position and mass of atom Cα atom i. rcom is the centre
of mass of the CTD Cα atoms.

The ξcont CV measures the number of electrostatic contacts between the basic
CTD residues and the DNA phosphate backbone and is defined as

ξcont =
∑
i∈H+

∑
j∈O−

1−
(
ri − rj
R0

)n

1−
(
ri − rj
R0

)m (3.3)
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where R0, n and m are 0.2 nm, 8 and 12 respectively. H+ is the set of positively
charged sidechain hydrogens in basic Arg/Lys residues and O− is the set of
negatively charged oxygen atoms within the phosphate backbone.

The metadynamics biasing gaussians were deposited every 500 trajectory
steps (1 ps) and exchanges between the replica were attempted every 5000
trajectory steps (10 ps). A bias-factor (∆T ) of 8 was used together with an initial
hill height of 1.2 kJ. The gaussian widths σ were calculated as the half of the
standard deviations of the CVs within a short 5 ns trial unbiased simulation of
each system.

3.3.3.2 Replica Exchange with Solute Tempering

Replica Exchange with Solute Tempering (REST2) simulations were performed
on isolated CTD protein segments in varying phosphorylation states – WT,
Partially Phosphorylated, Fully Phosphorylated. In all three cases, 16 replicas
were used whose pseudo-temperature was geometrically scaled as

Ti = Tmin

(
Tmax

Tmin

)(i−1)/(N−1)

(3.4)

where Tmin and Tmax are 300 and 450 K respectively and N is the number of
replicas – 16. Exchanges between the replicas were attempted every 10 ps and
the system was simulated for a total of 200 ns per replica. The initial 50 ns of
the trajectory was discarded for equilibration and the remaining trajectory was
used for analysis.

3.3.3.3 Temperature Replica Exchange

The Temperature Replica-Exchange MD (T-REMD) simulations were performed
to sample the conformations of the isolated NTD. The distribution of tempera-
tures were estimated using the predictor of Patriksson and Van-der-Spoel [303]
and an acceptance probability of 20%. This resulted in 56 replicas between
the temperatures of 300 and 450 K. The simulations were performed for 250
ns in each replica for a total sampling of 14 µs and exchanges between the
replicas were attempted every 10 ps. The initial 50 ns were discarded for equili-
bration and the coordinates from the lowest temperature (300 K) replica were
considered for analysis.
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3.3.4 List of Simulations

The simulations performed in this chapter are listed in Table 3.2 below.

Table 3.2 List of atomistic simulations performed to investigate the functioning of H1
within the nucleosome.

System Force Field Time Simulation

211-bp Nucleosome + WT LH Amber99SB-ildn/parmbsc0 5 × 1 µs BE-Metad
211-bp Nucleosome + WT LH Amber03ws/parmbsc0 5 × 750 ns BE-Metad
211-bp Nucleosome + WT LH Charmm36M/Charmm36 DNA 5 × 500 ns BE-Metad

Reduced Nucleosome + WT LH Amber99SB-ildn/parmbsc0 5 × 1 µs BE-Metad
Reduced Nucleosome + Partial Phos. LH Amber99SB-ildn/parmbsc0 5 × 1 µs BE-Metad

Reduced Nucleosome + Full Phos. LH Amber99SB-ildn/parmbsc0 5 × 1 µs BE-Metad
Reduced Nucleosome (No LH) parmbsc0 500 ns Unbiased MD

Isolated WT CTD Amber99SB-ildn 16 × 200 ns REST2
Isolated Partial Phos. CTD Amber99SB-ildn 16 × 200 ns REST2

Isolated Full Phos. CTD Amber99SB-ildn 16 × 200 ns REST2
Isolated NTD Amber99SB-ildn 56 × 250 ns T-REMD

211-bp Nucleosome + LH Globular Domain Amber99SB-ildn/parmbsc0 500 ns Unbiased MD
211-bp Nucleosome (No LH) Amber99SB-ildn/parmbsc0 500 ns Unbiased MD

3.4 Results

3.4.1 Domain Specific Interactions of H1

The binding mode of the linker histone globular domain atop the nucleosome
remains a major open question [288]. While some H1 subtypes have been
crystallized in the on-dyad configuration, these have used truncation mutants
that lack the unstructured terminal domains [9, 231]. Thus, the Biased-Exchange
Metadynamics simulations of the 211-bp nucleosome were first used to analyze
the impact of the IDR’s interactions on the globular domain. Towards this, the
single-linkage method [304] implemented within Gromacs [182] was used to
identify the heaviest weighted cluster of LH Cα atoms. Within this method,
a frame ‘j’ was assigned to cluster ‘i’ if the Root-Mean-Square-Displacement
(RMSD) between them was less than 2.5 Å. The weight of each cluster Wi was
then calculated as

Wi =
∑
j∈i

wj (3.5)

where wj is the WHAM weight of each frame ‘j’ assigned to cluster ‘i’. Subse-
quently, 20-bp (-10 to +10) around the dyad were used to align this clustered
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structure to that of the on-dyad Xenopus laevis H1.0 (Figure 3.7A) resolved with
a 197-bp nucleosome (PDB ID: 5NL0 [231]).

Figure 3.7 (A) The orientation of the H1.0 globular domain compared between the
BE-Metad simulations with unstructured terminal domains (purple) and from the
5NL0 [231] crystallographic structure (green). The α3 helix and L1 linker of the LH
are highlighted. (B) The per-residue interactions of the globular domain of the H1.0
linker histone with the L1, α3 and nucleosomal DNA. A contact was assumed if a
non-hydrogen atom of the residue was within 3.2 Å of a non-hydrogen DNA atom.
The contacts experimentally identified to mediate on-dyad nucleosomal binding are
marked with a ‘*’.

Despite the inclusion of the terminal domains and the influence of their
interactions, in five clusters that together encompass >50% of the conformational
ensemble, the GD remained stable in the on-dyad conformation with only a
negligible translocation perpendicular to the nucleosomal plane (Figure 3.7A).
While this reduced diffusion of the GD away from the on-dyad configuration
might be an artefact of inadequate sampling, more importantly, the orientations
of the α3 and L1 linker histone segments remained unchanged to interact with
their linker DNA strands. To further validate this, the normalized per-residue
contacts of the globular domain with the two linker/nucleosomal DNA strands
over the duration of the simulation were calculated. Significantly, the residues
that mediated interactions in the MD simulations matched those identified
by Isothermal Titration Calorimetry (ITC) [9] and FRAP [287] experiments to
stabilize the LH’s on-dyad configuration (Figure 3.7B).

Next, the open question of the localization of the unstructured terminal
domains within the nucleosome was analyzed – an aspect only resolved thus
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far through coarse statistics from FRET experiments [305, 306]. The N-terminal
domain is short (26 residues) and is constrained by the on-dyad globular domain
to ‘face’ the α3 linker. Thus, this disordered domain carrying six positively
charged residues is restricted to interact with the first few base pairs (5-15
bp) of the α3 linker (Figure 3.8A). In contrast, the CTD while constrained by
the on-dyad configuration to ‘face’ the L1 linker, is significantly longer at 84
residues. This long domain thus interacts with the first 23 bp of the L1 linker
and subsequently extends to interact with α3 linker (Figure 3.8). Crucially, these
results both corroborate and extend the cryo-EM observations of Bednar et al.
[231] which suggested that the CTD interacts only with the L1-linker in a 197-bp
nucleosome (25-bp linker arms).

Figure 3.8 Patterns of H1-DNA interactions for the three H1 domains and the DNA
regions within the nucleosome. A contact was assumed if a non-hydrogen atom of the
base pair was within 3.2 Å of a non-hydrogen H1 atom of the domain. The contact
frequencies are normalized to 1 using WHAM.

To validate if this ‘bridging’ of linker DNA strands by the CTD assists
in nucleosome compaction, the results from the BE-Metad simulations were
compared to those from unbiased simulations of the nucleosome without the
LH and without the LH CTD (Table 3.3). The ability of the long CTD to interact
with both linker strands impacts their configuration and brings them as close as
∼7 Å at the cross-over point. In-contrast, without the CTD, the linker strands
remain independent of each other and at distances of > 2 nm apart.
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Table 3.3 Mean minimum distance between the two linker DNA strand in systems
with varying linker histone configurations. For the BE-Metad simulations with the
whole length LH, the values are calculated from the unbiased ensemble to allow a
direct comparison to the vanilla MD simulations.

System Inter-Strand Distance (Å )

211-bp Nucleosome + WT LH 6.99 ± 1.8
211-bp Nucleosome + LH Globular Domain 22.45 ± 3.6

211-bp Nucleosome (No LH) 27.36 ± 2.7

Having validated the simulations’ capability to reproduce the experimen-
tally observed nucleosome compaction due to the LH [9] and specifically the
CTD [232], the molecular mechanism of this functioning was next analyzed.
Two different mechanisms of the CTD’s functioning have thus far been proposed
– ‘sequence-dependant’ and ‘composition-dependant’ models. The sequence-
dependant model hypothesizes the nucleosome compaction capability to be fo-
cussed within functional subdomains of the CTD [232, 307, 308]. In contrast, the
composition-dependant model hypothesizes the CTD’s functioning dependant
on the overall charge concentration of the domain and thereby the chromatin
compaction capability uniformly distributed throughout [124, 255, 309].

The ensembles of the CTD obtained from the BE-Metad suggests that the
long domain can be partitioned into four different structural regions that exhibit
distinct patterns of interactions with DNA (Figure 3.9). The ‘four’ subdomains
were termed ‘Beta’, ‘Loop1’, ‘Loop2’ and ‘End’. Each of the four domains
interact with at least two DNA segments and together effectively shield repul-
sion to aid compaction. The ‘Beta’ region involves the only stable secondary
structural element present in the CTD that occurs in ∼80% of the frames anal-
ysed (Figure 3.11). This is a 22-residue anti-parallel β-sheet motif between
residues 102KKSVAFKKTKK112 and 140ATPVKKAKKKA151 that is squeezed be-
tween the L1 and α3 linkers at their closest point to each other. The Loop 1
subregion is a 20-residue loop subtended by the β-motif and comprises residues

113EIKKVATPKKASKPKKAASKA139 that interacts more strongly with the α3
linker (17-32 bp) and only transiently with the L1 linker (18-23 bp). Loop 2 is a
24-residue loop that interacts with both linker DNA arms but away from their
closest points. The final ‘End’ region is formed by the last 19 CTD residues
and interacts transiently with the nucleosomal DNA and the L1 linker. The
atomistic resolution observations here both validate and elucidate the coarse
results obtained from FRET experiments where Fang et al. [310] observed that
a donor probe on residue 194 displayed maximal fluorescence intensity to an
acceptor probe placed near the dyad. Similarly, Heidarsson et al. [126] observed
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a donor probe on residue 194 to display maximal fluorescence intensity to
acceptor probes placed at base pair 12 of both L1 and α3 linkers.

Figure 3.9 Partitioning of H1 CTD interaction patterns. (A) Structure of the CTD within
the most populated cluster of the simulation illustrating the four subdomain regions
and the basic residues within them. (B) The residue numbers of the four domains.
(C) DNA interaction patterns of the four subdomains. A contact was assumed if a
non-hydrogen atom of the base pair was within 3.2 Å of a non-hydrogen atom of the
domain. The base pairs corresponding to the closest point between the L1 and α3
linkers are illustrated with a dotted line.

More importantly, the results reconcile the hypothesized ‘sequence-dependant’
and ‘composition-dependant’ models of CTD functioning. The four subdomains
each containing ∼10 basic R/K residues interact with two DNA segments (Fig-
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ure 3.9) and thereby support the proposition that the nucleosomal compaction
capability is distributed throughout the domain. However, Syed et al. [232] ob-
served that the nucleosomal compaction of hH1.5 is focussed within its residues
120-130 which when aligned to the sequence of this work’s hH1.0 matches the
stable β-sheet motif (Figure 3.10).

Figure 3.10 Alignment of the H1.0 and H1.5 linker histone sequences generated using
Muscle [311, 312] and visualized using Jalview [313, 314]. The residue patches identified
by Syed et al. [232] to dominate H1.5 nucleosome compaction and observed to form
part of the β-motif here in H1.0 are highlighted in blue.

3.4.2 Divergent Disordered Terminal Region Behaviour

The two disordered amino- and carboxyl-terminal domains display distinct
interaction patterns with DNA (Figure 3.8) and contribute to the compaction of
linker strands (Table 3.3). However, the mechanism of this functioning of the
domains has remained an open question with multiple conflicting experimental
evidence [272]. Circular Dichroism of both the CTD and NTD in TriFlouro-
Ethanol (TFE) [315–320] have suggested their capabilities to form significant
α-helical conformations. Contrarily, neither cryo-EM [232, 291] or X-ray crystal-
lography [9, 231] have visualized these ‘structured’ segments of the domains.
Moreover, Borgia et al. [125] and Turner et al. [123] have recently identified
the ability of the H1 CTD to form high-affinity complexes with anionic counter-
parts while remaining disordered. The structural characteristics of the domains
within the nucleosome were thus next analyzed.
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Figure 3.11 (A) Secondary structural content from simulations of the domains in the
unbound and nucleosome-bound states for three different force fields. (B) Per-residue
β and α secondary content for the CTD and NTD respectively in the unbound and
nucleosome-bound states. Inset shows the clustered conformation of the NTD when
nucleosome bound. (C) Cα Rg for the domains in the unbound and nucleosome-bound
states. The boxes extend from the lower to upper quartile values and whiskers span
from the 5th to the 95th percentile. The compaction for globular and coil proteins
calculated from experimental regression (Equations 3.6, 3.7) are shown as dotted lines.

To quantify secondary structural content from Metadynamics simulations,
the per-residue per-frame structure was first assigned using DSSP [321] and a
simplified system where both alpha- and 310- structures are together labelled α.
Subsequently, the WHAM weights were used to calculate the α/β for a residue
‘i’ using Equation 2.67 where the per-frame Oi was set to 1 if DSSP predicted a
helical/beta structure or 0 otherwise.

The simulations suggest that independent of the force field considered, the
total secondary structural content remains unchanged at ∼15% (Figure 3.11A).
The CTD appears to retain its unstructured nature and thus contrary to prior hy-
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pothesis [320], it’s compaction of the nucleosome is not the result of a disorder-
to-order transition. The only stable secondary element present in the CTD is a
22-residue anti-parallel beta-sheet motif between residues 102KKSVAFKKTKK112

and 140ATPVKKAKKKA151 (Figure 3.11B). While the span and extent of this
β-structure varies with the force field used, significantly, this motif that dictates
the orientation of the CTD (Figure 3.9) is even present in REST2 simulations
of the isolated domain. The radius-of-gyration box plots further illustrate the
parallels between the CTD’s bound and unbound states. The 97-residue long
IDR’s compaction reduces minimally by ∼5 Å between the states and probably
attributable to the structural restraints placed by the nucleosome [322]. In both
cases, this compaction level lies between the theoretical values for globular
[323] and random-coil [324] proteins of similar length ‘N ’ calculated as

Rglob
g = 2.2N0.38 (3.6)

Rcoil
g = 2.02N0.60 (3.7)

The behaviour of the 26-residue NTD is significantly different than that of
the CTD in both the bound and unbound states. While remaining predomi-
nantly disordered when unbound, in-contrast to the CTD, the NTD adopts a
collapsed conformation whose compaction is close to the value predicted for
globular proteins of similar length (Figure 3.11C). Upon nucleosomal binding,
the domain shows a slight decrease in compaction but a significant increase
in α-helical content. Crucially, this disorder-to-order transition of the NTD is
regardless of the force field considered (Figure 3.11B) and occurs within the

11AKPKRAKASK20 segment of the NTD where basic residues are concentrated
(Figure 3.10).

In addition to understanding the domains’ roles in DNA compaction, their
contrasting behaviours when isolated offers a molecular explanation for their
experimentally observed contrasting roles in mediating H1-nucleosome inter-
actions [251, 253]. Extended states of the CTD when isolated might allow it to
initiate the process of nucleosome recognition through long-range electrostatic
interactions [251] while the collapsed conformations of the NTD might preclude
this [253].

3.4.3 Breaking the Nucleosome Symmetry

The three H1 domains have divergent structural characteristics when within
the nucleosome and have distinct interaction patterns with the two entering



3.4 Results 62

and exiting linker DNA strands (Figure 3.8). The interactions while aiding
in compacting the L1 and α3 linkers, are asymmetric between the two DNA
strands. The impact of these asymmetric interactions on the DNA strands
were thus analyzed next. For this, the nucleosome was first projected onto the
nucleosomal plane and the orientations of the strands were then compared
(Figure 3.12). At first glance, the two DNA arms are curved, approach close to
each other and criss-cross the nucleosomal dyad axis.

Figure 3.12 (A) Two dimensional projections of the nucleosome onto the nucleosome
and dyad planes using every 100th frame of the unbiased ensemble. (B) Two dimen-
sional projections of the nucleosome onto the nucleosome and dyad axes together with
the positioning of the three H1 domains. The L1 and α3 linkers are shown as purple
and red scatter plots respectively. The H1 CTD, NTD and GD domains are shown in
cyan, yellow and grey respectively.

The criss-crossing of the DNA arms are however asymmetric with a higher
degree of bending exhibited by the α3 versus the L1 linker strand. In-turn, this
results in the DNA criss-crossing point occurring unevenly at bp 19 of the α3
linker in-contrast to bp 9 of the L1 linker (Figure 3.13). Crucially, this asym-
metric crossing point correlates with the asymmetric CTD-DNA interactions
(Figure 3.9) where the closest inter-strand point correlates with the β-segment’s
positioning. Figure 3.13 further validates the role of the disordered terminal
domains in inducing the asymmetric nucleosome where control unbiased MD
simulations of 211-bp nucleosomes with only the H1.0 GD show DNA linkers
that approach each other symmetrically.
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Figure 3.13 Inter-base pair distances between the two linker arms showing the forma-
tion of a symmetric (globular) or asymmetric (full H1.0) topology of linker DNA arms
in simulations. The 1:1 bp indices for the two linker arms are shown as a white dotted
line.

To quantify this asymmetric curvature of DNA strands, the procedure of
Pasi et al. [325] was used to calculate the strands’ dimensionless helical axis
curvature. For this, Curves+ [326] was first used to fit the curvilinear helical
axis of the DNA strand as a set of point Ui centred at each base pair i for each
trajectory frame. For each base pair i, two local circles are then fitted across
the points {Ui−1, Ui, Ui+1} and {Ui, Ui+1, Ui+2}. The radii of these two circles are
then calculated as ri and ri+1 respectively. The curvature of base pair step Ci

was then calculated as

Ci = 40 ·

√(
1

ri
× 1

ri+1

)
(3.8)

where the scaling factor of 40 normalizes the value to ensure the curvature
of the 1KX5 [16] nucleosomal DNA is calculated as 1. Regardless of the force
field, the α3 linker is significantly more curved than the L1 linker and in-fact as
curved as DNA wrapped around the nucleosomal core (Table 3.4).



3.4 Results 64

Table 3.4 Curvature of the α3 and L1 linker DNA arms for different force field systems
calculated using the procedure of Pasi et al. [325].

System α3 curvature L1 curvature

ff99SB-ildn 1.13 0.78
ff03WS 1.13 0.86

Charmm36M 1.21 0.81
GD ff99SB-ildn 0.74 0.73

The breaking of the two-fold nucleosomal symmetry while seemingly neg-
ligible on the nucleosomal scale, can have a significant impact on chromatin
structure at the nanoscale [231]. Specifically, the two nucleosomal arrangements
proposed thus far – the zigzag and solenoidal models vary particularly in the
interaction patterns of the cores (Figure 1.4). However, varying the relative
orientations of the entering/exiting linker DNA strands would affect the po-
sitioning of adjacent nucleosomes and in-turn the formation of higher-order
chromatin structures [284, 327].

3.4.4 CTD Phosphorylation within the Nucleosome

The Molecular Dynamics simulations demonstrate that electrostatic contacts
dominate the interactions of the three H1 domains with DNA. Phosphorylation
is a physiologically relevant post-translational modification capable of shifting
the interaction free-energy of the histone-DNA interface by adding both steric
bulk and negative charge [79, 80]. The simulations were thus next used to
analyze the impact of this PTM on the CTD’s structure and DNA compaction.

When unbound, the degree of the CTD’s compaction increases monotoni-
cally as the degree of phosphorylation increases (Figure 3.14A) – a trend readily
explained by the increasing number of favourable intra-protein contacts be-
tween the lysines and phosphorylated residues. Surprisingly, this monotonic
effect of phosphorylation on the CTD is not retained when within the nucle-
osome. While the nucleosome-bound hyperphosphorylated CTD exhibits a
similar distribution of Rg and REE as the WT, the nucleosome-bound partially
phosphorylated CTD appears significantly decondensed (Figure 3.14B). The
cyclical effect of phosphorylation levels on CTD compaction can plausibly be
attributed to the asymmetric impact of the introduced negative charges. In the
partially phosphorylated state, the basic lysine residues fluctuatingly interact
with the phosphorylated serines and the DNA backbone to enhance the dy-
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namic nature of CTD-DNA binding/unbinding events. However, in the fully
phosphorylated state, the lysine-phosphorylated residue interactions dominate
and thereby allow the reverting of the CTD to a condensed state similar to that
of the WT.

Figure 3.14 (A) Radius of gyration (Top) and End-to-End distance (Bottom) of the H1.0
CTD from REST2 simulations of the IDR when isolated in solution. (B) Radius of
gyration (Top) and End-to-End distance (Bottom) of the H1.0 CTD from BE-Metad
simulations of the IDR when within the reduced nucleosome. The boxes extend from
the lower to upper quartile values and whiskers span from the 5th to the 95th percentile.

Crucially, this cyclical trend observed in CTD compaction is in-congruous
with the impact of the phosphorylation states on chromatin compaction both
in vivo [274–276] and in vitro [279, 280]. To validate if this difference in CTD
compaction allows variation in the domain’s capability to ‘bridge’ DNA, the
mean minimum distance between the two linker strand in the three systems
were compared (Table 3.5). The compact nature of CTD in WT and Fully phos-
phorylated states allows the domain to occupy the interstitial space between
the linkers and thereby ‘bridge’ the strands. In-contrast, the partially phospho-
rylated CTD in an extended conformation preferentially interacts with the L1
linker strand (Figure 3.15) and thus inadequately shields the electrostatic repul-
sion between the linker strands. Thus, the introduction of 5 phosphorylated
residues nearly doubles the mean inter-strand distance from 4.96 Å to 9.83 Å.
Cyclically, the introduction of more PTMs in the fully phosphorylated state,
reverts the inter-strand to 5.84 Å – nearly the same as that of the WT.
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Table 3.5 Mean minimum distance between the two linker DNA strands in the re-
duced nucleosome systems with varying phosphorylation states. For the BE-Metad
simulations, the values are calculated from the unbiased ensemble.

System Inter-Strand Distance (Å )

Reduced Nucleosome + WT LH 4.96 ± 2.15
Reduced Nucleosome + Partial. Phosph. LH 9.83 ± 3.94

Reduced Nucleosome + Full Phosph. LH 5.84 ± 2.58
Reduced Nucleosome (No LH) 15.35 ± 2.35

Figure 3.15 (A) Per-base pair interactions of the L1 (Top) and α3 (Bottom) linker DNA
strands with the CTD at varying phosphorylation states. (B) Representative confor-
mations of the CTD at varying phosphorylation states within the reduced nucleosome
system. The α3 and L1 linkers are in red and purple colour respectively. The LH is in
cyan.
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3.5 Conclusion and Further Work

In this chapter, enhanced-sampling Molecular Dynamics simulations are used
to characterize at atomistic resolution, the H1 linker histone protein when
bound to the nucleosome. The modelling reveals that the protein’s CTD re-
mains flexible and highly disordered when bound to a nucleosome. These
results offer evidence towards answering a long-standing open question of the
domain’s conformations within chromatin and are crucially consistent with
recent breakthrough experiments demonstrating the CTD’s ‘fuzzy’ nature when
bound to free DNA [123] or anionic proteins [125].

Despite this disordered nature, the domain adopts a compact conformation
that allows its residence between the nucleosome’s linker arms. The fluctuating
simultaneous interactions with both linker DNA permits the domain to bring
the arms into spatial proximity albeit in an asymmetric manner. The entering
and exiting DNA strands curve and criss-cross the dyad axis unevenly to lead
to a loss of two-fold nucleosomal symmetry. The results are crucially consistent
with Cryo-EM predictions [231] that hypothesized this loss of symmetry to
affect positioning of adjacent nucleosomes and thereby even the structure of
chromatin [322].

The predominance of electrostatic interactions in inducing these conforma-
tions of the positively charged CTD imply that the domain’s compaction and
flexibility can be readily affected by the introduction of post-translational modi-
fications. Specifically, a PTM like phosphorylation that introduces both steric
bulk and anionic charge can have a significant impact on conformations. Partial
phosphorylation of the CTD resulted in extended conformations of the domain
and thereby a reduced compaction of the linker arms. However, complete
phosphorylation of the Ser/Thr residues surprisingly reversed the compaction
of both the CTD and the linker arms. Crucially, this cyclical impact of phospho-
rylation observed in simulation is congruous to the PTM’s role within the cell
cycle [276].

The results of the atomistic simulations within this chapter while interesting
themselves, offer an avenue to better predict oligonucleosome conformations at
the nanoscale. With atomistic simulations of systems larger than a couple of
nucleosomes inexpedient [328], a slew of mesoscale models have attempted to
study the impact of many factors like DNA linker length [35], core histone tail
PTMs [15], presence/absence of H1 [329, 330] and asymmetrical H1 binding
[284] on systems upto 100 nucleosomes large. The atomistic simulation results
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are readily mappable to the coarse-grained LH parameters within these models
to allow their impact on nanoscale chromatin to be more accurately modelled.
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4.1 Introduction

The enhanced-sampling simulations discussed in Chapter 3 discern the struc-
ture and interactions of the three hH1.0 domains together with their roles in
modulating the structure of nucleosomal DNA. The tripartite structure of the
linker histone and its interactions are dramatically different than those of the
core histones within the octamer (Section 1.1) and has even lead to the postula-
tion that the two core- and linker-histone proteins have divergent evolutionary
backgrounds [331–333]. The divergence between the core and linker histones
is further accentuated by the multiplicity of subtype variants expressed in
different eukaryotes and even within the same organism [244].

4.1.1 Subtypes

The four core histones while existing in variant forms [334], are limited in com-
parison to H1 where up to 11 distinct subtypes have been identified in humans
[335–337]. Although the specific roles of the linker histone subtypes and the
evolutionary basis for this multiplicity have not been completely understood
[338, 285], the isoforms are expressed in a cell-cycle and tissue-dependant man-
ner [233, 234, 244]. Table 4.1 summarizes the mammalian H1 subtypes of which
7 are somatic, 3 are sperm-specific and 1 is oocyte-specific.

Table 4.1 The 11 H1 subtypes, their characteristics and expression patterns. The nomen-
clature of isoforms follows the proposal of Talbert et al. [337] and the information
compiled from Happel et al. [244] and the Uniprot Database [292].

H1 Subtype Old Name Length (residues) Expression

H1.0 H10, H5 193 Somatic (Differentiated)
H1.1 H1a 214 Somatic
H1.2 H1c 212 Somatic
H1.3 H1d 220 Somatic
H1.4 H1e 218 Somatic
H1.5 H1b 225 Somatic
H1.6 H1t 206 Sperm
H1.7 H1T2 233 Sperm
H1.8 H1oo 345 Oocyte
H1.9 H1LS1 230 Sperm

H1.10 H1x 212 Somatic
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The five H1.1-H1.5 subtypes are generally considered as replication depen-
dant isoforms and are primarily expressed during the S phase of somatic cells.
The sequences of the five isoforms are highly conserved within the globular
domain with a homogeneity of upto 99% [339]. Despite this similarity, the
subtypes regulate the expression of different subsets of genes [340] and inter-
act differently with chromatin modulators like transcription factors [341] and
heterochromatin proteins [342].

The H1.0 is the shortest linker histone subtype and displays a significant
sequence divergence of up to 55% from the H1.1-H1.5 subtypes (Figure 4.1)
[244, 339]. This differentiation of H1.0 is exemplified by its encoding gene
being located in chromosome 22 unlike chromosome 6 for the core and other
somatic linker histones [243]. The subtype is however significantly conserved
across species. The distinctive H1.0 behaviour and its eukaryotic ubiquity
have together allowed it to be the best studied LH subtype [343]. In fact, the
only two LH-bound nucleosomal structures resolved thus far have both been
with orthologs of H1.0 [9, 231]. The H1.0 isoform is predominantly found
in tissues with low levels of cell proliferation [344, 345] and its expression
in actively dividing tissues is kept at comparatively lower levels [346]. This
localization has prompted several postulations of H1.0 being the most gene-
repressive subtype [347] and thus its knockout having no effects on embryonic
development [348].

The H1.10 (H1x) linker histone is the least characterized among the somatic
subtypes and displays the greatest sequence dissimilarity to the ubiquitously
expressed H1.1-H1.5 subtypes (Figure 4.1) [244]. Similar to the H1.0’s distinctive
genomic background, H1x is located on chromosome 3 and away from other
somatic subtypes [349]. While the genomic significance of H1x has yet to be
identified, experiments [350, 351] have postulated an alternative role for this
subtype in organizing the alignment and segregation of chromatin during
mitosis. This mitosis specific role of H1x has linked its localization to tumour
cells [352] and genomic segments with cancer-related methylated patterns [353].
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Figure 4.1 Sequence alignment of somatic human H1 subtypes H1.0-H1.5 and H1x
(H1.10). The breakup of the sequence into amino, globular and carboxyl domains is
shown by vertical lines. The basic Arg/Lys residues are shown in blue, acidic Glu/Asp
residues in red and the non-polar residues in green. The Pro, Gly and Ala residues
are shown in grey, yellow and cyan respectively. Image modified from Di Liegro et al.
[243].

In an attempt to determine the structural mechanisms of the multi-faceted
roles of H1 subtypes in cell function, several studies have attempted to deter-
mine the binding affinity and chromatin compaction capabilities of the isoforms
[354]. However, the studies have insofar provided incomplete and contradic-
tory results dependant on experimental methods and cell types. Talasz et al.
[355] classified the in vitro mononucleosome binding affinity of mammalian
subtypes as low (H1.5), intermediate (H1.1) and high (H1.2, H1.3, H1.4). How-
ever, these results differ from the cell-based FRAP results of Th’ng et al. [356]
which classified the binding affinities as low (H1.1, H1.2), intermediate (H1.0,
H1.3) and high (H1.4, H1.5). Table 4.2 summarizes the hitherto reported relative
binding affinities of the somatic subtypes and their respective experimental
methods.
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Table 4.2 Summary of the hitherto reported nucleosomal binding affinities of the so-
matic linker histone subtypes. Some experiments only compared two specific subtypes
and thus have no ‘intermediate’ ranking.

ID Low Intermediate High Exp. Method Reference

1 H1.5 H1.1 H1.2,H1.3,H1.4 In vitro Gel Assay Talasz et al. [355]
2 H1.1,H1.10 H1.0,H1.2,H1.3 H1.4,H1.5 In vitro Gel Assay Clausell et al. [354]
3 H1.1 H1.2,H1.5 H1.0,H1.3,H1.4 In vitro Gel Assay Orrego et al. [357]
4 H1.1,H1.2 H1.3,H1.4,H1.5 H1.0 FRAP Flanagan et al. [253]
5 H1.1,H1.2 H1.0,H1.3 H1.4,H1.5 FRAP Th’ng et al. [356]
6 H1.10 - H1.0 FRAP Okuwaki et al. [256]
7 H1.2 - H1.0 FRAP George et al. [339]
8 H1.2 - H1.0 FRAP Vyas and Brown [255]
9 H1.10 - H1.2 FRAP Takata et al. [351]

4.1.2 Amino Terminal Domain

The six primary somatic H1.0-H1.5 subtypes are significantly conserved within
the structured globular domain (Figure 4.1) [339, 358]. The differential be-
haviour of the subtypes are thus hypothesized to stem from the heterogeneity
within the unstructured terminal domains that vary in both length and se-
quence [255]. However, a slew of experiments that attempted to validate this
hypothesis of the IDR’s roles through the use of domain swap mutants achieved
contrasting results. Vyas and Brown [255] observed that a swap of the NTD
between the mH1.0 and mH1.2 resulted in a swap of their nucleosomal affinities
while a similar swap of their CTDs had no effect. Contrarily, a swap of the H1.1
and H1.5 CTDs resulted in a swap of their binding characteristics while a NTD
swap had no effect [253, 356].

The Carboxyl-terminal domain of the H1 subtypes are up to 100 residues
long and homogeneously positively charged throughout. In-contrast, the H1
NTD sequences are both significantly shorter and heterogeneous with two
distinct subregions [359]. The distal subregion located away from the globular
domain is enriched in Ala, Pro and other non-aromatic hydrophobic residues.
In contrast, the basic Arg/Lys residues crucial for electrostatic DNA interactions
are concentrated within the subregion adjacent to the globular domain [359].
Figure 4.2 illustrates this subdivision into ‘hydrophobic’ and ‘basic’ subregions
within the NTDs of the three hitherto best characterized H1.0, H1.1 and H1.2
subtypes.



4.2 Aims and Summary 74

Figure 4.2 Sequence comparison of the hH1.0, hH1.1 and hH1.2 linker histone NTDs
illustrating their hydrophobic and basic subregions.

The NTD basic subregions of the three linker histone subtypes possess two
important trends that correlate with the subtypes’ nucleosomal affinities. De-
spite variance across experimental methods, most studies have classified the
H1.0 somatic subtype as possessing the highest nucleosome binding affinity,
followed by H1.2 and finally H1.1. This affinity trend of the three subtypes
is consistent with the H1.0 subtype overexpression being associated with qui-
escent chromatin/repressed gene expression [360], and the H1.1 and H1.2
subtypes localizing in transcriptionally active euchromatic regions [356]. In a
trend correlated to affinity, the H1.0 basic subregion possess the shortest length
and highest concentration of positive residues; while the H1.1 basic subregion
is both longest and has the lowest positive charge concentration (Table 4.3).

Table 4.3 Characteristic differences in the sequences of the NTD basic subregion of the
H1.0, H1.1 and H1.2 subtypes. The basic subregion was considered as the segment
between the first and last R/K residues within the NTD.

Subtype Length No. of Arg/Lys No. of Pro/Gly

H1.0 10 6 (60.0%) 1
H1.1 21 9 (42.8%) 3
H1.2 18 8 (44.4%) 4

4.2 Aims and Summary

The Linker Histones are the most divergent among the histone family of proteins. How-
ever, the specific roles of the subtypes and their individual mechanisms of functioning
remain an open question. In this Chapter, I use a combination of enhanced sampling
atomistic Molecular Dynamics simulations to – 1) analyze the amino-terminal domain’s
functional mechanism when bound to the nucleosome and 2) develop a hypothesis for
the domain’s role in differentiating the functioning of the H1 subtypes.
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4.3 Methods

4.3.1 System and Simulation Setup

The sequences of the hH1 subtypes were obtained from the Uniprot database
[292] for three isoforms – H1.0, H1.1 and H1.2. The NTD domains of the three
subtypes were built in an extended conformation using Avogadro [296] without
capping of the terminal residues. The linear configurations were condensed
using an initial 5 ns simulation in GBSA implicit solvent [294, 295] and then
used as the initial configuration for the simulations.

The simulations were performed using Gromacs 2016 [182] patched with
Plumed 2.3.0 [297, 298] in explicit solvent and 0.15 M Na/Cl. The simulations
used a combination of two IDP specific force fields: Charmm36M [168] and
Amber99SB-ildn [166] with Helix-Coil transition specific corrections to the back-
bone dihedrals [361] and charge [362] (ff99sb*-ildn-q). The parameters of Aqvist
[363] and Dang [364] were used to model ions within the Amber force field
and those of Beglov and Roux [365–367] were used within the Charmm force
field. The DNA strands were built 20-bp long in B-DNA form using the Nucleic
Acids Builder module of Amber 16 [368] and modelled using the Charmm36
DNA [369] or parmbsc0 [370] parameters. The van der Waals interactions were
cut-off at 10 Å and electrostatic interactions were calculated using the PME
method [186, 187] with a real space cut-off of 10 Å and a reciprocal grid of spac-
ing 1.4 Å. Before production runs, the systems were energy minimized using
the steepest descent algorithm and equilibrated for 1 ns each in the NVT and
NPT ensembles. The temperatures were maintained using the Bussi thermostat
[190] and pressure was maintained at 1 bar using the Parrinello-Rahman [299]
barostat. The force fields used for each simulation together with their lengths
and number of replicas are described in Table 4.4.

4.3.2 Temperature Replica-Exchange Simulations

Temperature Replica-Exchange Simulations (T-REMD) simulations were per-
formed starting from NTD configurations obtained through implicit solvent
equilibration. The distribution of temperatures were estimated using the predic-
tor of Patriksson and Van-der-Spoel [303] and an acceptance probability of 20%.
This resulted in 56, 96 and 72 replicas for the H1.0, H1.1 and H1.2 subtypes
respectively. The simulations were performed for 250 ns in each replica and ex-
changes between the replicas were attempted every 10 ps. The initial 50 ns were
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discarded for equilibration and the coordinates from the lowest temperature
(300 K) replica were considered for analysis.

4.3.3 PTMetaD-WTE Simulations

Parallel-Tempered Metadynamics in the Well-Tempered Ensemble (PTMetaD-
WTE) simulations were performed for two Lysine charge states of the basic-
subregion configurations obtained from implicit solvent equilibration. The
eight simulation temperatures were geometrically distributed as

Ti = Tmin

(
Tmax

Tmin

)(i−1)/(N−1)

(4.1)

where Tmin and Tmax are 300 and 450 K respectively and N is the number of
replicas – 8. The initial WTE metadynamics run used gaussians of height 2.5
kJ, width 500 kJ, bias factor of 50 and a deposition rate of 0.5 ps. The bias
from this preliminary run was kept fixed in the subsequent production run to
ensure sufficient replica exchanges. The production run used a 2-dimensional
metadynamics potential along the alpha helicity (Sα, Equation 3.1) and radius-
of-gyration (Srg, Equation 3.2) CVs. The metadynamics biasing gaussians were
deposited every 500 trajectory steps (1 ps) and exchanges between the replica
were attempted every 5000 trajectory steps (10 ps). A bias-factor of 8 was
used together with an initial hill height of 1.2 kJ. The gaussian widths σ were
calculated as the half of the standard deviations of the CVs within a short 5 ns
trial unbiased simulation of each system.

4.3.4 Biased Exchange Metadynamics

Biased-Exchange Metadynamics (BE-Metad) simulations were used to verify
the independence of the results to the choice of force field/ion/water parameter
set (Table 4.4) or the choice of collective variables. The H1.0 subtype NTD was
used for these validation simulations and were initiated from the GBSA im-
plicit solvent equilibrated conformation used for the T-REMD simulations. The
BE-Metad simulations utilized four walkers with three biased and 1 unbiased
replicas. The three metadynamic potentials biased the α-helical content (Equa-
tion 3.1), β-sheet content (Equation 3.1) and the Cα atom radius of gyration
(Equation 3.2). The simulations were performed for 200 ns per replica to gener-
ate an accumulated sampling of 800 ns. The simulations used a bias-factor of 8
together with an initial hill height of 1.2 kJ. Biasing gaussians were added every
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500 trajectory steps and exchanges between replicas were attempted every 10
ps.

4.3.5 DNA-Protein Metadynamics

The H1.0 subtype was used to examine the effects of DNA binding on the con-
formational preferences of the NTD. The crystallographic nucleosome structure
of H1.0 in the on-dyad configuration (PDB ID: 5NL0 [231]) was obtained and
Modeller [194] was used to add the NTD basic subregion to this structure in
an extended configuration. The relative orientations of this built IDR and one
of the linker DNA arms (20 bp) was used as the initial configuration (Figure
4.3). A 2-dimensional metadynamics potential was used that biased the number
Lysine sidechain/Phosphate backbone interactions (Scont, Equation 3.3) and the
IDP’s α-helicity (Sα, Equation 3.1). The biasing potentials were deposited every
10 ps and the simulation was run for 600 ns. To assist convergence and preclude
the sampling of irrelevant states, the lowest terminal base pair (bp 20) and the
backbone of the IDP’s carboxy-terminal residue were both restrained using a
force constant of 750 kJ mol-1 nm-2.

Figure 4.3 Constructing the initial configuration for metadynamics simulations. Left:
The NTD basic subregion (green) was built in an extended random coil configuration
onto the on-dyad H1 globular domain (PDB ID: 5NL0 [231]). Right: A 20-bp linker
arm and the constructed NTD subregion were then together considered the initial
configuration.

4.3.6 Docking and PMF Calculations

Docking was performed using the HADDOCK 2.2 webserver [229, 230] to
determine the orientation of the conformations obtained from PTMetaD-WTE
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simulations when bound to DNA. The B-DNA for docking was built as a 20-bp
long strand using the Nucleic Acids Builder module of Amber16 [368]. To allow
for all possible orientations of the IDP within the DNA, the central 11-bp (one-
turn) were considered the ‘active’ residues for docking. The His residues were
considered neutral for docking and no segment within the IDP was considered
flexible.

The Potential of Mean Force (PMF) calculations were initiated from the
docking configurations and used a protocol similar to that of Wieczor and Czub
[371]. The helical axis of the DNA strand was aligned along the z-axis and the
radial distance between the central DNA bp and the Helix Cα atoms along
the XY-plane was used as the CV. Initial frames for the umbrella windows
were generated from the docked configuration by increasing this CV using 20
windows of 0.1 nm (Figure 4.4). Each window was then simulated for 100 ns
using an umbrella biasing potential of 750 kJ mol-1 nm-2 along the CV. To assist
convergence, the diffusion of the DNA strands were reduced [372, 373] using
positional restraints of 500 kJ mol-1 nm-2 on the two terminal bp at each end (bp
1,2,19,20). The initial 25 ns of the umbrella sampling trajectories were discarded
and the rest of the trajectory was used for analysis. PMF profiles were generated
using the Weighted Histogram analysis method as implemented in the g_wham
[207] module of Gromacs [182].

Figure 4.4 Illustration of the Umbrella Sampling windows for the DNA-H1 NTD basic
subregion PMF calculations. The protein within each of the 20 windows is shown
together with the DNA position.
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4.3.7 List of Simulations

The simulations performed in this chapter are listed in Table 4.4 below.

Table 4.4 List of atomistic simulations performed to investigate the functioning of H1
amino-terminal domain.

System Lysine State Force Field Time Simulation

H1.0 Entire NTD Charged ff99sb*-ildn-q 56 × 250 ns T-REMD
H1.1 Entire NTD Charged ff99sb*-ildn-q 96 × 250 ns T-REMD
H1.2 Entire NTD Charged ff99sb*-ildn-q 72 × 250 ns T-REMD
H1.0 Entire NTD Charged Charmm36M 56 × 250 ns T-REMD
H1.1 Entire NTD Charged Charmm36M 96 × 250 ns T-REMD
H1.2 Entire NTD Charged Charmm36M 72 × 250 ns T-REMD

H1.0 Basic Region Charged ff99sb*-ildn-q 8 × 400 ns PTMetaD-WTE
H1.1 Basic Region Charged ff99sb*-ildn-q 8 × 400 ns PTMetaD-WTE
H1.2 Basic Region Charged ff99sb*-ildn-q 8 × 400 ns PTMetaD-WTE
H1.0 Basic Region Neutral ff99sb*-ildn-q 8 × 400 ns PTMetaD-WTE
H1.1 Basic Region Neutral ff99sb*-ildn-q 8 × 400 ns PTMetaD-WTE
H1.2 Basic Region Neutral ff99sb*-ildn-q 8 × 400 ns PTMetaD-WTE
H1.0 Entire NTD Neutral ff99sb*-ildn-q 8 × 400 ns PTMetaD-WTE
H1.0 Entire NTD Neutral ff03ws 4 × 200 ns BE-Metad
H1.0 Entire NTD Neutral ff99sb*-ildn-q 4 × 200 ns BE-Metad

H1.0 Basic Region + ds-DNA Charged Charmm36M/Charmm36 DNA 600 ns Metadynamics
Docked H1.0 + ds-DNA Charged Charmm36M/Charmm36 DNA 400 ns Unbiased MD
Docked H1.0 + ds-DNA Charged ff99sb*-ildn-q/parmbsc0 400 ns Unbiased MD
Docked H1.1 + ds-DNA Charged Charmm36M/Charmm36 DNA 400 ns Unbiased MD
Docked H1.1 + ds-DNA Charged ff99sb*-ildn-q/parmbsc0 400 ns Unbiased MD
Docked H1.2 + ds-DNA Charged Charmm36M/Charmm36 DNA 400 ns Unbiased MD
Docked H1.2 + ds-DNA Charged ff99sb*-ildn-q/parmbsc0 400 ns Unbiased MD
Docked H1.0 + ds-DNA Charged Charmm36M/Charmm36 DNA 20 × 100 ns Umbrella Sampling
Docked H1.0 + ds-DNA Charged ff14SB/parmbsc1/cufix 20 × 100 ns Umbrella Sampling
Docked H1.2 + ds-DNA Charged Charmm36M/Charmm36 DNA 20 × 100 ns Umbrella Sampling

4.4 Results

4.4.1 Amino Terminal Domains in Isolation

The structural ensemble of the hH1.0 NTD when in solution is predominantly
disordered with limited secondary structural content (Figure 3.11B). The NTDs
of the hH1.1 and hH1.2 vary significantly from hH1.0 in sequence, length and
charge concentration (Table 4.3). T-REMD simulations were first used to ana-
lyze if these sequence differences are sufficient to induce different structural
behaviours, such as, flickering secondary structural elements [15] or stable
secondary structural folds [374]. Temperature replicas ranging from 300 to 450
K were considered and secondary structures were assigned using the DSSP
algorithm [321] implemented within the MDTraj [375] Python library.
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For all three subtypes, the H1 NTDs when isolated in solution, emerge as
a highly unstructured domain displaying only transient secondary structural
elements. Irrespective of the force field used (Amberff99sb*-ildn-q [166, 361,
362]/Charmm36M [168]) the conformational ensembles include only a small
fraction (<15%) of residues with α-helical or β-strand structural elements.

Figure 4.5 (A) Ensemble averages of the fraction of secondary structures in each of the
three NTDs. (B) Illustrations of the highest populated clusters of the three NTDs. The
final residue of the NTDs (point to attachment to the globular domain) is shown as a
back sphere.

To validate the predominance of random coil conformations within the
structural ensemble, the Cα atoms of the NTDs were clustered using the single-
linkage method [304] and a distance cut-off of 2 Å. The clusters illustrate the
structural heterogeneity resulting from the predominance of random-coil con-
figurations with the highest populated cluster encompassing merely ∼7% of the
trajectory frames (Figure 4.5B). To further explore the functional implications of
this structural heterogeneity of the NTDs, their size distributions were calcu-
lated and compared to the mean radius of gyration (Rg) of globular (Equation
3.6) and random-coil proteins (Equation 3.7). Despite the structural hetero-
geneity evidenced by the wide distributions of Rg, most of the conformations
adopted by the NTD are compact with Rg values closer to that predicted for a
globular protein of similar length (Figure 4.6).
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Figure 4.6 Distributions of the radius of gyration (Rg) of the NTD Cα atoms from
T-REMD simulations using the ff99sb*-ildn-q force field. The theoretically predicted
regressions for the random-coil and globular protein are shown in blue and red respec-
tively.

The consistent behaviour of all the NTD subtypes is in-contrast to that ob-
served from REST2 simulations of the H1.0 CTD (Figure 3.11C) where the IDR
preferentially adopts extended conformations. This difference in compaction
between the two unstructured domains might plausibly be attributable to the
uneven distribution of charge density within them. The 97-residue H1.0 CTD is
uniformly positively charged, while the NTD is split into ‘hydrophobic’ and
‘basic’ subregions (Figure 4.2). To test this hypothesis, the Rg of the NTDs’ two
subregions were recalculated and compared to theoretical values (Figure 4.7).
The basic subregion with higher charge density adopts extended conformations
and the hydrophobic subregion predominantly adopts collapsed conformations
that contribute to the comparatively compact overall NTD Rg observed in Fig-
ure 4.6. The results offer a probable molecular role for the unique distribution
of charged/uncharged residues within the NTD. Extended states of the CTD
(Figure 3.11C) might allow it to initiate the process of nucleosome recognition
through long-range electrostatics. In-contrast, the NTD’s hydrophobic subdo-
main directs the IDR to adopt a collapsed conformation that could preclude the
basic charges within it from doing so [251, 253].



4.4 Results 82

Figure 4.7 Distributions of the radius of gyration (Rg) of the H1 NTD hydrophobic
(Top) and basic (Bottom) subregions. The theoretically predicted regressions for the
random-coil and globular protein are shown in blue and red respectively.

4.4.2 Amphiphilic Helicity of the H1 NTD

The disordered nature of the H1 NTDs in solution is in stark contrast to the
behaviour of the H1.0 NTD observed when bound to the nucleosome (Section
3.4.2). In the simulations discussed in Chapter 3, secondary structural biasing
potentials within the BE-Metad simulations of the 211-bp nucleosome were
only applied to the CTD. However, despite this, the basic subregion of the
NTD condensed into a structure with significant helical propensity. PTMetaD-
WTE simulations were thus used to study this structural transformation of
basic subregions upon their binding to DNA. However, characterizing an IDR’s
folding pathway upon DNA binding is computationally inexpedient and can
necessitate upto 50 µs of sampling [376]. The binding of the H1 NTD basic
subregions to DNA, transforms its structural behaviour due to the screening
of the electrostatic repulsion among its numerous positively charged residues
enabled by the interactions with the phosphate backbone [320, 377, 378]. The
PTMetaD-WTE simulations of the three subtypes’ basic subregions were thus
performed in two conditions – 1) with standard charged Lys (WT) and 2) with
neutralized Lys sidechains as an approximation to the NTD’s neutralization by
DNA.
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Figure 4.8 Inducible amphipathic helicities of the H1 NTDs. (A) The one-dimensional
free energies along the Sα CV for the WT NTDs (black) and with neutralized Lys
sidechains (red). Representative conformations illustrate the free energy minima
with the α-helical motifs in red. (B) The reweighted per-residue helical content from
PTMetaD-WE simulations of the WT NTDs (black) and with neutralized Lys sidechains
(red). (C) Top-down illustrations of the induced NTD conformations from simulations
with the neutralized Lys sidechains. The α-helical motifs are shown in red and specific
residues within the positive ‘face’ are illustrated. (D) Helical wheel projections of
the basic subregions of the three H1 NTDs. Basic Arg/Lys residues are in green and
the helix-breaking Pro/Gly residues are in red. The ‘basic’ face of each subtype is
illustrated with a green curve.
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For the WT NTD, independent of the subtype, the free-energy profile along
the Sα CV shows a single minimum at a low helical value of ∼ 0.1 (Figure 4.8A).
This profile is in agreement with the predominantly unstructured ensembles
observed in the T-REMD simulations of the N-terminal domains (Figure 4.5A).
Upon charge neutralization, all three variants preserve the global minimum at
Sα values of ∼0.1, signalling favourable unstructured conformations in all cases.
However, interestingly, the neutralized NTDs of the H1.0 and H1.2 subtypes
exhibited a second low energy minima at a higher value of Sα, corresponding
to conformations with helical secondary structural content. To validate the
secondary minima and to disregard the existence of other unaccounted minima,
the complete two-dimensional free energy surface along the two metadynamics
CVs were plotted and compared between the two Lysine charge states (Figure
4.9).

Figure 4.9 Free Energy surfaces calculated from the 300 K replica of the NTD basic
subregions along two CVs Sα and Srg. The energy basins ‘induced’ upon Lysine
sidechain charge neutralization are highlighted with a box.
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The minimum of the H1.0 NTD at large Sα values (Sα=4.4) is nearly as
stable as that of the unstructured conformation (∆E = 3.6 kJ/mol). The he-
lical propensity of the neutralized H1.0 NTD estimated using the WHAM
reweighted probability distributions shows that this is a single seven residue-
long helix spanning the region 16AKASKKS22 (Figure 4.8B). Further inspection
of this motif shows that its formation would concentrate the positively charged
residues K14, K17, K20 and K21 on the same ‘face’ of the helix to create a
charged face that should favour interactions with DNA. In fact, helical wheel
projections down the axis of an ideal helix (3.6 residues per turn, 100° between
residues) reveals that the sequence of the H1.0 NTD is ideal for clustering
charges along one face (Figure 4.8D) – a common motif within many proteins
that undergo a disordered-to-ordered transition upon binding to oppositely
charged counterparts [374, 379, 380].

Although the H1.2 NTD with uncharged Lysine sidechains also exhibits a
second minimum corresponding to a partial helical conformation, this occurs at
a much lower Sα value of 1.3 and with a higher free energy in-comparison to the
unstructured conformation (∆E = 5.8 kJ/mol). In line with the lower Sα value,
the per-residue helicity for this subtype shows two short and more transient
helical motifs involving residues 19PVKKKA24 and 33RKAS36 (Figure 4.8B). An
inspection of the H1.2 NTD sequence explains the IDR’s incapability to form
a single long helix: each of the two short helices start with a ‘helix-initiating’
Proline residue and are separated by a helix-breaking double Gly (G29/G30)
motif [381]. In fact, Vila et al. [318] observed a similar helix-Gly-Gly-helix motif
within the mH1.4 NTD (>95% sequence similarity to hH1.2) when within the
helix-stabilizing solvent TriFlouro-Ethanol (TFE). Despite helicity in the H1.2
NTD case being shorter-lived than in the H1.0 subtype, the transient partial
folding would still enable a greater concentration of positive charges along a
‘face’ for DNA interactions than when in a random coil conformation.

In contrast to the two other H1 NTDs, the H1.1 subtype exhibits a one-
dimensional free-energy surface along Sα that is invariant with the Lysine
charge states. The per-residue helicity plot (Figure 4.8B) confirms this with only
two small uncharged segments with a propensity of <10%.

The differences in the observed folding propensities for the three subtypes
correlate with the fraction of positively charged residues and the lack of helix-
breaking residues each system possesses (Table 4.3). The H1.0 NTD with the
highest folding propensity has the highest concentration of positive residues
and only one ‘helix-destabilizing’ Pro/Gly residue [382]. Vice-versa, the H1.1
NTD subtype that exhibits the weakest folding propensity has the lowest pos-
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itive charge concentration and is interspersed with four helix-destabilizing
residues [382]. The helical-wheel analysis of Figure 4.8D further illustrates
this trend with the H1.0 and H1.2 subtypes that display helical propensity
also exhibiting significant built-in amphiphilicity in contrast to H1.1. Crucially,
these trends in folding propensity and charge concentration also significantly
correlate with the experimentally observed binding affinities of the subtypes
(Table 4.2).

4.4.3 Disorder-to-Order transition

The PTMetaD-WTE simulations predicts a subtype-dependant propensity for
the amino-terminal domains to condense into conformations with helical sec-
ondary structural content. The conformational ensemble of disordered proteins
are however extremely sensitive to the choice of force field, water model and
ion parameters [383, 169]. BE-Metad simulations of the H1.0 NTD were thus
performed to validate the helical condensation of the IDR observed with neu-
tralized Lysine charge states. The simulations used two distinct combinations
of force field, ion and water parameters – 1) ff03WS protein [167], TIP4P-2005
water [177], Aqvist & Dang ions [363, 364], 2) ff99sb*-ildn-q [166, 361, 362],
TIP3P water, Joung & Cheatham ions [384].

Figure 4.10 The per-residue helical propensity of the H1.0 NTD from BE-Metad (with
neutral Lys) of the whole NTD using varying force field parameters. The per-residue
helicity from the PTMetaD-WTE simulations of the whole length NTD (black) and
basic-subregion (cyan) are plotted for comparison.

Regardless of the choice of parameter set, the H1.0 NTD displays significant
helical secondary structural content (Figure 4.10). However, the span and
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extent of this helicity varied with the system and force field. The inclusion of
the entire NTD in-contrast to only the basic subregion within the PTMetaD-
WTE simulations, slightly shifted the span of the helix away from the point
of attachment to the globular domain. Most crucially however, the four K14,
K17, K20 and K21 residues that form the positive ‘face’ (Figure 4.8C) are helical
within all force field combinations.

The metadynamics simulations thus far predict the helical propensities of the
NTD when the reduced electrostatic repulsion between their Lysine residues are
modelled using neutral sidechains. To validate the stability of this disorder-to-
order transition when the reduction in repulsion is instead caused by binding to
the phosphate backbone, additional metadynamics simulations were performed
of the H1.0 NTD (with standard charged Lys) in contact with a 20-bp ds-DNA
strand (Figure 4.3). The simulations predict that upon DNA binding, the H1.0
NTD transitions from the unstructured configuration (Sα = 0, Figure 4.11) to
a helical state. The global minimum of the system occurs at Sα ∼5.8 and Scont

∼12.5 which corresponds to the helical peptide bound to DNA (Figure 4.11).
The resulting helix spans a slightly larger region (13PKRAKASKKST23) and most
importantly includes the four-residue K14, K17, K20 and K21 positive ‘face’ that
governs interactions with DNA.

Figure 4.11 DNA induced secondary structure within the basic subregion of the H1.0
NTD (A) Two-dimensional free energy surface of the NTD when interacting with DNA
along two CVs – Sα and Scont. Three representative configurations within the free
energy surface are illustrated. (B) The reweighted per-residue helical content of the
H1.0 NTD basic subregion when interacting with DNA.
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4.4.4 Subtype specific DNA Affinity

The combination of metadynamics simulations predicted a propensity for the
H1 NTD subtypes to condense into conformations with helical secondary struc-
tural content. Crucially, this propensity correlates with the experimentally
observed nucleosomal affinities of the three H1.0, H1.1 and H1.2 linker histone
subtypes. Additional MD simulations were thus performed to quantify if these
variant-specific helical propensities indeed translate to variable DNA-binding
propensities. The dynamics of peptides bound to DNA are however particularly
slow due to the significant number of simultaneous electrostatic interactions –
a trend accentuated if the preferred binding modes of the protein are within the
DNA grooves [376]. HADDOCK [229, 230] was thus used to rigid body dock
NTD configurations representative of either the secondary minima (for H1.0
and H1.2) or the first minimum (for H1.1) from the PTMetaD-WTE simulations
to a 20-bp ds-DNA segment.

Figure 4.12 Orientations of H1 NTD conformations within the DNA grooves. (A)
Lowest energy docked conformations of the induced helical conformationswith a 20-
bp ds-DNA strand. (B) Illustrations of the most populated cluster of the NTD from
BE-Metad simulations of the full-length H1.0 within a 211-bp nucleosome.
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Figure 4.12A shows the lowest energy clusters obtained from HADDOCK
docking of the three subtypes. For the H1.0 and H1.2 subtypes, docking pre-
dicts the helix region to fit snugly within the DNA major groove to facilitate
interactions between the four Lys residues within the basic face and DNA. Such
a binding of helices is amongst the most common DNA-protein interaction
motifs [385] with such interfaces present within zinc-finger [386] and leucine
zipper proteins [387]. Crucially, this docking prediction is consistent with the
positioning of the H1.0 basic subregion within the DNA major groove observed
from simulations of the full-length H1 within a 211-bp nucleosome (Chapter 3,
Figure 4.12B). In contrast to this, the interactions within the H1.1 docked NTD
configuration are non-specific with only three basic residues (all unstructured)
in contact around the DNA minor groove.

Figure 4.13 (A) Per-residue interactions of the H1 NTDs with DNA from unbiased
MD simulations initiated from the docked conformations. A contact was assumed if a
non-hydrogen atom of the residue was within 3.2 Å of a non-hydrogen DNA atom. The
average per-residue helicity is shown in red. The Lys residues within the basic ‘face’ of
each NTD are marked with a ‘*’. (B) Interactions per base pair of the DNA strand with
the three LH subtypes within the unbiased MD simulation.

To assess the viability of the docked conformations and to investigate the
implications of NTD differential folding across subtypes on DNA interactions,
unbiased MD simulations were initiated from the HADDOCK predicted con-
formations. When interacting with the DNA strand, the helical configuration of
the H1.0 NTD is stable across the 400 ns MD simulation with residues within
the basic face (K17, K20, K21) accounting for the majority of interactions with
the backbone (Figure 4.13A). The DNA-bound H1.2 NTD also retains its helical
conformation with the basic residues within the 19PVKKKAAKKA28 segment
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directing interactions with DNA. Here, the four K22, K23, K26 and K27 residues
fall on the same side of the helix to make two contiguous helical turns that in-
teract with the major groove. The secondary 33RKAS36 with two basic residues
however is short and interacts only transiently with DNA. Contrary to the
two helical H1.0/H1.2 subtypes, within the H1.1 NTD, DNA interactions are
primarily mediated by the Lys-rich unstructured 21GKKAKKPA28 loop. This
governing of interactions by a flexible segment results in transient binding with
a reduced number of DNA-bound states (∼83% of simulation frames) than
in the H1.0 and H1.2 cases (100%), where rather than focussing on the major
groove, the NTD promiscuously binds/unbinds the entire DNA strand (Figure
4.13B).

To quantify the impact of this observed subtype-specific interaction patterns
and helical propensities on their DNA binding affinities, umbrella sampling
simulations were used to independently model NTD binding to a 20-bp ds-
DNA strand. From the umbrella sampling simulations, the potential of mean
force (PMF) was calculated along the radial protein-DNA distance orthogonal
to the DNA helical axis (Figure 4.4). The PMFs reveal that while the subtype
with highest helical propensity, the H1.0 NTD, is stabilized by ∼20 kJ/mol
upon DNA binding, the longer H1.2 NTD with lower helical propensity and
positive charge concentration is stabilized by only ∼15 kJ/mol. However,
within molecular mechanics force fields, the interactions between oppositely
charged amine and phosphate groups have not been explicitly calibrated [388].
The PMF calculations were thus repeated with the Amberff14SB [389] and
parmbsc1 [390] force fields together with the non-bonded (cufix) corrections to
guanidinium-phosphate [391] and amine-phosphate [388] interactions. While
the inclusion of the non-bonded interaction corrections modified the free-energy
profile at short distances, the depth of the resulting well remained unchanged
at ∼20 kJ/mol.
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Figure 4.14 PMF profiles for the binding of H1.0 (black/blue) and H1.2 (red) with the
DNA major groove. The standard deviations of the calculated PMFs estimated from
bootstrapping are shown as shaded regions. The energy profiles are shifted so that the
energy at large distances is set to zero.

The results suggest that the disordered-to-helical transition of the H1 NTD
allows the concentration of positive charge to promote interactions with the
DNA phosphate backbone. Remarkably, these trends in helical propensities
and thereby charge concentration vary congruously with the experimentally
observed binding affinities of the subtypes (Table 4.2). The results thus allow the
formulation of a hypothesis regarding the structural mechanism of the NTD’s
role in contributing to the differential nucleosomal binding of the subtypes.
The higher nucleosomal affinity of H1.0 might be in-part due to the NTD’s
propensity to form a stable amphipathic helix that ‘glues’ the LH to DNA [254].
Conversely, the longer and less-positive H1.1 NTD is disordered and thus its
weaker fluctuating interactions inadequately anchor the LH to nucleosomal
DNA.

4.5 Conclusion and Further Work

In this chapter, a combination of microsecond-long T-REMD, PTMetaD-WTE
and BE-Metad simulations are used to sample the conformational landscape
of the NTD of H1 subtypes H1.0, H1.1 and H1.2. When free in solution, the
simulations predict all three NTDs to adopt primarily unstructured but partially
collapsed conformations. However, the reduction of inter-Lysine sidechain re-
pulsion within the NTDs either artificially by increasing pH or physiologically
by binding to DNA, leads the domain to undergo a disorder-to-order transition.
The ordered NTD structures in the H1.0 and H1.2 subtypes are amphipathic
helices that orient the basic residues along one ‘face’ ideally suited for DNA
interactions. Interestingly, the proportionality of this helical propensity to the
subtypes’ nucleosomal affinity offers a structural hypothesis for the domain’s
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role – ‘anchoring’ the LH to the nucleosomal DNA. Crucially, this computa-
tionally predicted structural mechanism correlates with the experimentally
observed effects of NTD domain swap mutants where H1.0/H1.2 exchanges
resulted in an exchange of binding characteristics [255].

The results of the atomistic simulations within this chapter while offering
an interesting testable hypothesis of LH functioning, also provide an avenue
for investigating the impact of other charge-reducing post-translational modifi-
cations like Lysine acetylation [15, 156] or Arginine citrullination [76] on IDP
structure and function.
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Heterochromatin Protein HP1 within
chromatin
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5.1 Introduction

The condensation of DNA from ∼2 m in stretched form to fit within the nucleus
is only one half of chromatin’s role. The three-dimensional spatial organization
of DNA and DNA-associated proteins serves a second and possibly more
important role in allowing the capability to exert complex levels of control over
gene expression [44–46]. The chromatin structure thus adds an additional layer
of complexity above the genome code and thereby permits the transcription of
different proteins depending on cell lineages/cycles [47–50]. This intimate link
between genome structure and gene regulation is suggested to exist across all
phases of the hierarchical chromatin structure [53, 392].

At the local level, interactions of DNA with histones within the nucleosome
render them inaccessible to proteins that read sequence. Local nucleosomal
rearrangements (Figure 5.1A) are thus necessary for the exposure of the binding
sites and the initiation of transcription [393, 394]. At the intermediate scale,
gene promoters and enhancers are often linearly separated by thousands of
base pairs and chromatin structural ‘looping’ is sometimes necessary to bring
them in physical proximity to interact [395–397] (Figure 5.1B). At the megabase
scale, chromosomes have recently been identified to spatially segregate into
‘TAD’s – Topologically Associated Domains that are capable of both excluding
and enriching the concentration of regulatory proteins within the domains
[398–400] (Figure 5.1C).

Figure 5.1 Intrinsic role of chromatin structure in gene expression. (A) Local nucleoso-
mal rearrangements are necessary to permit exposure of DNA (green) to transcription
factors. (B) Chromatin looping is necessary to allow physical proximity of the gene
(red), promoter (blue) and enhancer (purple). (C) A combination of chromatin looping
to form Topologically Associated Domains (TAD) capable of including/excluding other
proteins. Image from Bonev et al. [53].

The intrinsic relationship between genome structure and gene expression is
exemplified by the two structurally and functionally distinguishable regions of
chromatin – euchromatin and heterochromatin [401, 402]. Euchromatin regions



5.1 Introduction 95

of the genome are less-condensed, gene-rich and more easily transcribed in-
contrast to heterochromatin regions that are compact, gene-poor and transcrip-
tionally repressed [401, 403]. Figure 5.2 illustrates this difference between the
two chromatin regions where the tightly packed heterochromatin stains more
intensely than the loosely packed euchromatin [404, 405]. Post-translational
modifications of histones lie at the core of distinguishing between the two
chromatin states with euchromatic regions particularly enriched in acetylated
H3/H4 tails [15, 401, 406] while hypo-acetylation and H3K9 methylation are
particular indicators of heterochromatic regions [399, 402, 407].

Figure 5.2 Differential compaction of eu- and heterochromatin regions of the nucleus
revealed by their lighter and darker staining respectively. Image from Fazary et al.
[404].

5.1.1 Heterochromatin Protein 1

The structural mechanisms of the correlation between histone post-translational
modifications and the chromatin states remains a major open question in the
field of genomic biology [402]. However, the Heterochromatin Protein 1 (HP1)
is a non-histone architectural protein that has been identified to lie at the core of
the formation of H3K9-mediated heterochromatic regions [408]. The importance
of HP1 to gene regulation is illustrated by the presence of its homologs across the
eukaryotic spectrum including Drosophila [409], yeast [410] and up to mammals
[411]. The homologs across the organisms share a conserved penta-partite
structure composed of a combination of structured and disordered domains.
Figure 5.3 illustrates this structure of HP1 together with the positioning of
the five domains – N-terminal domain (NTD), chromodomain (CD), hinge
domain, chromoshadow domain (CSD) and the C-terminal domain (CTD). In
vivo however, the protein has been identified to primarily exist as a homodimer
caused by the association of the chromoshadow domains [412] (Figure 5.3D).
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Figure 5.3 Penta-partite structure of Heterochromatin Protein 1. (A) Illustration of
the five NTD, CD, Hinge, CSD and CTD domains together with its CSD dimerization
interface. (B) H3 tail bound configuration for the chromodomain illustrated using the
hHP1α structure 3FDT [413]. The CD is in blue and the H3 tail in purple. (C) The
formation of the hydrophobic cage within the CD to ‘capture’ the methylated Lysine
illustrated using the hHP1α structure 3FDT. (D) The twin dimerization and H3-binding
functional roles of the CSD illustrated using the mHP1α structure 1SZ4 [414]. CSD
from two different HP1 molecules are coloured orange and green. The H3 tail is in red.

5.1.1.1 Chromo-Domain

The HP1 chromodomain adopts an OB-fold motif – a compact structured motif
of ∼50 residues found within eukaryotic nucleic acid binding proteins [415] com-
posed of a three-stranded β-sheet pressed against an α-helix [416]. However,
structural evidence for the nucleic acid interactions of the HP1 chromodomain
are lacking [417] in-comparison to its primary role of recognizing and binding
the K9 methylated H3 tail [408, 418]. This recognition of the methylation mark
occurs through a network of aromatic residues within the CD that together
form a hydrophobic cage that binds through cation-π interactions [144]. The
cage-motif in-turn allows the normally disordered [15] 6TARKmetS10 segment of
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the H3 tail to adopt an antiparallel β-strand configuration within the two CD β

segments (Figure 5.3B).

5.1.1.2 Chromoshadow Domain

The chromoshadow-domain is the second structured domain within HP1 and
as its name suggests, structurally ‘shadows’ the chromodomain albeit with an
additional short α-helix [419]. Functionally, the domain is implicated in two
important facets of HP1 – dimerization and nucleosome binding. Figure 5.3D
illustrates the most common mode of dimerization where two CSD monomers
interact through hydrophobic residues within their α-helices [412]. This dimer-
ization interface offers a secondary H3 binding site for the recognition of the
tail’s hydrophobic PxVxL motif [408].

5.1.1.3 N-terminal, Hinge and C-terminal Domains

The N-terminal, hinge and C-terminal domains are all unstructured and have
amino acid compositions archetypical of disordered proteins – rich in charged
residues while being devoid of large hydrophobic ones [420]. This intrinsic dis-
order within the three domains that together make-up nearly 60% of the protein
has hindered the deciphering of the protein’s overall structural conformation
[418, 421].

The positioning of the domains and their amino acid compositions however
provide significant insights into the domains’ roles in HP1 functioning. The
point of attachment of the NTD to the CD is situated adjacent to the hydrophobic
cage and possesses a string of acidic residues (Figure 5.4A). The NTD has thus
been hypothesized to cooperate with the CD in mediating interactions with the
predominantly positively charged H3 histone tail [408]. In contrast, no definitive
physiological role has yet been identified for the disordered C-terminal domain
that extends from the CSD [421].

The hinge domain of ∼70 residues connecting the chromo- and chromoshadow
domains is the longest and least evolutionarily conserved domain of HP1 [421].
The domain possesses a multitude of positively charged patches (Figure 5.4A)
that have been demonstrated to mediate the protein’s binding to both DNA
and RNA [422, 423]. Physiologically, this hinge region has been implicated
in the nuclear localization of HP1 [424] and importantly for heterochromatin
formation, been identified to recruit both histone deacetylases [425] and the
inner centromere protein [426].
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5.1.2 HP1 Subtypes and Post-translational Modifications

The association of HP1 with the formation and maintenance of heterochromatic
structures has lead to the protein being postulated as general repressors of
genomic transcription. However, recent evidence has unveiled a role for HP1
in a range of nuclear functions including DNA repair [427, 428], RNA splicing
[429, 430], telomere maintenance [431, 432] and quite remarkably even tran-
scription activation [433, 434]. This versatile functional makeup of HP1 arises
mainly from (1) the presence of multiple HP1 paralogs with domain-specific
variation [408] and (2) the extensive network of post-translational modifications
throughout the pentapartite structure of the protein [435].

Figure 5.4 The subtypes of HP1. (A) Aligment of the human HP1α, HP1β and HP1γ
sequences generated using Muscle [311, 312] and visualized using Jalview [313, 314].
The two structured chromo- and chromoshadow domains are illustrated in blue and
green respectively. The positively charged patches within the hinge regions identified
to mediate nucleic acid binding [436] are shown in purple. (B) The dynamic range of
affinities of the subtypes for H3K9met histone tail illustrated using their dissociation
constants KD as calculated in the ITC experiments of Hiragami-Hamada et al. [437].

In mammals, three distinct HP1 paralogs have thus far been identified –
the α, β and γ forms that are encoded by the CBX5, CBX1 and CBX3 genes
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respectively [408]. The HP1α and HP1β paralogs primarily associate with the
heterochromatic regions of the genome and help mediate transcriptional gene
silencing [438]. In contrast, HP1γ localizes to euchromatin and plays a role
in transcription activation/elongation [439]. Corresponding to this variance
in cytological distribution and function [409], the three subtypes have been
identified to possess distinct binding affinities for both DNA [440] and the
nucleosome [437, 441]. Depending on the subtype, this affinity for the H3K9met

peptide can span an incredibly broad range from 5 to 40 µM (Figure 5.4B).
However, the three subtypes share a significantly high sequence homology
within the two structured chromo- and chromoshadow domains (Figure 5.4A).
The HP1 protein has thus often been compared to the Linker Histone H1 where
the different biological functions of the subtypes stem from subtle sequence
variations within the disordered regions [442].

Further analogous to the linker histone H1, the Heterochromatin Protein
1 subtypes can undergo an extensive network of post-translational modifica-
tions throughout their structure [435] that include phosphorylation [443, 444],
acetylation [435], methylation [410], ubiquitination [445], SUMOylation [446]
and citrullination [447]. Among this plethora of PTMs, the phosphorylation
of the subtypes by the Casein Kinase 2 (CK2) enzyme are the best-studied
modifications whose physiological relevance has been determined [448]. The
subtypes however vary significantly in the number of ‘phospho-acceptor’ sites
and the PTM thus differently regulates both their activity and localization. For
example, the phosphorylation of the hinge residues within HP1γ inhibits gene
transcription [410] while a similar modification of the HP1β hinge residues has
no effect [448].

Additional PTM sites of particular significance lie within the N-terminal
domain of the HP1α subtype (Figure 5.5) – a set of four consecutive Serine
residues that are not conserved within the HP1β and HP1γ subtypes. The
poly-phosphorylation of these four residues has been identified to modify the
protein’s structural conformation by dissuading intra-dimeric interactions [449]
while simultaneously promoting multimeric interactions of the protein [450].
Most significantly, this PTM has been identified to promote the H3K9met affinity
of HP1α nearly 40-fold (Figure 5.4B) [437, 441, 451] – a factor that probably
contributes to nearly all hHP1α within heterochromatin to be phosphorylated
at these sites [437, 452].
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5.2 Aims and Summary

The multiplicity of subtypes and their post-translational modifications together com-
bine to allow the Heterochromatin Protein 1 to be both cytologically and functionally
promiscuous. However, significant open questions remain on the molecular mecha-
nisms underlying the very preliminary step of HP1 functioning – its recognition and
binding of the K9 methylated H3 histone tail. In this Chapter, I use Biased-Exchange
Metadynamics simulations to analyze the structural ensembles of the disordered NTDs
of HP1 and determine their roles in underpinning the differential nucleosomal affinities
of the subtypes. Further, the simulations analyze the significant contribution of HP1α
NTD phosphorylation in promoting the subtype’s nucleosomal affinity.

5.3 Methods

5.3.1 System and Simulation Setup

The sequences of the hHP1α, hHP1β, hHP1γ and histone H3 were obtained
from the Uniprot Database [292]. The corresponding H3-bound HP1 chromod-
omain structures of the three subtypes (PDB IDs: 3FDT [413], 6D07 [453], 3TZD
[159]) were obtained from the PDB [454]. PyMOL [293] was then used to build
the unresolved HP1 N-terminal domains and H3-tail segments onto the struc-
tures in an extended conformation. The MD simulations of the subtypes were
performed using Gromacs 2016 [182] patched with Plumed 2.3.0 [297, 298] in
explicit solvent and 0.15 M Na/Cl. Each simulation was repeated using two
different force fields - Amberff99SB-ildn [166] and Charmm36M [168, 455]. Ions
were modelled using the parameters of Joung and Cheatham [384] with the Am-
ber force field and the parameters of Beglov and Roux [365] with the Charmm
force field. The van der Waals interactions were cut-off at 10 Å and electrostatic
interactions were calculated using the PME method [186, 187] with a real space
cut-off of 10 Å and a reciprocal grid of spacing 1.4 Å. Before production runs,
the systems were energy minimized using the steepest descent algorithm and
equilibrated for 1 ns each in the NVT and NPT ensembles. The temperatures
were maintained at 300 K using the Bussi thermostat [190] and pressure was
maintained at 1 bar using the Parrinello-Rahman [299] barostat.

Mutations were introduced into the structures using PyMOL [293] and phos-
phorylations were introduced in the built HP1α NTD using the PyTM plugin
[456]. With Amber, the methylated Lysines were modelled using the parameters
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of Papamokos et al. [457] and phosphorylated Serines were modelled using
the parameters of Steinbrecher et al. [458]. With Charmm, the methylated
Lysines were modelled using the parameters of Grauffel et al. [459] and the
phosphorylated Serines using the parameters of Feng et al. [460].

5.3.2 Enhanced Sampling Methodology

Biased-Exchange Metadynamics (BE-Metad) [211] simulations were used through-
out to enhance sampling of the conformational states of the disordered regions.
The Collective variables within the simulations took two functional forms – the
extent of electrostatic contacts (Scont) (Eq. 3.3) and the radius of gyration

(
Srg
)

(Eq. 3.2). The number of replicas within the BE-Metad varied with the nature of
the simulations. The simulations of the HP1 (N-terminal & CD) when bound to
the H3 tail utilized five walkers with four biased and 1 unbiased replicas. Two
metadynamic potentials biased the Cα atom radius of gyration of the H3 and
the NTD each. The two other metadynamic potentials biased the electrostatic
contacts – one intra-molecular between the acidic/basic residues within the
NTD and the other inter-molecular between the NTD’s acidic and the H3’s
basic residues. The simulations of the apo-HP1 (N-terminal & CD) utilized three
walkers with two biased and 1 unbiased replicas. Here, the two metadynamic
potentials biased the NTD’s Rg and its intra-molecular electrostatic interactions.

The simulations were performed for 200 ns per replica to generate an accu-
mulated sampling of 1µs in the holo and 600 ns in the apo states of HP1. The
simulations used a bias-factor of 8 together with an initial hill height of 1.2 kJ.
Biasing gaussians were added every 500 trajectory steps and exchanges between
replicas were attempted every 10 ps. The complete list of simulations performed
together with the force fields used and number of replicas are described in Table
5.1.

5.3.3 IDP Conformation Clustering

The hierarchical clustering methodology of Baul et al. [461] was used to charac-
terize the structural ensemble of the disordered regions and identify representa-
tive conformations. For this, all trajectory frames within the unbiased ensemble
were first described using a pairwise distance metric Dij defined as

Dij =

(
1

Npairs

∑
a,b

|
(
ria,b − rja,b

)
|2
)1/2

(5.1)
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where ria,b and rja,b are the pairwise distances between the Cα atoms ‘a’ and ‘b’ in
trajectory frames i and j respectively. In the apo simulations without the bound
the H3, Cα atoms within the N-terminal domain of HP1 were considered for
the calculation of Dij . In the simulations with the bound H3 tail, Cα atoms of
the HP1 NTD were considered together with those of the H3 tail following the
K9met for the calculation of Dij .

Subsequently, the python scipy module [462] was used to cluster the Dij of
conformations using the Ward variation minimization criterion and the clusters
were visualized as dendrograms. The number of representative clusters were
calculated using the elbow method [463] where given the set of decreasing inter-
cluster distances {d1, d2, . . . , dN}, the acceleration of clustering was calculated
as {d3 − 2d2 + d1, · · · , dN − 2dN−1 + dN−2} which in-turn was used to calculate
the number of clusters kclust as

kclust = N + 2− argmax
i∈[3,N ]

{di − 2di−1 + di−2} (5.2)

The conformation with the lowest Cα RMSD with all other members of the
cluster was then chosen as the representative conformation.

5.3.4 List of Simulations

The simulations performed in this chapter are listed in Table 5.1 below.

Table 5.1 List of atomistic simulations performed to investigate the functioning of
H3K9met histone tail affinity of HP1 subtypes.

System Force Field Time

HP1α Amberff99SB-ildn 3 × 200 ns
HP1α Charmm36M 3 × 200 ns

Phos. HP1α Amberff99SB-ildn 3 × 200 ns
Phos. HP1α Charmm36M 3 × 200 ns
HP1α + H3 Amberff99SB-ildn 5 × 200 ns
HP1α + H3 Charmm36M 5 × 200 ns

Phos. HP1α + H3 Amberff99SB-ildn 5 × 200 ns
Phos. HP1α + H3 Charmm36M 5 × 200 ns

HP1β Amberff99SB-ildn 3 × 200 ns
HP1β Charmm36M 3 × 200 ns

HP1β + H3 Amberff99SB-ildn 5 × 200 ns
HP1β + H3 Charmm36M 5 × 200 ns

HP1γ Amberff99SB-ildn 3 × 200 ns
HP1γ Charmm36M 3 × 200 ns

HP1γ + H3 Amberff99SB-ildn 5 × 200 ns
HP1γ + H3 Charmm36M 5 × 200 ns

HP1β D49H,E56K + H3 Charmm36M 5 × 200 ns
HP1γ D58H,E65K + H3 Charmm36M 5 × 200 ns
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5.4 Results

5.4.1 HP1α Phosphorylation

The amino acids sequences of the HP1 NTDs display several distinguishable
features of IDPs – low hydrophobicity, high charge and low sequence com-
plexity [95]. However, an analysis of the NTD sequences reveals a notable
additional characteristic, the sequestration of charged residues within two dis-
tinct subregions. The subregion adjacent to the globular CD is enriched in
negatively charged residues while the distal subregion is enriched in basic
Arg/Lys residues (Figure 5.5). Most significantly, in HP1α, the four Serine
residues (S11-S14) phosphorylated in vivo [464] bridge the positive and nega-
tive subregions. Biased-Exchange Metadynamics (BE-Metad) were thus first
used to analyze the impact of this NTD PTM on the domain’s conformational
preferences. While the CVs were only applied to the NTD, the entire CD was in-
cluded to appropriately consider the effects of the structural restraints it places
on the IDR’s mobility.

Figure 5.5 Alignment of the NTDs of the HP1α, HP1β and HP1γ sequences generated
using Muscle [311, 312] and visualized using Jalview [313, 314]. The positively charged
residues are shaded green and the negative residues are in red.

Over the course of the simulation, the structure of the chromodomain was
unaffected by the phosphorylation state of the NTD with its Cα root mean
square fluctuation (RMSF) displaying negligible differences (Figure 5.6A). How-
ever, the conformational preferences of the disordered NTD were significantly
affected by the PTM where, regardless of the force field, the phosphorylated
IDR displayed a significant increase in both the average and fluctuations of the
end-to-end distances (REE). To identify the molecular basis for this decrease in
compaction with PTM, the HP1α NTD ensembles from the BE-Metad simula-
tions were hierarchically clustered. In both the WT and phosphorylated states,
the conformational ensembles partitioned into two distinct clusters whose
representative conformations are illustrated in Figure 5.6D.
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Figure 5.6 Impact of phosphorylation on HP1α conformations. (A) Cα RMSF compar-
ison of the HP1α chromodomain between the WT (black) and phosphorylated (red)
states of the NTD. (B) Cα REE for the HP1α NTD in WT and phosphorylated states.
The boxes extend from the lower to upper quartile values and whiskers span from the
5th to the 95th percentile. (C) Hierarchical clustering of the NTD IDR visualized as
a dendrograms in the WT (Left) and phosphorylated (Right) states. The two clusters
within each phosphorylation states are in green and red. (D) Representative conforma-
tions of the NTD IDR. The backbone is coloured in green/red to correspond to their
clustering in (C). The sidechains of the acidic residues are illustrated in purple and the
basic residues in cyan. The sidechains of the serine/phosphoserine residues are shown
in orange.

Regardless of the phosphorylation state, the NTD conformational ensemble
was dictated by the formation of intra-IDR salt-bridges albeit between different
residues. A glance of the representative conformations suggested that in the WT,
the NTD primarily adopts a hairpin configuration bent around the four S11-S14
Serine residues to form salt bridges between the basic and acidic subregions.
Contrarily, when phosphorylated, the NTD adopts a tighter turn around the
T9/A10 residues to form salt-bridges between the basic subregion and the even
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more acidic (−2 charged) phosphoserine residues. To confirm this, the method-
ology of Winogradoff et al. [156] was used where the IDR was separated into
three segments (3KKTKR7, 11SSSS14, 15EDEEE19) and the number of interseg-
ment contacts were separately calculated in the WT and phosphorylated states.
Subsequently, the relative segmental contacts was calculated as a ratio

nPhos

nWT

.

Thus, a relative contact frequency <1 indicates a decrease in interactions upon
PTM in comparison to the WT and vice-versa. Upon phosphorylation, contacts
between the basic and acidic subregions reduced to a third of the WT while
those between the basic subregion and Serines increased 8-fold (Figure 5.7A).
The Cα RMSF of the NTDs (Figure 5.7B) further confirms this conformational
change with a leftward shift in the peak suggesting a transitioning of the flexible
turn from the Serine segment to the T9/A10 residues.

Figure 5.7 Impact of phosphorylation on HP1α NTD conformations. (A) Relative
contact maps between three different NTD subsegments. The ratios range from blue to
red and the absolute values are enumerated in yellow. A contact between subsegments
was assumed if a non-hydrogen atom of one was within 3.2 Å of a non-hydrogen atom
of another. (B) Cα RMSF comparison of the HP1α NTD between the WT (black) and
phosphorylated (red) states. (C) Solvent accessible surface area (SASA) of the HP1α
NTD calculated using a probe of radius 0.14 nm. The acidic patch with enhanced SASA
is shaded red.

The change in intra-NTD salt-bridge patterns most significantly affects the
interactions of the acidic subsegment with its contacts with both the basic and
Serine patches decreasing considerably. To validate this, the per-residue solvent
accessible surface area (SASA) was compared between the WT/phosphorylated
states (Figure 5.7C) and observed notably increased accessibility for the acidic
patch signifying its reduced protein interactions. Crucially, this result offers a
plausible hypothesis for the structural mechanism for the NTD phosphoryla-
tion’s role in promoting H3 binding [437, 441, 451]; where the acidic patch now
‘unconfined’ from interacting intra-molecularly with the basic patch can now
transition to bind the H3 tail.
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5.4.2 HP1α NTD phosphorylation and H3 binding

The phosphorylation-induced changes in the conformation of the NTD offered
a plausible hypothesis to the PTM’s role in promoting H3 binding. To test this
hypothesis, the BE-Metad simulations were repeated albeit with the H3 tail
bound to the CD in its crystallographic conformation. However, while only the

1ARTKQTARKmetS10 segment of the tail has been crystallized, the full-length
H3 tail was built and modelled. Over the course of the simulation, regardless
of the phosphorylation state, the H3 peptide remained bound to HP1α with the
K9met residue residing within the hydrophobic cage and the tail retaining it
position between the two CD β-strands to form a three-stranded β-sheet (Figure
5.8A). The conformations of the HP1α NTD were strongly dependant on the
binding of the H3 peptide with the mean RMSF fluctuation of the domain’s Cα
atoms reducing considerably by over 4 Å in the phosphorylated case (Figure
5.8B).

Figure 5.8 H3K9met peptide within the HP1α chromodomain. (A) Per-residue β-
secondary structural content for the H3 peptide from BE-Metad simulations when
within the HP1α CD. The secondary structures were assigned using DSSP [321] and
the methylated K9 residue is highlighted. (B) Mean RMSF fluctuations for the HP1α
NTD Cα atoms compared across phosphorylation and H3 bound/unbound states.

Figure 5.9A plots the hierarchical clustering of the HP1α-H3 IDRs where the
ensembles partition into two distinct clusters for both the WT and phospho-
rylated states. However, in the WT, the clusters only differ in the orientations
of the IDRs relative to the globular chromodomain. In both WT clusters, the
NTD adopts a configuration unchanged from the apo-state with salt-bridges
between the acidic/basic patches still dominating. The acidic patch thus prefer-
entially forms intra-molecular interactions in-lieu of binding to the multitude
of basic residues within the H3 tail. The WHAM-weighted number of contacts
between HP1 and the H3 tail plotted in Figure 5.9C quantifies this conforma-
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tional preference where inter-IDR salt-bridges were present in fewer than 8% of
frames.

Figure 5.9 Interactions of the H3K9met peptide with the HP1α NTD. (A) Hierarchical
clustering of the NTD/H3 IDRs visualized as a dendrograms in the WT (Left) and
phosphorylated (Right) states. The two cluster within each phosphorylation states are
in green and red. (B) Representative conformations for each of the two clusters within
the WT/phosphorylated states of HP1α. The globular chromodomains were aligned
to allow easier comparison between the clusters and the basic residues within the
extended H3 tail are illustrated in cyan. (C) Normalized number of contacts between
residues of the H3 tail and HP1α NTD. A contact was assumed if a non-hydrogen
atom of one residue was within 3.2 Å of a non-hydrogen atom of the other. The
colour-spectrum was kept consistent between the WT/phosphorylated states to allow
comparison of the interaction frequencies.

Conversely, in the case of the phosphorylated HP1α, the two clustered con-
formations are significantly different. In the first conformation representative of
nearly three-fourths (76.4%) of the ensemble, the phosphorylated NTD retains
the partially bent conformation from the apo state. Here, the intra-NTD salt-
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bridges between the positive subregion and the phosphorylated S11-S14 patch
in turn allows the ‘free’ 15EDEEE19 segment to facilitate interactions with three
basic residues within the extended H3 tail – K14, R17 and K18. In the second
less populated cluster (23.6%), the NTD adopts a fully extended conformation
that permits both the acidic and phosphoserine residues to form interactions
with basic H3 tail. The WHAM-weighted contacts (Figure 5.9C) quantifies this
impact where inter-IDR salt bridges between the H3 tail and NTD are observed
in upto 50% of frames.

The results thus hypothesize an ‘intra-molecular inhibition’ model for the
nucleosomal binding of HP1α. In the WT, the acidic residues adjacent to the aro-
matic cage are precluded from assisting H3 binding by the basic residues within
the NTD. The acidic residues are ‘liberated’ upon phosphorylation to bind the
extended H3 tail. Crucially, this model provides a molecular mechanism for two
disparate sets of experimental data investigating HP1-H3 interactions. Firstly,
mutagenesis experiments [451] predicted HP1α truncation mutants without
the NTD basic subsegment to possess a similar H3K9met peptide affinity as the
phosphorylated protein. Further, the model suggests a significant physiological
role for the K14/R17/K18 basic residues of the H3 tail situated away from the
hydrophobic cage – three residues whose Ala swap mutations were sufficient
to abolish HP1 binding [144, 437].

5.4.3 HP1β and HP1γ NTD configurations

The NTDs of the HP1β and HP1γ display a similar sequestration of basic and
acidic residues towards opposite ends of the disordered amino-terminal domain
(Figure 5.5). However, they vary significantly in both sequence and length in
comparison to HP1αwith a relative sequence identity as low as 25% [408]. More
importantly, the two isoforms lack the phosphorylatable Serine residues within
the NTD that potentiate H3 biding (Figure 5.9C) [437, 441, 451]. However, the
two subtypes still display upto a six-fold enhanced affinity for the H3K9met tail
in-comparison to the WT HP1α. BE-Metad simulations of the subtypes in apo
states were thus first used to analyze the impact of these sequence differences
on the amino-terminal disordered region.

The NTD of HP1β while similar in length to HP1α, possesses a sequence
of negatively charged Glu residues in-place of the phosphorylatable Serines
(Figure 5.5). Thus, unlike the HP1α subtype, there exists a limited separation
of the basic and acidic subsegments. The primary cluster obtained from the
hierarchical clustering of the BE-Metad trajectory reveals the effects of this lack
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of hairpin ‘turn’ residues with the NTD adopting a collapsed conformation
that allows promiscuous electrostatic interactions between the two subregions.
However, the secondary cluster that accounts for ∼35% of the frames within the
unbiased ensemble provided an intriguing result with the NTD folding over
the 10VEEV13 segment to allow the extended 15EEEEEE20 Glu patch to form salt-
bridges with the triple lysine 7KKK9 motif. In-turn, the K3 and K4 residues are
positioned to interact with the globular chromodomain. The WHAM-weighted
inter-domain contacts plotted in Figure 5.10B validates the prediction of the
hierarchical clustering where inter-domain interactions are primarily focussed
around the K3/K4 residues positioned adjacent to the CD in the secondary
cluster.

Figure 5.10 HP1β NTD conformations. (A) Hierarchical clustering of the HP1β NTD
visualized as a dendrogram. The two clusters are in green and red. (B) Normalized
number of contacts between residues of the NTD and CD. A contact was assumed if a
non-hydrogen atom of one residue was within 3.2 Å of a non-hydrogen atom of the
other. Circles highlight the 47DED49 and 53EPEE56 acidic interaction sites within the CD.
(C) Representative conformations for each of the two clusters of the HP1β NTD. The
CDs were aligned to allow easier comparison between the clusters and the basic/acidic
residues within the NTD are illustrated in green/red respectively.

Crucially, the positive K3/K4 residues predominantly interacted with two
acidic patches within the CD – 47DED49 and 53EPEE56. A comparison of the CD
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sequences reveals that the two patches correspond to the only sites divergent
in electrostatic characteristics [437] between the HP1β and the HP1α subtypes
(Figure 5.11A). The HP1γ subtype retains this divergence in electrostatic sites
within the CD and is further differentiated from the HP1α isoform in the
length of the disordered NTD where the basic subsegment is upto 20 residues
long and has two more positively charged residues. In fact, HP1γ is the only
subtype with a net positive charge within the NTD. The hierarchical clustering
reveals the effects of these sequence differences with a complete absence of the
hairpin conformations observed within the NTDs of the α/β subtypes. Inter-
domain NTD-CD interactions dominate the conformational ensemble with the
representative configurations of the two clusters only differing in the relative
orientations of the NTD (Figure 5.11D) that in-turn dictate the formation of
either the K14-D58 or the K5-E65 salt-bridges (Figure 5.11C) – two cross-domain
interactions that are together present in ∼47% of the frames.

Figure 5.11 (A) Alignments of the CD sequences of the HP1 subtypes. The two sites
with divergent electrostatic characteristics are highlighted in blue. (B) Hierarchical
clustering of the HP1γ NTD visualized as a dendrogram. The two clusters are in green
and red. (C) Normalized number of contacts between residues of the NTD and CD.
A contact was assumed if a non-hydrogen atom of one residue was within 3.2 Å of a
non-hydrogen atom of the other. Circles highlight the 56DAD58 and 62EPEE65 acidic
interaction sites within the CD. (D) Representative conformations for each of the two
clusters of the HP1γ NTD. The D58 (Left) and E65 (Right) residues identified to interact
with the NTD in (B) are illustrated in red and the NTD basic residues in green.
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The consistent nature of these cross-domain NTD-CD interactions within
the HP1β/γ subtypes are in stark contrast to the HP1α subtype where the
conformational ensemble is dominated by intra-NTD salt-bridges in both WT
and phosphorylated states. While these increased inter-domain interactions
observed within the BE-Metad simulations do not allow a hypothesis for the
increased H3K9met affinity of the subtypes, they demonstrate the significance
of the cooperation between the two adjacent disordered/ordered domains. In
fact, a slew of modelling studies that have been unsuccessful in deciphering
the molecular mechanism for this differential affinity of subtypes have only
considered either the globular CD [465, 466] or the IDR [457] but not both.

5.4.4 Chromodomain residue polymorphisms impact H3

The impact of this chromodomain induced HP1 β/γ NTD conformation on
H3 binding was next assessed through BE-Metad simulations. Similar to the
HP1α case, while only the 1ARTKQTARKmetS10 segment of H3 has been crystal-
lographically resolved [159, 453], the full-length H3 tail was built and modelled.
Over the course of the simulation, in both subtypes, the H3 peptide remained
bound to HP1 to retain its position within the chromodomain three-stranded
β-structure (Figure 5.12A). However, the binding of the H3 tail had contrasting
effects on the flexibility of the subtypes’ NTD. In the HP1β subtype, H3 binding
leads to a significant drop in the mean RMSF of the disordered domain while
having no effect in the case of HP1γ (Figure 5.12B).

Figure 5.12 H3K9met peptide within the HP1β/γ chromodomain. (A) Per-residue β-
secondary structural content for the H3 peptide from BE-Metad simulations when
within the HP1β/γ CD. The secondary structures were assigned using DSSP [321] and
the methylated K9 residue is highlighted. (B) Mean RMSF fluctuations for the HP1β/γ
NTD Cα atoms compared across H3 bound/unbound states.
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Figure 5.13 H3K9met peptide within HP1β. (A) Hierarchical clustering of the NTD/H3
IDRs visualized as a dendrogram with the four clusters identified coloured differently.
(B) Representative conformations for each of the four clusters identified in (A). The
HP1β is in grey and the H3 peptide is in orange. The D49/E56 chromodomain residues
are shown in red. The basic K3/K4 residues of the NTD are in green and the R17/K18
residues of the H3 tail are in cyan. (C) Normalized number of contacts between residues
of the H3 tail, NTD and the chromodomain. A contact was assumed if a non-hydrogen
atom of one residue was within 3.2 Å of a non-hydrogen atom of the other. Circles
highlight salt-bridges between H3 tail basic residues and acidic residues of the HP1β
NTD/CD.
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Figure 5.13A plots the hierarchical clustering of the HP1β-H3 IDRs where
the ensemble partitions into four distinct clusters. The representative clusters il-
lustrate the molecular mechanism of the drop in the NTD flexibility where there
is a complete absence of the primary collapsed conformation with promiscu-
ous electrostatic interactions observed in the H3-unbound state (Figure 5.10C).
Instead, the four clusters are primarily formed by the basic K3/K4 residues
of the NTD and R17/K18 residues of the H3 tail alternatively interacting with
the two acidic patches within the chromodomain. Crucially, these interactions
positioned the two IDRs adjacently to allow the formation of sustained salt-
bridges between K14 of H3 and E18/E19 of the NTD that were together present
in nearly 42% of the trajectory frames (Figure 5.10C).

In the case of HP1γ, the conformational ensemble partitioned into two
clusters with two distinct configurations of the H3 tail that differed in their
interactions with the E65 residue within the chromodomain. Within the primary
cluster, R17/K18 residues at the distal end of the H3 tail form salt-bridges with
the E65 residue and in-turn position the H3K14 adjacent to the HP1γ NTD
acidic patch. However, both IDRs formed negligible interactions with the
other polymorphic D58 residue of the CD possibly stemming from the reduced
electronegativity of this HP1γ 56DAD58 patch in-contrast to 47DED49 in HP1β.

Figure 5.14 (A) Hierarchical clustering of the NTD/H3 IDRs visualized as a dendro-
gram with the two clusters identified coloured differently. (B) Representative conforma-
tions for the primary cluster identified in (A). The HP1γ is in grey and the H3 peptide
is in orange. The E65 chromodomain residue is in red and the R17/K18 residues of the
H3 tail are in cyan. (C) Normalized number of contacts between residues of the H3
tail, NTD and the chromodomain. A contact was assumed if a non-hydrogen atom of
one residue was within 3.2 Å of a non-hydrogen atom of the other. Circles highlight
salt-bridges between H3 tail basic residues and acidic residues of the HP1γ NTD/CD.
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The accumulated MD sampling provides a hypothesis for the molecular
mechanism of the differential H3K9met affinities of the HP1 subtypes (Figure
5.4B); where the NTD, the CD and PTMs together participate in enabling the
basic residues within the H3 tail to form subtype-dependant differing patterns
of salt-bridges. Thus, while the 7ARKmetS10 segment of the H3 tail might serve
as the CD recognition motif [144], the HP1 affinity is instead tuned by residues
at the distal end of the tail away from the hydrophobic cage binding site [437].
Figure 5.15 validates this hypothesis where the salt-bridge frequencies of the H3
tail basic residues when within HP1α/αphos./β and γ varies proportionally to
their experimentally observed binding affinities (Figure 5.4B) [437, 441]. In fact,
a repeat of the BE-Metad simulations of the H3-bound HP1β and γ subtypes
with the D49H/E56K and D58H/E65K mutations respectively to match the
HP1αCD, lead to a reduction in the H3 tail interactions to the levels of WT HP1α
– a result consistent with the experimental observations of Hiragami-Hamada
et al. [437] where this CD swap lead to a swap in H3 affinity.

Figure 5.15 The normalized number of salt-bridges formed by the K14, R17 and K18
residues of the H3 tail from BE-Metad simulations with the various modelled HP1 sys-
tems. A salt-bridge was assumed if the basic residues’ guanidinium/butylammonium
group was within 3.4 Å of HP1 Asp/Glu residues’ acetate group [467].

5.5 Conclusion and Further Work

In this chapter, a large set of Biased-Exchange Metadynamics simulations is
used to sample the conformational landscape of the disordered N-terminal
domains of the three HP1α, HP1β and HP1γ subtypes – both in-isolation and
when bound to the H3K9met peptide. The WT HP1α NTD adopts an auto-
inhibited conformation that precludes its acidic residues from interacting with
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the basic H3 tail. This conformation can be modified by the phosphorylation
of Serine residues within the IDR to permit the ‘unconfining’ of the acidic
residues to facilitate H3 binding. In contrast, the HP1β and HP1γ subtypes
promote H3 binding through the synergetic interactions of the CD and NTD,
where specific inter-domain interactions in-turn orient negative residues to
facilitate H3 binding. Together, the results offer a structural hypothesis of H3-
HP1 binding where the tail’s 7ARKmetS10 segment serves as the hydrophobic
cage recognition motif while the extended H3 tail tunes affinity. Importantly,
this computationally predicted role for the distal end of the H3 tail correlates
with the experimentally observed effect where a swap of these basic residues to
Alanine abolishes HP1 binding [144, 437].

The results of the atomistic simulations within this chapter while offering
an interesting testable hypothesis of HP1 functioning, should be contextualized
as a subset of the large multi-domain interaction interface between HP1 and the
nucleosome that includes its CSD to the PxVxL H3 motif [468], hinge to DNA
[449] and even the CD to the nucleosomal surface [417, 447]. The work however
serves as an important basis for investigating the functional role of other post-
translational modifications in H3-HP1 interactions – the most relevant being
the simultaneous dual PTM of K9met and S10phos within the H3 tail [469–471]
that has been identified to function as a binary on-off switch [472, 473].



Chapter 6

Summary and Outlook

The use of Molecular Dynamics (MD) simulations to characterise protein confor-
mations dates back to 1977 when McCammon, Gelin and Karplus modelled the
globular 58 amino acid bovine pancreatic trypsin inhibitor for 8.8 ps [474]. The
field of protein MD simulations has since come a long way with the develop-
ment of software like the Folding@Home project [475] and hardware like Anton
[476] now even permitting the breach of the millisecond mark [195]. However,
despite Intrinsically Disordered Proteins (IDP) making up nearly 30% of the
human proteome [477], they had hitherto lagged considerably behind their
globular counterparts in their amenability to study through MD simulations
[134].

The gap has however closed considerably over the past decade due to
significant efforts along two directions – (1) the identification of the drawbacks
of traditional protein force fields in describing IDP conformations [169, 478, 479]
and the subsequent development of improved parameters [168, 361, 480, 481],
and (2) the development of enhanced sampling methodology to allow improved
modelling of the IDP phase space [198, 202, 211, 216] together with their efficient
computational implementations [182, 298, 297]. In this thesis, I attempted to
take advantage of these developments to understand the structural mechanisms
of functioning of disordered regions with a set of proteins that form the core
of chromatin structure – histones, linker histones H1 and the heterochromatin
protein HP1.

• In Chapter 3, a combination of enhanced-sampling MD simulations was
used to characterize the H1 linker histone protein when bound to the
nucleosome. The disordered carboxy-terminal domain adopts a predomi-
nantly disordered yet compact configuration that allows its positioning
between the two linker DNA strands and thereby enabling a screening
of the entering/exiting arms. In contrast, the short amino-terminal do-
main underwent a disorder-to-order transition to form an α-helix binding
one DNA strand. The asymmetric interactions of the disordered regions



117

in-turn induces an asymmetric nucleosome with unevenly curved DNA
strands. In addition, the work demonstrates how the delicate balance
of electrostatic interactions can be modified through the introduction of
post-translational modifications like phosphorylations.

• In Chapter 4, the enhanced sampling simulation methods were applied
to determine the molecular basis of the differential functioning of the
three different linker histone subtypes H1.0, H1.1 and H1.2. When iso-
lated in solution, the amino terminal domains of all three subtypes adopt
primarily unstructured conformations. However, a sequence analysis of
the NTDs suggests a built-in amphiphilicity where positive Lys residues
are at every third/fourth site – an arrangement ideal to form a positive
face when forming a helix. Correspondingly, the reduction of inter-Lysine
sidechain repulsion leads the domain to undergo a disorder-to-order tran-
sition to helical conformations. Crucially, this helical propensity and thus
the positive ‘face’ varies proportionally to the subtypes’ experimental
nucleosomal affinities.

• In Chapter 5, the MD simulations were applied to determine the molecular
basis for the differential affinities of the Heterochromatin Protein 1 (HP1)
α,β and γ subtypes for the methylated H3 histone. The disordered amino
terminal domains of HP1(s) display a sequestration of charged residues
towards opposite ends of the region – an arrangement whose interactions
are varied in a subtype-dependant manner to differentially unshackle the
negative residues to bind the positive H3 tail. Crucially, the simulations
also rationalize the roles of two distinct sequence effects identified to
promote H3 binding – (1) phosphorylation of Ser residues within the
NTD of the HP1α subtype and (2) acidic patches within the globular
chromodomains of the HP1β and γ subtypes.

The proteins investigated within this thesis however make up an extremely
small subset of the disordered proteome spectrum that makes up the genome
[107]. Transcription factors [90], activating domains [482], architectural proteins
[408] and PTM enzymes [483] all play significant roles in reading/modifying
chromatin structure and are made up of physiologically relevant disordered
regions. In fact, even the proteins investigated in this thesis possess subtypes
that are significantly divergent within their disordered segments. For example,
the H1x (H1.10) somatic linker histone subtype has been predicted to possess
a NTD with greater DNA affinity than even the H1.0 subtype modelled in
Chapter 4 [256]. Similarly, the CENP-A variant of the core histone H3 possesses
a disordered tail lacking the ARKmet motif [484] necessary for recognizing and
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binding HP1 [144]. Work in this thesis provides the basis extendable in a piece-
wise manner to understand the overlapping roles of the multitude of disordered
regions.

Work in this thesis also investigated the phosphorylation post-translational
modification that modifies the conformational preference of H1 and HP1 pro-
teins. However, IDPs are extensively decorated with a network of post-translational
modifications [154] and improvements in Mass-Spectrometry techniques [485]
are allowing the discovery of novel modifications [76] and modification sites
[263] – some with hitherto unidentified physiological roles [486, 487]. Pro-
vided the appropriate parameterization of the novel residues [488, 489], the
enhanced sampling methodology of this work is extendable to understand the
roles/functioning of these PTMs.

Finally, the atomistic modelling work in this thesis is computationally in-
expedient to understand chromatin structure beyond the nucleosomal scale.
However, the IDP ensembles generated from the enhanced sampling simula-
tions are mappable to generate bespoke coarse-grain parameters to allow their
impact on nanoscale chromatin to be more accurately modelled [490].
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