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Abstract

Over the last three decades financial derivatives, such as futures and options, have

become increasingly important to financial institutions for the purposes of trading

and risk management. In particular, commodity markets have undergone significant

growth in terms of volumes and diversity of traded contracts. The most significant

development since 2000 has been in the trading of commodity options. The London

International Petroleum Exchange1 (IPE) and the New York Mercantile Exchange

(NYMEX), as well as other exchanges, regularly introduce futures and options con-

tracts on different commodity products. Further, the growth of over-the-counter

trading in physical commodity options, such as oil, is increasing rapidly.

The values of most financial derivatives are based on the movement of the underly-

ing assets on which the derivatives are written. Consequently, it is not a trivial task

to quantify their price, although mathematics provides a powerful tool in order to

do so.

Over the last two decades, the behaviour of oil prices (which is one of the most impor-

tant of the world’s commodities) has become progressively more complex with many

factors, such as interest rates, net demand, Middle Eastern conflicts and economic

crises influencing its behaviour. The ability to capture the behaviour of oil prices

affects the subsequent accurate pricing of derivatives on oil, thereby enabling the

creation of successful portfolio investments and hedging strategies. Hence, studying

the uncertainty linked to future movements of oil prices and identifying the affective

factors on those movements, play an important role in financial decision making.

While existing models for underlying assets may be appropriate for certain classes

of assets at certain times, they may not be applicable to commodities such as oil.

1In 2005 its name was changed to the International Commodity Exchange (ICE).
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As such, new models and pricing formulae are needed which consider the special

characteristics of commodity prices.

The aim of this thesis, as its title suggests, is to study the dynamics of oil prices and

value a variety of financial derivatives on oil. In particular, the performance of var-

ious one-factor stochastic models (which include well-known and proposed models)

in their ability to explain the behaviour of crude oil prices is compared. Moreover,

based on various proposed models for oil, analytic and analytic approximation for-

mulae for the pricing of a variety of financial derivatives are derived and, where

possible, empirically examined.

Studying the dynamics of oil prices is the main objective of Chapter 2. In this

chapter, we summarise some of the most popular one-factor models found in the lit-

erature and identify some of their statistical properties. As well, based on empirical

tests, we propose new models for oil price behaviour which have a three-quarters

exponent in the diffusion term. The results of a Generalized Method of Moments

analysis, which we use to compare one-factor stochastic models in their ability to

capture the behaviour of Brent crude oil prices, show that our new proposed models

are not only acceptable in describing the behaviour of Brent crude oil prices but

perform better than current popular models.

In Chapter 3 we price futures contracts under one-factor models. In this chapter,

two analytic formulae for futures prices under the new proposed models are derived

and then used to calibrate market prices. Results from the calibration show that one

of our proposed models outperforms other popular models in fitting and forecasting

futures prices.

In Chapter 4, we continue to price futures contracts on oil but now incorporate two

sources of randomness, as all futures returns are not perfectly correlated. In this

chapter, net demand, interest rate and convenience yield are considered as addi-

tional factors to oil prices. Further, a regime switching model (which provides an

alternative way to determine the impact of the cycles of booms and busts in the
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commodity market) is also considered. Analytic formulae for futures contract prices

are derived for each proposed model.

The focus of Chapter 5 is on the accurate pricing of options on oil. In particu-

lar, we price European option contracts based on our proposed one-factor models,

which were considered improvements in describing the behaviour of Brent crude oil

prices. In this chapter, analytic formulae for pricing European option contracts and

simple analytic approximation formulae for pricing European call option contracts

are derived and then used to calibrate market prices. Results from the calibration

show that one of our analytic approximation formulae outperforms one of the most

well-known models in capturing market data.

In Chapter 6 we focus on pricing two types of popular exotic options on oil, that of

European crack spread and quotient option contracts. In this chapter, new univari-

ate and explicit (constant elasticity of variance) models are assumed. Under each

model, new analytic approximation formulae for pricing European crack spread and

quotient call option contracts are derived. These formulae are then used to cali-

brate market prices for European crack spread call option contracts. Results from

the calibration show that our univariate (explicit) proposed formula outperforms

other popular univariate (explicit) formulae in capturing market prices. In Chapter

7 we present our conclusion.
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Chapter 1

Introduction

Petroleum is a fossil fuel formed after millions of years from the remains of sea plants

and animals. In its natural state when it is collected it is called ‘crude oil’ and pro-

vides one of the world’s most crucial sources of energy. In 2012, oil provided about

33.10% of the world’s energy needs1 and in the future, oil is expected to continue to

provide a leading component of the world’s energy. Prices for crude oil often experi-

ence high levels of volatility. This has led to the need for producers and consumers

to hedge and trade risk associated with variations in oil prices. In response to this

need, commodity markets have grown significantly, especially since 2000 in terms of

volumes and variety of traded financial contracts called ‘derivatives ’ which include

futures, options and exotic options on oil. The price of a financial derivative depends

centrally upon finding suitable models to describe the movement of the underlying

asset on which the derivative is written. Broadly, this thesis focusses on modelling

and valuing oil derivatives. However, before we elaborate on this, in this chapter

we highlight some essential mathematics and financial information related to the

modelling and pricing of financial derivatives on oil. The information provided is by

no means exhaustive, but aims to provide the minimum background necessary for

the reader of this thesis. Further references will be given throughout the thesis.

1According to the British Petroleum Statistical Review of World Energy (June 2013).

1
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1.1 Stochastic Processes

1.1.1 Wiener process

A Wiener process (or Brownian Motion) is a continuous-time stochastic process.

More precisely, a stochastic process Z(= Zt) at times t ≥ 0 is a Wiener process

under a given probability measure P if

• Z0 = 0, by convention.

• Zt has stationary independent increments, i.e. if 0 ≤ s < t < u < v, then

Zt − Zs and Zv − Zu are independent random variables.

• Zt − Zs ∼ N(0, t− s), for 0 ≤ s < t,

where N(µ, σ) denotes the normal distribution under P, with a mean of µ and a

variance of σ2. A basic Wiener process for a process Z has an expected change per

unit time, or drift rate, of zero and a variance per unit time, i.e. variance rate, of

1.00.

1.1.2 Stochastic Differential Equations

We generally assume that a stochastic process P (= Pt) at times t ≥ 0 is driven

by a stochastic differential equation (SDE) or Itô process which describes its evo-

lution. A SDE typically consists of two components. The first component relates

to the expected change in P in a short time interval dt and the second describes

the uncertainty of the change in P . In this thesis we assume that the SDE has the

following general form

dP = µ(P, t)dt+ σ(P, t)dZ (1.1)

where, here and in the rest of this thesis, dZ represents an increment in a Wiener

process Z under a probability measure P. The terms µ(P, t) and σ(P, t) in equation
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(1.1) are called the drift and volatility of the process respectively. Equation (1.1)

can also be written as a stochastic integral equation as

Pt − P0 =

∫ t

0

µ(P, u)du+

∫ t

0

σ(P, u)dZu (1.2)

where
∫ t

0
σ(P, u)dZu is an Itô integral (see Section 1.1.3).

1.1.3 Stochastic Integral

The second integral in equation (1.2), i.e.
∫ t

0
σ(P, u)dZu, is an integral with respect

to increments in the Wiener process Z. The stochastic integral can be defined as

the mean square limit namely

∫ t

0

σ(P, u)dZu = lim
n→∞

n∑
j=1

σ(P, kj)(Ztj+1
− Ztj),

where 0 = t1 < t2 < ... < tn = t and kj ∈ [tj, tj+1]

subject to the boundedness of

E
[ ∫ t

0

σ2(P, u)du

]
<∞ . (1.3)

In this thesis E denotes expectation. Different choices of kj lead to different stochas-

tic integrals:

• Choosing kj = tj leads to an Itô integral, and we write the integral as
∫ t

0
σ(P, u)dZu.

• Choosing kj =
tj+tj+1

2
leads to a Stratonovich integral, and we write the integral

as
∫ t

0
σ(P, u) ◦ dZu.

A primary result from stochastic calculus (see for example Mikosch (1998)) is that

under the assumption (1.3) then an Itô integral has an equivalent Stratonovich
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integral representation which is given by the transformation formula:

∫ t

0

σ(P, u)dZu =

∫ t

0

σ(P, u) ◦ dZu −
1

2

∫ t

0

σ(P, u)
∂σ(P, u)

∂P
du . (1.4)

Here and in the rest of this thesis the Itô SDE has the form (1.1). Now by writing

(1.1) as a stochastic integral equation, then we can use (1.4) to replace the Itô

integral with the Stratonovich integral to get the Stratonovich SDE equivalent to

the Itô SDE, i.e.

dP = µ̄(P, t)dt+ σ(P, t) ◦ dZ, where µ̄(P, t) = µ(P, t)− 1

2
σ(P, t)

∂σ(P, t)

∂P
.

An advantage of a Stratonovich representation is that the calculus associated with

the Stratonovich integral coincides with ordinary calculus, i.e. the usual chain rule

for differentiation df(x) = f ′(x)dx holds for Stratonovich differentiation. Hence, the

Stratonovich representation can be useful for the solution of Itô differential equations

(DEs).

1.1.4 Itô’s Lemma

Itô’s lemma can be defined as the stochastic version of the chain rule for a determin-

istic variable. It relates small changes in a function of a random variable to small

changes in the random variable itself.

Itô’s Lemma : Let f(P, t) be a function of t and a stochastic process P where

dP = µ(P, t)dt+ σ(P, t)dZ . (1.5)

The variation of the dependent process df(P, t) can be described by

df(P, t) =

[
µ(P, t)

∂f(P, t)

∂P
+
∂f(P, t)

∂t
+
σ(P, t)2

2

∂2f(P, t)

∂P 2

]
dt+ σ(P, t)

∂f(P, t)

∂P
dZ .

(1.6)
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The proof of Itô’s Lemma can be found in Hull (2012).

1.2 Financial Contracts

1.2.1 Forward and Futures Contracts

A forward contract (or simply ‘forward’) is an agreement between two parties whereby

one party agrees to buy an underlying asset from the other party, on a certain spec-

ified future date (called the maturity date) for a certain specified price (called the

delivery price). The buyer is said to hold the long position, while the seller holds

the short position. The value of the contract V, is a function of the underlying spot

price, P, and the current time t; and also depends on the delivery price, K, and the

maturity date, T . The price of a forward is determined by way of insuring that the

value of the contract to both parties at the beginning of the contract is zero i.e.

V (P, 0;K,T ) = 0.

It should be clarified that the delivery price, or K, is held constant during the life

of the contract. The values of the forward contract to the long and short positions

fluctuate according to new information in the market. For example, the change on

net demand of the commodity or the spot price of the commodity will change the

value of the forward contract to both parties. The profit or loss of the forward

contract will be realised only at the maturity date, whereupon the long position

party pays K dollars to the short position who simultaneously delivers the under-

lying asset. The real profit (or loss) for the long position party can be calculated

by V (PT , T ;K,T ) = PT −K and V (PT , T ;K,T ) = K − PT for the short position

party, where PT is the price of the underlying asset at the maturity date.

Forwards are usually traded over-the-counter (OTC) between a supplier and con-

sumer or between two financial institutions in order to take a position on the relative

performance of the underlying asset.

A futures contract (or ‘futures’) is similar to a forward contract in its nature. This
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means that both futures and forward contracts are used to buy (or sell) an un-

derlying on a certain specified future date for a certain specified price. However,

technical differences between the contracts exist with the main differences being that

with futures contracts:

• They are traded on organized exchanges and their prices can be observed at

any moment in time.

• There is no credit risk, as the exchange market guarantees the contract.

• Both positions can close out their positions prior to the maturity date. This

can be done by taking an opposite position to the original position.

• They are marked-to-market2, so the futures price is updated daily according

to new information in the market.

• Their values differ from forwards only when the interest rate is stochastic3.

Most investors use forward and futures contracts to hedge the risk that they face

from fluctuations in futures prices. In particular, the uncertainty about the futures

price of a commodity can be removed by trading forward or futures contracts. It also

allows producers and consumers to determine their expected profits or expenses.

As an example, suppose that it is 01/01/2014, and the ABC company knows that it

will have to buy one million barrels of oil in June 2014 in order to produce its goods.

The ABC company can wait until June 2014 and then buy one million barrels of

oil from the spot market at the selling price on that day. Another strategy is that

the ABC company can hedge the price volatility risk by buying a 6-months forward

contract from the market now at $100 per barrel. The benefit of the forward contract

is that the company knows in advance the price they will pay for the million barrels

2The gains (or losses) are received (paid) at the end of each day during the life of the futures
contract to reset the value of the futures contract to both parties to zero.

3See Cox et al (1985).
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of oil. If the spot price on June 2014 is $98 per barrel and the ABC company decides

not to hedge, then one million barrels of oil will cost $98 million (which is less than

the $100 million). However, if the spot price is $104 per barrel, the one million barrels

of oil will cost $104 million (which is significantly more than the $100 million). In

summary, if the spot price on June 2014 is more than $100, the ABC company will

wish they had hedged. On the other hand, if the spot price is less than $100, the

ABC company will wish they had not hedged. From this example we must note

that the outcome with hedging may be better (or worse) than the outcome without

hedging, depending on the difference between the delivery price and the spot price

at maturity. Most importantly, the use of a forward contract avoids uncertainty and

possible disaster to the company should there be catastrophe such as a war, which

drives oil prices to a high level.

1.2.2 Options

A European option is a contract between two parties (a holder and a writer) which

gives the holder the right to buy or sell an underlying asset (or another financial

derivative) at a specified future date (called the expiry date) for a price agreed upon

at the opening of the contract (called the strike or exercise price). In particular, a

call option gives the holder the right to buy an underlying asset at the expiry date

(T ) for the set exercise price (K), while a put option gives the holder the right to

sell an underlying asset at the expiry date for the set exercise price. If the price of

an underlying asset at expiry T of the option contract is PT , then the value of a call

option at the expiry date ( called ‘the payoff ’) is given by max(PT −K, 0) and by

max(K − PT , 0) for a put option. It is necessary to clarify that European options

can be exercised only at the expiry date. An American option is another type of

option contract which is similar to a European option but has the additional feature

that is can be exercised at any time prior to the expiry date.

An option whose structure differs from standard calls and puts is referred to as an
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exotic option . A variety of exotic option contracts are available in the commodities

markets and allow the investor to take a position on the relative performance of the

underlying assets. Barrier options, Asian options and Digital options are examples

of exotic options (see for example Hull (2012)). The crack spread option, which

provides an important risk management tool to industrial consumers of oil, is another

example of an exotic option. It has a payoff which is based on the price difference

between two underlying assets. Given that the prices of the underlying assets at

expiry T of the option contract are P1T and P2T respectively, then the value of

the crack spread call option with exercise price K at the expiry option is given by

max(P1T − P2T − K, 0) and by max(K − (P1T − P2T ), 0) for the crack spread put

option. Another example of an exotic option which will be considered in this thesis is

the quotient option. It has a payoff which is based on the ratio of two underlying

assets, namely its payoff is given by max
(
P2T

P1T
−K, 0

)
for a quotient call option and

by max
(
K − P2T

P1T
, 0
)

for a quotient put option.

1.3 Fundamental Pricing Theorems

In this section we introduce the essential principles and theorems that are related

to pricing financial derivatives. Without loss of generality, we make the following

assumptions:

• The risk-free rate, r, is assumed constant. Hence, the discount factor for the

present value at time t for one currency unit at time T ≥ t is given by e−r(T−t).

• The spot price of an underlying asset P is driven by the SDE

dP = µ(P, t)dt+ σ(P, t)dZ . (1.7)

• The uncertainty in any financial market in the world can be defined on a

probability space (Ω,Ft,P) where Ω includes all possible events, Ft represents
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the filtration, that consists of all information about the underlying asset up to

time t and P is a risky probability measure.

A special type of probability measure is the risk-neutral measure Q under which

the underlying price process P (= Pt) adapted to Ft satisfies the following martingale

properties:

EQ
t (|Pt|) <∞ , ∀t . (1.8a)

EQ
t (e−r(T−t)PT ) = Pt 0 ≤ t ≤ T . (1.8b)

In this thesis the t subscript in EQ
t (with any probability measure) denotes an

expectation conditional on the filtration Ft. Hence, a risk-neutral measure is a

probability measure under which the current value of the financial asset at time t

is equal to the expected future payoff of the asset, discounted at the risk-free rate,

given the information structure available at time t. In order to derive fair values of

derivative contracts, the idea of ‘no-arbitrage’ is used, i.e. contract values are found

that preclude arbitrage opportunities. Mathematically, by a ‘no-arbitrage value’ of

a derivative claim, refers to its fair value under the risk-neutral measure Q. Buying

the derivative claim for its fair value implies that the expected returns on the two

investment strategies of buying the derivative claim and replicating it by trading in

the underlying asset and money market account, are equal to the risk-free rate. If

the derivative claim is not sold for its fair value, then arbitrage opportunities exist

and smart investors can earn riskless profits. In that case it can be said that the

efficient market hypothesis is violated. This is why no-arbitrage pricing methods

are used to price financial derivatives.

In the following, we state the first fundamental theorem of asset pricing, which

establishes a relationship between the no-arbitrage principle and the risk-neutral

measure.
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1.3.1 The First Fundamental Theorem of Asset Pricing

Theorem 1.3.1 The existence of a risk-neutral measure Q, that satisfies (1.8a,b),

implies the absence of arbitrage opportunity in the market.

1.3.2 Futures Prices on Investment Assets

By arbitrage arguments we can show that the current price of a futures contract

F (P, t), on an underlying investment asset with spot price P, that expires at time T

is given by F (P, t) = Per(T−t).

At time t, suppose that F (P, t) > Per(T−t), an investor could:

• Borrow P for T − t years at the risk-free rate r.

• Buy one quantity of the underlying asset.

• Take a short position in the futures contract.

At expiry (i.e. after T − t years), Per(T−t) is repaid to the bank and one quantity of

the underlying asset is sold for F (P, t). With this strategy, the investor will have a

profit of F (P, t)− Per(T−t).

On the other hand suppose that at time t, F (P, t) < Per(T−t), an investor could:

• Short sell one quantity of the underlying asset for P .

• Take a long position in the futures contract.

• Invest P for T − t years in a risk-free rate environment.

At expiry, the value of the initial investment P will have grown to Per(T−t). Also one

quantity of the underlying asset can be bought for F (P, t) and then used to close the

short position. With this strategy, the investor will have a profit of Per(T−t)−F (P, t).

Hence, to eliminate any arbitrage opportunity we should have F (P, t) = Per(T−t).
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1.3.3 Futures Prices on Commodity Assets

In the previous section, futures prices for investment assets were derived by arbitrage

arguments. In the case of commodities, additional factors need to be considered in

their pricing. These factors include storage costs and convenience yields.

Storage Costs and Convenience Yields

Unlike investment assets, producers and consumers of commodity assets normally

hold inventories as they can provide a number of services. For example, producers

and refiners (which are industrial consumers) hold inventories to regulate produc-

tion volume and avoid delays in delivery. Costs associated with storing a physical

commodity are known simply as storage costs, and include both storage and in-

surance costs. However, holders of a physical commodity can generate incomes,

known as convenience yields , that decrease as inventory increases. The conve-

nience yield can be simply defined as the benefits that are associated with holding

physical commodities. An example of these benefits is the ability to profit when

the market experiences shortages. Adjusting the storage costs by adding financing

costs and subtracting the convenience yield is known as the cost of carrying a

physical commodity. This concept can be used to explain the term structure of the

commodity futures market. When the cost of carry is positive (which means that

storage costs plus financing cost are higher than the convenience yield), then holding

the physical commodity would be costly. As a result, the futures price tends to be

above the spot price (the commodity market is in contango4). Conversely, when the

cost of carry is negative then the futures price tends to be below the spot price (the

commodity market is in backwardation5).

In order to price futures contracts on commodity assets we use the first fundamental

theorem of asset pricing, which states that the existence of a risk-neutral measure

4The commodity market is in contango when the futures price is higher than the spot price.
5The commodity market is in backwardation when the futures price is lower than the spot price.
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Q implies that the discounted no-arbitrage price processes of all financial claims are

martingales under the risk-neutral measure Q. As it costs nothing to enter into a

futures contract, oil prices (and commodity prices in general) are martingales with

respect to a risk-neutral measure Q, i.e. F (P, t) = EQ
t (PT ). This also follows from

arbitrage arguments. If F (P, t) < EQ
t (PT ) then an investor could on average profit

by routinely holding F (P, t); while if F (P, t) > EQ
t (PT ) the investor could profit by

routinely selling F (P, t).

1.3.4 Finding The Risk-Neutral Measure

Complete and Incomplete Markets

In order to understand the second fundamental theorem of asset pricing, it is neces-

sary to define complete and incomplete markets. A market is complete when every

financial derivative on an underlying asset with value P , can be uniquely replicated

by holding positions in the underlying asset and in a money market account. How-

ever, in an incomplete market, replicating portfolios are not possible and so perfect

risk transfer is not possible. The weather derivatives market is an example of an

incomplete market; this is because the underlying asset (i.e. temperature) is not

tradable. In such a situation, the market price of risk allows us to assess the market

prices of the derivative dependent on the underlying process, and then we can ex-

press our source of uncertainty in terms of monetary value. In general, the market

price of risk λ(P, t) for holding a risky asset with value P that follows SDE (1.7)

can be defined by6

µ(P, t)− rP = σ(P, t)λ(P, t) . (1.9)

Equation (1.9) interprets the market price of risk as the excess return over the risk-

free rate per unit of volatility that we expect to receive for holding a risky asset. It

6See Hull (2012) for the derivation.
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is necessary to clarify that in a complete market, the market price of risk is unique

and completely specified. However, in an incomplete market the market price of risk

is unspecified and expresses different attitudes towards risk.

In the following, we state the second fundamental theorem of asset pricing, which

relates the uniqueness of the risk-neutral measure with the completeness of the

market.

The Second Fundamental Theorem of Asset Pricing

Theorem 1.3.2 A financial market is complete if and only if there exists a unique

risk-neutral measure Q that is equivalent to the risky measure P.

The search for the risk-neutral measure Q involves moving to a world where all

investors are risk-neutral. Then the expected return on every underlying asset is

the risk-free rate and the expected return earned by holding any financial derivative

based on the underlying asset is also equal to the risk-free rate. To find such a

measure, we define dZ̃ = dZ + λ(P, t)dt, where λ(P, t) can be obtained from (1.9).

Substituting dZ̃ into our SDE (1.7) yields dP = rPdt + σ(P, t)dZ̃. Now it is clear

that the expected return on P will be the risk-free rate if Z̃ is a standard Wiener

process. Hence, the search for the risk-neutral measure Q can be replaced by the

search for a probability measure Q∗ under which Z̃ is a standard Wiener process.

The following Girsanov theorem states that for an appropriate choice of λ(P, t),

there is a probability measure Q∗ under which Z̃ is a standard Wiener process.

Girsanov Theorem

Theorem 1.3.3 If Z is a Wiener process with probability measure P and λ∗(P, t)

is a function that satisfies the Novikov condition of boundedness i.e.

EP
[

exp(
1

2

∫ t

0

|λ∗(P, u)|2du)

]
<∞ ,
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then there is an equivalent probability measure Q∗ such that dZ̃ = dZ + λ∗(P, t)dt

where Z̃ is a Wiener process under Q∗.

It is important to clarify that the equivalent probability measure Q∗ is not necessarily

the risk-neutral measure Q. In particular, choosing λ∗(P, t) to be the market price of

risk, which makes the expected return on P equal to the risk-free rate, ensures that

the probability measure Q∗ is a risk-neutral measure. In other words, λ∗(P, t) =

λ(P, t) implies that Q∗ = Q.

1.3.5 Connections Between Partial Differential Equation and

SDE

The Feynman-Kac theorem is an important tool in this thesis as it establishes a link

between the expected value of the derivative payoff under the risk-neutral measure

Q with the solution of a particular form of partial differential equation (PDE). If

the stated PDE in the Feynman-Kac theorem is the governing PDE for a derivative

price, then the solution of the PDE (which can found analytically or numerically)

is the expected value of the derivative payoff under the risk-neutral measure Q.

Feynman-Kac Theorem (with risk-neutral measure)

Theorem 1.3.4 Consider a stochastic process P (= Pt) driven by the risk-neutral

SDE

dP = µ(P, t)dt+ σ(P, t)dZ̃ , (1.10)

where µ(P, t) and σ(P, t) are known functions and Z̃ is a Wiener process under the

risk-neutral measure Q. Then the following PDE

∂V (P, t)

∂t
+ µ(P, t)

∂V (P, t)

∂P
+

1

2
σ2(P, t)

∂2V (P, t)

∂P 2
− u(P, t)V (P, t) = 0 (1.11)
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subject to the final condition V (P, T ) = ϕ(P ), where u(P, t) and ϕ(P ) are known

functions, has a solution that can be written as a conditional expectation under the

risk-neutral measure Q, namely

V (P, t) = EQ
t

[
e−

∫ T
t u(Ps,s)dsϕ(Ps)

]
. (1.12)

Note that in this theorem the probability measure need not be the risk-neutral

measure. However, it is of particular importance in the pricing of derivatives when

the probability measure is taken to be the risk-neutral measure.

1.4 Approaches to Pricing Financial Derivatives

From the Feynman-Kac theorem, we see that no-arbitrage prices for derivative con-

tracts, that are based on an underlying asset whose risk-neutral dynamics follow

(1.10) can be found by either using risk-neutral expectations (1.12) under a risk-

neutral measure Q or by solving the appropriate PDE (1.11). These two approaches

are employed in this thesis in order to price financial derivatives.

1.4.1 Solving the Governing PDEs

Once a differential equation is formulated to describe a particular problem, it is then

a matter of obtaining solutions to the equation, given certain boundary and initial

or final conditions. These solutions can be exact (analytic), approximate analytic

or numerical. In this section, we highlight the Black and Scholes (1973) PDE for

pricing European options and the associated formulae for the values of call and put

options which are based on solving the governing PDE. Then, we describe two of

the most popular techniques for finding exact and approximate analytical solutions

of differential equations.



1.4. Approaches to Pricing Financial Derivatives 16

The Black-Scholes Formula

The Black-Scholes formulae for pricing European vanilla option contracts can be

considered as the most famous result in the area of financial mathematics. The

work of Black and Scholes (1973) has provided a new way for pricing and hedging

financial derivatives. In this section, we briefly highlight the derivation of the Black-

Scholes PDE and state the analytic solutions for call and put options.

Firstly, the Black-Scholes model makes a number of assumptions:

• The price of the underlying asset, P , that provides a dividend yield at rate D

can by described by the following risk-neutral SDE

dP = (r −D)Pdt+ σPdZ̃ . (1.13)

• Borrowing and lending of any amount of cash, at the risk-free rate, is possible.

• Borrowing and lending of any amount of the underlying asset is possible (this

includes short selling).

• Investors can continuously trade in the underlying asset without transaction

costs.

• Arbitrage opportunities are precluded.

Now construct a portfolio (with value π) consisting of a long position of a European

call option contract with value C and ∆ short positions in the underlying asset.

Hence,

π = C −∆P .

In a short time step dt, the change in the portfolio’s value (dπ) can be found by

applying Itô’s Lemma (see Section 1.1.4). The central idea of the Black-Scholes

argument is that with a judicious choice of ∆ = ∂C
∂P

the risk in the portfolio is
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eliminated, so by arbitrage the portfolio should earn the risk-free interest rate r,

i.e. dπ = rπ. This leads to the PDE governing the price of a European call option

contract, C(P, t), with strike price K and expiry T as

∂C

∂t
+ (r −D)P

∂C

∂P
+
σ2P 2

2

∂2C

∂P 2
− rC = 0 (1.14a)

subject to the final condition

C(P, T ) = max(P −K, 0) . (1.14b)

Equation (1.14a) is known as the Black-Scholes PDE and its solution provides a

closed-form formula for the option’s price at time t, namely

C(P, t) = Pe−D(T−t) N(d1)−Ke−r(T−t) N(d2) , (1.15a)

where d1 =
ln( P

K
) + (r −D + σ2

2
)(T − t)

σ
√
T − t

, (1.15b)

d2 = d1 − σ
√
T − t . (1.15c)

where N(·) is the cumulative standard normal distribution function.

Similarly, the Black-Scholes PDE governs the price of a European put option con-

tract, U(P, t), with strike price K and expiry T but subject to the final condition

U(P, T ) = max(K − P, 0) .

The solution for the European put option is given by

U(P, t) = Ke−r(T−t) N(−d2)− Pe−D(T−t) N(−d1) . (1.16)

where d1 and d2 are given in (1.15b,c).
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Lie Classical Symmetry Method

The Lie Classical Symmetry Method is one of the most popular techniques for find-

ing exact solutions of differential equations and was initiated by Sophus Lie in 1881

(Lie (1881)). This method transforms every solution of a differential equation to an-

other solution of the differential equation. In this thesis the Lie Classical Symmetry

Method is used to find a reduction of a second order PDE in one dependent variable

and two (or three) independent variables. Suppose we have a governing PDE

Λ
(
x, t,

∂V

∂x
,
∂V

∂t
,
∂2V

∂x2
,
∂2V

∂x∂t
,
∂2V

∂t2
) = 0 (1.17)

where the dependent variable is V and independent variables are x and t. We seek

a one parameter ε Lie group of transformations, in infinitesimal form

x∗ =x+ εX(x, t, V ) +O(ε2) (1.18a)

t∗ =t+ εT̄ (x, t, V ) +O(ε2) (1.18b)

V ∗ =V + εν(x, t, V ) +O(ε2) (1.18c)

which leaves (1.17) invariant. The coefficients X, T̄ and ν of the infinitesimal

symmetry are often referred to as ‘infinitesimals’. Each one parameter Lie group

(x∗, t∗, V ∗) is obtained by exponentiating its infinitesimal generator given by

Ψ = X(x, t, V )
∂

∂x
+ T̄ (x, t, V )

∂

∂t
+ ν(x, t, V )

∂

∂V
. (1.19)

This is equivalent to solving

dx∗

dε
= X(x∗, t∗, V ∗) ,

dt∗

dε
= T̄ (x∗, t∗, V ∗) ,

dV ∗

dε
= ν(x∗, t∗, V ∗) (1.20)
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subject to the initial condition

(x∗, t∗, V ∗)|ε=0 = (x, t, V ) . (1.21)

The invariant requirement of (1.17) under (1.18a-c) is given by

Ψ(2)Λ|Λ=0 = 0 (1.22)

where Ψ(2) is the second extension of Ψ extended to the second jet space, coordi-

natised by x, t, ∂V
∂x
, ∂V
∂t
, ∂

2V
∂x2 ,

∂2V
∂x∂t

, ∂
2V
∂t2

. Equation (1.22) is a polynomial equation in a

set of independent functions of the derivatives of V . As the equation must be true

for arbitrary values of these independent functions, their coefficients must vanish,

leading to an over-determined linear system of equations known as the determining

equations for the coefficients X(x, t, V ), T̄ (x, t, V ) and ν(x, t, V ). Then for known

functions X(x, t, V ), T̄ (x, t, V ), ν(x, t, V ), invariant solutions V corresponding to

(1.18) satisfy

ν(x, t, V ) = X(x, t, V )
∂V

∂x
+ T̄ (x, t, V )

∂V

∂t
. (1.23)

Equation (1.23) is called the invariant surface condition (ISC) and can be solved as

a first order PDE by the method of characteristics to yield the functional form of

the similarity solution in terms of an arbitrary function, φ(z)

V = g(x, t, φ(z)), z = z(x, t) . (1.24)

Substituting (1.24) into (1.17) yields an ordinary differential equation (ODE) in

φ(z). However, not all generators that reduce a given PDE might be appropriate to

solve the problem when there is a given imposed initial (or final) condition. Given

an initial condition V (x, 0) = f(x), one way to determine appropriate generators is

to ensure that the initial condition is invariant under the symmetry i.e. Ψ(t) = 0|t=0
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and Ψ(V − f(x)) = 0|V=f(x), t=0 (e.g. see Bluman and Kumei (1989)). This is a

sufficient but not a necessary condition. Alternatively, a less restructure condition

for a diffusion equation of the form ∂V
∂t

= Y (x, t, V, ∂V
∂x
, ∂

2V
∂x2 ) is that

X
(
x, 0, f(x)

)
f ′(x) + T̄

(
x, 0, f(x)

)
Y
(
x, 0, f(x), f ′(x), f ′′(x)

)
= η
(
x, 0, f(x)

)
.

(1.25)

See Goard (2003), Ibragimov (1994) and Bluman and Kumei (1989) for a more

detailed explanation of symmetries.

The Perturbation Method

In this thesis, perturbation methods are used to find analytic approximation solu-

tions to PDEs which cannot be solved analytically. Generally with this method,

we either have, or can introduce, a small parameter ε, 0 < ε � 1 and assume

that the solution of our PDE, say V (x, t), can be written as a series in ε, i.e.

V (x, t) =
∑∞

i=0 ε
iVi(x, t). Substituting the series into our PDE yields a system of

PDEs for Vi(x, t) which can be obtained by equating powers of ε. Solving the sys-

tem yields an approximate solution V (x, t) =
∑N

i=0 ε
iVi(x, t). If the approximated

solution is valid over the whole domain to O(εN+1), then it can be said that our

PDE is solved by the regular perturbation method.

However, the approximated solution obtained by the regular perturbation method

might only be valid in a sub-domain and be invalid in other sub-domains, which

consist of small areas in which that approximation is not accurate. These areas are

referred to as transition, boundary or interior layers. In these cases, the singular

perturbation method can be used to find an approximate solution over the whole

domain. The singular perturbation method can be summarised in the following

steps:

• We construct a regular perturbation expansion in the original variable (called

the outer expansion). The outer expansion will be valid away from the bound-
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ary layer.

• We introduce an inner variable, which can be obtained by rescaling the original

variable. Then, we construct a regular perturbation expansion in the inner

variable (called the inner expansion). The inner expansion will be valid in the

boundary layer.

• We match the outer and inner expansions to get a uniform expansion which

is uniformly valid over the whole domain.

For a more detailed explanation, we refer the reader to Murdock (1999) and Paulsen

(2013).

1.4.2 Risk-Neutral Expectation

The transition density function of the underling process dP = µ(P, t)dt+σ(P, t)dZ,

denoted Tr(P, t; y, T ), can be defined as

Pr(a < P < b at time T | P at time t) =

b∫
a

Tr(P, t; y, T )dy (1.26)

and satisfies the backward Kolmogorov equation, i.e.

∂Tr

∂t
+

1

2
σ2(P, t)

∂2Tr

∂P 2
+ µ(P, t)

∂Tr

∂P
= 0 . (1.27)

subject to Tr(P, T ; y, T ) = δ(P − y) and
∫∞

0
Tr(P, t; y, T ) dy = 1 ∀t, where δ is the

Dirac delta function (see e.g. Spiegel (1967)).

From the Feynman-Kac theorem, as the current price of any financial derivative (say

V (P, t)) with expiry T , given the current asset price P can be found by computing

the expected payoff of the financial derivative at time T discounted for a period

T − t at the risk-free rate r, we can use the transition density function to compute



1.4. Approaches to Pricing Financial Derivatives 22

the expected value i.e.

V (P, t) = e−r(T−t) EQ
t [h(PT )] = e−r(T−t)

 ∞∫
0

h(y) Tr(P, t; y, T ) dy

 ,

where h(·) is the payoff function of the financial derivative.

1.4.3 Numerical Approaches

In this section we summarise two numerical methods used to price option contracts

in this thesis.

Monte Carlo

As mentioned at the beginning of Section 1.4, the arbitrage price for derivative

contracts that are based on an underlying asset whose risk-neutral dynamics follow

(1.10) can be found by either using risk-neutral expectations (1.12) or by solving

the appropriate PDE (1.11). In many cases, analytic solutions for the appropriate

PDE and the transition density function do not exist. In these cases, the use of

the Monte Carlo method becomes attractive. Valuing a financial derivative by the

Monte Carlo method basically involves simulating paths of the stochastic process

(or multiple processes) used to describe the evolution of the underlying asset prices.

Generally, the use of the Monte Carlo method to price a financial contract can be

summarised in three steps:

• Simulate N sample paths of the underlying asset price over the life of the

financial contract (usually [t, T ], i.e. [current time, expiry of the financial

contract]).

• At a given time t0 (t ≤ t0 ≤ T ), calculate the payoff of the financial contract

for each sample path.
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• The value of the financial contract at time t0 can be approximated by averaging

the discounted payoffs.

The main advantage of the Monte-Carlo method is that it is an easy technique that

can be used in the pricing of a variety of complicated types of financial contracts.

For a more detailed explanation, we refer the reader to Glasserman (2003), McLeish

(2005) and Wang (2012).

Finite-Difference Method

The finite-difference method (FDM) is one of the most popular methods for finding

numerical solution of DEs. As such it is a useful technique to use to obtain accurate

numerical solutions to a variety of problems arising in pricing financial derivatives.

The use of the FDM to find the solution of a parabolic PDE in one dependent

variable, V, and two independent variables, (x, t), requires setting up a ‘grid’ in

space x and time t. So we discretise over the region [0, X]× [0, T ]:

• In the x direction with grid spacing ∆x = X
m+1

, where X is the largest value

of the variable x. Hence xi = i∆x where 0 ≤ i ≤ m+ 1.

• In the t direction with grid spacing ∆t = T
n+1

, where T is the largest value of

the variable t. Hence tj = j∆t where 0 ≤ j ≤ n+ 1.

The (i, j)th point on our grid represents V (i∆x, j∆t) and we write V (i∆x, j∆t) =

Vi,j.

The main idea of the FDM is to use Taylor series expansions to represent the deriva-

tives that arise in the PDE. The forward, backward and central difference approxima-

tions are the most common finite-difference approximations, which are respectively
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given by

∂V

∂x
=
V (x+ ∆x, t)− V (x, t)

∆x
+O(∆x) =

Vi+1,j − Vi,j
∆x

+O(∆x) (1.28a)

∂V

∂x
=
V (x, t)− V (x−∆x, t)

∆x
+O(∆x) =

Vi,j − Vi−1,j

∆x
+O(∆x) (1.28b)

∂V

∂x
=
V (x+ ∆x, t)− V (x−∆x, t)

2∆x
+O(∆x2) =

Vi+1,j − Vi−1,j

2∆x
+O(∆x2) .

(1.28c)

Equations (1.28a-c) can be used to approximate the second derivative, for example

the backward difference on ∂V (x+∆x,t)
∂x

and ∂V (x,t)
∂x

can be used to get an approximation

to ∂2V
∂x2 , namely

∂2V

∂x2
=
Vi+1,j − 2Vi,j + Vi−1,j

(∆x)2
+O(∆x2) . (1.29)

Depending on which combination of differences we use in discretising the PDE we

will obtain either an explicit or implicit approach. Each of these approaches results

in equations which can be solved for the dependent variable, Vi,j. Now with the

known values V at X and T we can find the values of our dependent variable at the

boundary and final conditions, i.e.

V (0, j∆t), 0 ≤ j ≤ n+ 1 (1.30a)

V (X, j∆t), 0 ≤ j ≤ n+ 1 (1.30b)

V (i∆x, T ), 0 ≤ i ≤ m+ 1 (1.30c)

With the explicit approach, the value of each point on our grid (say Vi,j) is found by

using the known values at later times, namely Vi−1,j+1, Vi,j+1 and Vi+1,j+1. However,

with the implicit approach, the value of each point in our grid is found by using

the known value at the later time, namely Vi,j+1, and the unknown values at the

same time, namely Vi−1,j and Vi+1,j. Hence, this method requires solving a system

of linear equations for all values at time step j. For a more detailed explanation, we
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refer the reader to Morton and Mayers (1994) and Wilmott (1998).

The numerical solution is expected to tend to the exact solution of the PDE as the

grid spacings tend to zero. The simplicity and accuracy are the main advantages

of the FDM. However, the stability of the approximate solution could be a problem

(especially the explicit method) and care needs to be taken when using the method.

1.5 Literature review

1.5.1 Models for Oil Prices

One of the earliest one-factor models used to describe the behaviour of commodities

prices was the Geometric Brownian Motion (GBM) model, which assumes that the

change in commodity prices can be described by dP = µPdt+ σPdZ, where µ and

σ are constant.

Based on this model, Brennan and Schwartz (1985) established the relationship be-

tween the spot and futures prices that incorporated a convenience yield. In their

model, the interest rate and convenience yield were assumed to be known and con-

stant. Similarly, Gabillon (1991) derived a closed form solution for futures prices

of oil assuming futures prices depended only on the spot price of oil and the cost

of carry of physical oil. However, he observed that the term structure in backwar-

dation could not be described by his formula. Gabillon then extended his formula

by assuming that the convenience yield also affected the futures price. Under this

assumption Gabillon obtained a formula for futures prices that could describe back-

wardation and contango states. However, he observed that there was a discontinuity

when changing from backwardation to contango and vice versa, and that using the

GBM model to value financial derivatives could lead to unreasonable over- or under-

valuations.

Other authors argue that the effect of supply and demand in the commodity, re-

sults in a mean-reversion property for its prices. Various mean-reverting one-factor
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models can be found in the literature. These include those of Dixit and Pindyk

(1994), Ross (1995), Bjerksund and Ekern (1995) and Schwartz (1997). Schwartz

(1997) is renowned for one of the most well-known mean-reverting one-factor models

for oil prices. He assumed that the spot price followed the mean reverting model

dP = ηP (µ− ln(P ))dt+ σPdZ and derived an analytic solution for futures prices.

Advantages of the use of one-factor models include their simplicity and tractability,

i.e. it can be easier to derive closed and simple formulae for futures (and other

derivative) prices under these models. It is these types of formulae that are pre-

ferred by traders and can easily describe the behaviour of futures prices. However,

empirical studies by Barren (1991) and Schwartz (1997) indicate that one-factor

models are often too restrictive to explain derivative prices. This indicates the need

for an extra state variable to take into account, which produces richer shapes of

curves compared with one-factor models. Fama and French (1987) and Miltersen

and Schwartz (1998) provided evidence that the convenience yield should be spec-

ified by a stochastic process. This belief was supported by Ribeiro and Hodges

(2004) who agreed that one-factor models were inappropriate as they did not take

into account the inventory-dependence property of the convenience yield. Certainly

a not-very-desirable implication of one-factor models is that all futures returns are

perfectly correlated.

In order to achieve a more realistic stochastic behaviour of oil prices, various two-

factor models have been introduced since 1990. The second factor is usually taken

to be either the convenience yield or long-run mean. One of the most well-known

models for commodity prices with convenience yield as a second factor was originally

introduced by Gibson and Schwartz (1990). They assumed a risk-neutral process

where the spot price of the commodity, P , follows a GBM and the convenience yield,

δ, follows a mean-reverting Ornstein-Uhlenbeck (OU) process and is correlated with
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the spot price; namely the risk-neutral joint process

dP = (r − δ)Pdt+ σ1PdZ̃1 (1.31a)

dδ = k(α− δ)dt+ σ2dZ̃2 (1.31b)

where Corr(dZ1, dZ2) = ρdt . (1.31c)

The authors used a numerical method to solve the governing PDE for the futures

price. Then in 1997, Schwartz presented an analytic solution for futures contract

prices7 under (1.31a-c). Schwartz empirically showed that the suggested model

(1.31a-c) clearly outperformed the one-factor model, i.e. dX = k(α − X)dt + σdZ

where X = ln(P ), in fitting oil, gold and copper futures prices. Ribeiro and Hodges

(2004) replaced the OU process for the convenience yield in the Schwartz (1997)

model by the Cox-Ingersoll-Ross (CIR) model and assumed that the volatility of

spot price was proportional to the square root of the convenience yield i.e.

dP = (µ− δ)Pdt+ σ1P
√
δdZ1 (1.32a)

dδ = k(α− δ)dt+ σ2

√
δdZ2 (1.32b)

where Corr(dZ1, dZ2) = ρdt . (1.32c)

Under (1.32a-c) Ribeiro and Hodges derived a closed form solution for futures prices

and empirically compared their model with the Gibson and Schwartz (1990) model.

They concluded that their proposed model slightly outperformed the Gibson and

Schwartz (1990) model in fitting light crude oil futures prices. However, Ribeiro and

Hodges indicated that the results of the empirical comparison was affected by the

peculiarity8 of the sample.

One of the earliest models for commodity prices with long-run price as a second

7The solution was derived by Jamshidian and Fein (1990) and Bjerksund (1991).
8The peculiarity of the data set used was that no contango states were observed for a significant

period of time.
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factor was introduced by Gabillon (1991). He assumed that there was a long-run

price of oil, L, for delivery at infinite time which was correlated with the process of

the spot price and could be described by a stochastic process. He suggested that

the spot price of oil and the long-run price follow the risk-neutral joint process

dP = (r − δ(P,L))Pdt+ σ1PdZ̃1 (1.33a)

dL = σ2LdZ̃2 (1.33b)

where Corr(dZ1, dZ2) = ρdt . (1.33c)

Under a special form of convenience yield (δ(P,L) = a ln(P
L

) + b), where a and

b are constant), Gabillon derived a closed-form for the price of futures contracts.

Moreover, Pilipovic (1997) derived a closed form for pricing futures contracts under

the assumption that the spot price reverts to its long-term equilibrium price, θ,

and the long-term equilibrium follows a GBM process namely the risk-neutral joint

process

dP = α(θ − P )Pdt+ σ1PdZ̃1 (1.34a)

dθ = αθdt+ σ2θdZ̃2 . (1.34b)

Schwartz and Smith (2000) modelled the short (ξ) and long (υ) term variations of

commodity prices with stochastic processes. The long term variation is assumed to

follow the Arithmetic Brownian Motion (ABM), while the short term variation is

assumed to revert to zero and follow the OU process i.e.

ln(P ) = ξ + υ (1.35a)

dξ = −ηξdt+ σ1dZ1 (1.35b)

dυ = µdt+ σ2dZ2 (1.35c)

where Corr(dZ1, dZ2) = ρdt . (1.35d)
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Based on this model Schwartz and Smith derived a formula for futures prices.

Korn (2005) generalised the Schwartz and Smith (2000) model by allowing two

mean-reverting stochastic factors, thereby implying spot and futures prices to be

stationary.

Various extensions to two-factor models can be found in the literature. These in-

clude three-factor models (see for example Schwartz (1997), Miltersen and Schwartz

(1998), Hilliard and Reis (1998), Cortazar and Schwartz (2003)) and jump models

(see for example Dias and Rocha (1999)).

1.5.2 Pricing Options on Oil

One of the earliest works on pricing options was due by Bachelier (1900), who derived

a closed formula for valuing European option contracts. He assumed that the change

in stock prices followed an ABM, i.e. dP = µdt + σdZ. The main disadvantages

of Bachelier’s work, as noted by Merton (1973) and Smith (1976), were ignoring

the time value of money and using the ABM for the underlying prices movements,

which can yield negative values for their prices. Subsequently, in order to address

the second disadvantage, in most of the works on pricing options the change in the

underlying price is usually assumed to follow a GBM. Sprenkle (1961) derived a

closed formula for valuing option contracts under the assumption that investors had

risk aversion tendencies. However, the use of Sprenkle’s formula requires estimation

of two arbitrary parameters, namely the degree of risk aversion and the average rate

of growth of the underlying price. Boness (1964) improved Sprenkle’s formula by

taking into account the time value of money. In the Boness formula the expected

rate of return of the underlying is used as a discounting rate. Samuelson (1965)

derived a closed formula for valuing option contracts under the assumption that the

option and underlying asset have different levels of risk. The main disadvantages of

the formulae of Sprenkle, Boness and Samuelson is that each of their formulae in-

clude one or two unobservable parameters. Samuelson and Merton (1969) suggested
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that the option value should be a function of the underlying price and that the

discount rate should satisfy a hedging strategy where investors can hold an option

with a certain amount of the underlying asset. Samuelson and Merton derived a

formula for pricing option contracts based on a utility function approach. Thorp and

Kassouf (1967) derived an empirical formula for pricing warrants9. In this formula

the ratio of the underlying asset in order to have a hedging position was determined.

Black and Scholes (1973) derived the well-known closed formula for pricing option

contracts. Schwartz (1977) suggested the finite difference method to solve a special

case of the Black-Scholes PDE in which the underlying pays discrete dividend yields

and also derived the optimal strategy for exercising American options. Brennan

and Schwartz (1978) noted that the approximate solution of the Black-Scholes PDE

by using the finite difference method was equivalent to approximating the diffusion

process of the underlying asset by a jump process.

Empirical studies on the performance of the Black-Scholes model showed that the

model could be seriously mispricing real market prices (see for example Duan (1999)).

Consequently, various extensions to the Black-Scholes model have been developed.

These include models with stochastic volatility (see for example, Hull and White

(1987), Johnson and Shanno (1987), Scott (1987), Wiggins (1987) and Heston

(1993)), models with jump-diffusions (see for example, include Naik and Lee (1990)

and Bates (1996) ) or models with both stochastic volatility and jumps (see for

example, Scott (1997) and Bakshi et al (1997)).

For pricing options on futures, Black (1976) indicated that the Black-Scholes for-

mula could be used to price such options, by simply taking into account the facts

that it costs nothing to enter into a futures contract and that futures contracts could

be considered as an underlying asset that pays a dividend yield equal to the interest

rate. However, various studies noted that the mean-reverting property of commodity

markets was not considered in the Black and Scholes (1973) approach (see for exam-

9Warrants can be considered as call options, but they are issued and guaranteed by a company.
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ple Ross (1995) and Schwartz (1997)). Ramaswamy and Sundaresan (1985) studied

the pricing of options on futures with constant and stochastic interest rates. Fur-

ther, Turnbull (1991) derived closed-form solutions for European option contracts

written on interest rate forward and futures contracts. Hilliard and Reis (1998)

considered stochastic convenience yields, stochastic interest rates, and jumps in the

commodity spot price and derived a closed-form solution for pricing European op-

tions on commodity futures. Similarly, Miltersen and Schwartz (1998) considered a

three-factor stochastic model (which included interest rates, convenience yields and

spot price of the underlying commodity as sources of randomness) and obtained

closed-form solutions for pricing options on futures and forwards. Recently, based

on the mean-reverting model dP = ηP (µ− ln(P ))dt+ σPdZ (which was suggested

by Schwartz (1997)), Skorodumov (2008) derived a closed-form formula (based on

the Black and Scholes (1973) framework) for pricing vanilla call and put options on

oil futures.

1.5.3 Pricing Spread Options

One of the earliest works on pricing spread options is due to Margrabe (1978), who

derived a closed-form formula for valuing spread options with zero strike (known

as exchange options). This formula is based on the assumption that the change

in underlying prices follows two correlated GBMs. Similarly, Fu (1996) derived a

closed-form formula for valuing interest rate exchange options. In the case of non-

zero strike, the resulting spread does not have a closed-form solution for the density

function (see Carmona and Durrleman (2003)). This is problematic when adapting

the direct approach in pricing spread option contracts, i.e. finding the expected

payoff under the risk-neutral measure Q, which involves solving the following double-
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integral problem

C(F1, F2, t) =e−r(T−t)EQ
t

[
max(F1T − F2T −K, 0)

]
=e−r(T−t)

[ ∫ ∞
0

∫ ∞
0

max(F1T − F2T −K, 0) f(F1T | F2T ) dF1T dF2T

]
=e−r(T−t)

[ ∫ ∞
0

∫ ∞
max(F2T+K,0)

(F1T − (F2T +K)) f(F1T | F2T ) dF1T dF2T

]
(1.36)

to find the price C(F1, F2, t) at time t. In (1.36) f(F1T | F2T ) is the joint density

function of F1T given F2T . Various solution techniques can be found in the literature

to approximate spread option values (see for example Ravindran (1993), Shimko

(1994), Bjerksund and Stensland (1994), Pearson (1995), Kirk (1995) and Carmona

and Durrleman (2003) ).

Wilcox (1990) derived a formula for valuing call spread options with the assumption

that under the risk-neutral measure the spread itself follows the ABM. However,

the Wilcox pricing formula does not satisfy the relevant PDE for the dynamics of

hedging. Poitras (1998) assumed that the changes in both underlying prices follow

ABM and derived the Bachelier (1900) options pricing formulae for underlyings with

equal and unequal dividends and for spread options on futures. One of the main

disadvantages of his assumption was that it allowed each underlying asset price to

become negative. Mahringer and Prokopczuk (2010) empirically showed that using

univariate modelling (i.e. to model the movement of the spread itself) for pricing

spread options can outperform explicit modelling (i.e. to model the movement of

both underlyings).



Chapter 2

Comparison of One Factor Models

for The Spot Price of Oil via

GMM

Over the last two decades, the behaviour of oil prices, one of the world’s most im-

portant commodities, has become progressively more complex. Various models have

been proposed and examined by different authors to try to track the movement of oil

and other commodity prices. Typically, these models have some common features

such as mean reversion. However, they may vary in their diffusion structure and /

or drift structure and number of sources of randomness. The ability of the models to

capture the behaviour of oil prices affect the subsequent pricing of derivatives on oil.

This chapter will be divided into three sections. The first section summarises some

of the most popular one-factor models found in the literature and identify some of

their statistical properties. In the second section we will introduce the estimation

technique Generalized Method of Moments (GMM), and in the third section using

GMM we will compare the performance of the stochastic models presented in the

first section, in explaining the behaviour of Brent crude oil prices.

33
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Existing Models Drift Term Diffusion Term

Model 1 µP σP
Model 2 η(µ− P ) σ
Model 3 η(µ− P ) σP
Model 4 ηP (µ− ln(P )) σP
Model 5 ηP (µ− P ) σ
Model 6 ηP (µ− P ) σP

Model 7 ηP (µ− P ) σP
3
2

Proposed Models Drift Term Diffusion Term

Model 8 aP σP
3
4

Model 9 a
√
P σP

3
4

Model 10 a
√
P + bP σP

3
4

Table 2.1: Drift and diffusion terms of the most popular one-factor models.

2.1 One Factor Stochastic Processes

The aim of this section is to provide an overview of one-factor models found in the

literature that can be used to model oil prices. Where possible we will derive the

analytic expression for the price based on each model and identify some statistical

properties of the model. In general, the dynamics of the spot oil price under a

one-factor model is represented by the stochastic differential equation:

dP = µ(P, t)dt+ σ(P, t)dZ (2.1.1)

where µ(P, t) and σ(P, t) are the drift and diffusion terms respectively and Z is the

standard Wiener process under a probability measure P. The drift and diffusion

terms of the most popular one-factor models found in the literature as well as some

proposed models for the pricing of oil are provided in Table 2.1. Model 1 is the GBM,

with instantaneous expected growth rate µ and instantaneous standard deviation σ.

The model assumes that the expected percentage change in prices and the volatility

of percentage change of prices are constant. Model 1 was considered to price oil by

Brennan and Schwartz (1985), McDonald and Siegel (1985) and Gabillon (1991).

Model 2 is a mean-reverting process, called an Ornstein-Uhlenbeck (OU) process
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and was used by Bjerksund and Ekern (1995). It assumes that the price reverts to

a constant µ with the rate of reversion determined by η. A higher (lower) value of

the rate of reversion indicates that the price pulls more quickly (slowly) back to the

long-run price level µ. The volatility of P is constant in absolute terms.

Model 3 is a mean-reverting process and was used by Barone-Adesi et al (2005) and

Sabanis (2003). Model 3 has the same drift term as Model 2, but unlike Model 2

it assumes that the instantaneous volatility of percentage changes in price is con-

stant. Model 4 was considered by Ross (1995) and Schwartz (1997) for modelling

oil prices. By Itô’s Lemma (see Section 1.1.4), we can show that the model implies

that the logarithm of prices follows the Ornstein-Uhlenbeck process. Models 5-7

have a similar drift term where the rate of reversion is determined by ηP , a linear

function of P . This can generate a balancing effect of a stronger mean reversion for

a higher level of P . Dixit and Pindyck (1994) considered Model 6 and Model 7 was

considered by Heston (1997), Lewis (2000) and Goard and Mazur (2013).

Models 8-10, are our newly-proposed ‘three-quarters models’ with a diffusion term

of the form σP
3
4 which can reduce the variability of oil prices. With b < 0, Model 10

is a non-linear mean-reverting process, and assumes that the spot price reverts to a

constant a2

b2
with reversion rate proportional to

√
P . Thus this model also generates

a balancing effect of a stronger mean-reversion for higher prices. Models 8 and 9 are

included for comparison with Model 10.

2.1.1 Model 1: The Geometric Brownian Motion Model

(GBM)

dP = µPdt+ σPdZ (2.1.2)

Equation (2.1.2) is known as the Geometric Brownian Motion (GBM), with instan-

taneous expected growth rate µ and an instantaneous standard deviation σ. The
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model assumes that the expected percentage change in prices and the volatility of

percentage change of prices are constant. Hence if prices increase (or decrease) more

than predicted in a given instant, all future forecasts are increased (or decreased)

at the same ratio. The GBM implies an exponential trend in P with random fluc-

tuations around this trend.

Analytic Expression for Pt

To find an analytic expression for P (= Pt), where the subscript, t, denotes time de-

pendence, we find the corresponding Stratonovich SDE (see Section 1.1.3) of (2.1.2),

namely

dP = (µ− σ2

2
)Pdt+ σP ◦ dZ . (2.1.3)

The solution of equation (2.1.3) can be obtained by solving the following determin-

istic differential equation

dx = (µ− σ2

2
)xdt+ σx dc(t) (2.1.4)

where c(t) is an arbitrary differentiable function. Equation (2.1.4) can be written

as

dx

x
= (µ− σ2

2
+ σc′(t))dt (2.1.5)

Then integrating (2.1.5) from u to t where u ≤ t, we get:

ln(xt)− ln(xu) = (µ− σ2

2
)(t− u) + σ(c(t)− c(u)) . (2.1.6)

Finally, we can then replace xt with Pt and c(t) with Zt to get

Pt = Pu exp{(µ− σ2

2
)(t− u) + σ(Zt − Zu)} . (2.1.7)
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Statistical Properties

∀ u ≤ t, Eu(Pt) = Pue
(µ−σ

2

2
)(t−u)Eu(eσ(Zt−Zu))

= Pue
(µ−σ

2

2
)(t−u)E0(eσZt−u)

= Pue
(µ−σ

2

2
)(t−u)e

σ2

2
(t−u)

⇒ Eu(Pt) = Pue
µ(t−u) (2.1.8)

∀ u ≤ t, V aru(Pt) = Eu(P 2
t )− (Eu(Pt))2

= Eu(P 2
ue
{2(µ−σ

2

2
)(t−u)+2σ(Zt−Zu)})− P 2

ue
2µ(t−u)

= P 2
ue

2(µ−σ
2

2
)(t−u)E0(e2σZt−u)− P 2

ue
2µ(t−u)

= P 2
ue

2(µ−σ
2

2
)(t−u)e2σ2(t−u) − P 2

ue
2µ(t−u)

⇒ V aru(Pt) = P 2
ue

2µ(t−u)(eσ
2(t−u) − 1) . (2.1.9)

2.1.2 Model 2: Ornstein-Uhlenbeck Model

dP = η(µ− P )dt+ σdZ (2.1.10)

Model 2 is a mean reverting process, and assumes that the price reverts to a constant

µ with the rate of reversion determined by η. A higher (lower) value of the rate of

reversion indicates that the price pulls more quickly (slowly) back to the long-run

price level µ. The volatility of P is constant in absolute terms. For example, if the

standard deviation of the movement in P is one when P = 100, it is also one when

P = 200. The disadvantage of Model 2 is that we cannot ensure that the value of

P remains positive in this random walk.
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Analytic Expression for Pt

To find an analytic expression for Pt we find the corresponding Stratonovich SDE

of (2.1.10)

dP = η(µ− P )dt+ σ ◦ dZ . (2.1.11)

The solution of equation (2.1.11) can be obtained by solving the following determin-

istic differential equation

dx = η(µ− x)dt+ σ dc(t) (2.1.12)

where c(t) is an arbitrary differentiable function. Equation (2.1.12) can be written

as

dx

dt
+ ηxt = ηµ+ σc′(t) . (2.1.13)

Multiplying equation (2.1.13) by the integration factor eηt we get

eηt(
dx

dt
+ ηx) = eηt(ηµ+ σc′(t))

⇒ d(xeηt)

dt
= eηt(ηµ+ σc′(t)) . (2.1.14)

Then integrating (2.1.14) from u to t where u ≤ t, we get:

xte
ηt − xueηu = µeηt − µeηu + σ

∫ t

u

eηsc̀(s)ds . (2.1.15)

Finally replacing xt with Pt and c(t) with Zt we get

Pt = Pue
−η(t−u) + µ(1− e−η(t−u)) + σe−ηt

∫ t

u

eηsdZs . (2.1.16)
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Statistical Properties

∀ u ≤ t, Eu(Pt) = Pue
−η(t−u) + µ(1− e−η(t−u)) + σe−ηt Eu

(∫ t

u

eηsdZs

)
⇒ Eu(Pt) = Pue

−η(t−u) + µ(1− e−η(t−u)) . (2.1.17)

∀ u ≤ t, V aru(Pt) = σ2e−2ηtV ar(

∫ t

u

eηsdZs | Fu)

= σ2e−2ηt

∫ t

u

e2ηsds

⇒ V aru(Pt) =
σ2

2η
(1− e−2η(t−u)) . (2.1.18)

2.1.3 Model 3

dP = η(µ− P )dt+ σPdZ (2.1.19)

With a similar drift to Model 2, Model 3 is a mean reverting process which assumes

that the price reverts to a constant µ with rate reversion determined by η. How-

ever, unlike Model 2, the diffusion term shows that the instantaneous volatility of

percentage changes in price is constant, σ.

Analytic Expression for Pt

To find an analytic expression for Pt we find the corresponding Stratonovich SDE

of (2.1.19)

dP = [η(µ− P )− σ2

2
P ]dt+ (σP ) ◦ dZ . (2.1.20)
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The solution of equation (2.1.20) can be obtained by solving the following determin-

istic differential equation

dx = [η(µ− x)− σ2

2
x]dt+ σx dc(t) (2.1.21)

where c(t) is an arbitrary differentiable function. Equation (2.1.21) can be written

as

dx

dt
+ (η +

σ2

2
− σc′(t))x = ηµ . (2.1.22)

Multiplying equation (2.1.22) by the integration factor e(η+σ2

2
)t−σc(t), we get

e(η+σ2

2
)t−σc(t)[

dx

dt
+ (η +

σ2

2
− σc′(t))x] = ηµe(η+σ2

2
)t−σc(t)

⇒ d(xe(η+σ2

2
)t−σc(t))

dt
= ηµe(η+σ2

2
)t−σc(t) . (2.1.23)

Integrating (2.1.23) from u to t where u ≤ t, we get:

xte
(η+σ2

2
)t−σc(t) − xue(η+σ2

2
)u−σc(u) = ηµ

∫ t

u

e(η+σ2

2
)s−σc(s)ds . (2.1.24)

We then replace xt with Pt and c(t) with Zt to get

Pt = Pue
−(η+σ2

2
)(t−u)+σ(Zt−Zu) + ηµe−(η+σ2

2
)t

∫ t

u

e(η+σ2

2
)s+σ(Zt−Zs)ds . (2.1.25)
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Statistical Properties

∀ u ≤ t, Eu(Pt) =Pue
−(η+σ2

2
)(t−u)Eu(eσ(Zt−Zu))

+ ηµe−(η+σ2

2
)t

∫ t

u

e(η+σ2

2
)sEu(eσ(Zt−Zs))ds

=Pue
−(η+σ2

2
)(t−u)E0(eσZt−u)

+ ηµe−(η+σ2

2
)t

∫ t

u

e(η+σ2

2
)sE0(eσZt−s)ds

=Pue
−(η+σ2

2
)(t−u)e

σ2

2
(t−u) + ηµe−(η+σ2

2
)t

∫ t

u

e(η+σ2

2
)se

σ2

2
(t−s)ds

=Pue
−η(t−u) + ηµe−ηt

∫ t

u

eηsds

⇒ Eu(Pt) =Pue
−η(t−u) + µ(1− e−η(t−u)) . (2.1.26)

2.1.4 Model 4: Schwartz Model

dP = ηP (µ− lnP )dt+ σPdZ (2.1.27)

Model 4 is a mean reverting process. By Itô’s Lemma (see Section 1.1.4) with

f = lnP we get

df = η(α− f)dt+ σdZ , (2.1.28)

where α = µ− σ2

2η
. Hence, the logarithm of prices reverts to a constant α and the rate

of reversion is determined by η. The diffusion term indicates that the instantaneous

volatility of percentage changes in price is constant, σ.
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Analytic Expression for Pt

As above, with f = lnP , and then applying Itô’s Lemma we get

df = η(α− f)dt+ σdZ , (2.1.29)

where α = µ− σ2

2η
. Equation (2.1.29) is of the same form as equation (2.1.10), and

so we get the analytic expression for ft from (2.1.16) namely

ft = (µ− σ2

2η
)(1− e−η(t−u)) + e−η(t−u)fu + σ

∫ t

u

e−η(t−s)dZs

⇒ Pt = exp{(µ− σ2

2η
)(1− e−η(t−u)) + e−η(t−u) lnPu + σ

∫ t

u

e−η(t−s)dZs} .(2.1.30)

Statistical Properties

∀ u ≤ t,

Eu(Pt) = exp{(µ− σ2

2η
)(1− e−η(t−u)) + e−η(t−s) lnPu} Eu(eσ

∫ t
u e
−η(t−s)dZs)

= exp{(µ− σ2

2η
)(1− e−η(t−u)) + e−η(t−s) lnPu} e

σ2

2

∫ t
u e
−2η(t−s)ds

⇒ Eu(Pt) = exp{(µ− σ2

2η
)(1− e−η(t−u)) + e−η(t−s) lnPu +

σ2

4η
(1− e−2η(t−u))} .

(2.1.31)

2.1.5 Model 5

dP = ηP (µ− P )dt+ σdZ (2.1.32)

Model 5 is a mean reverting process and assumes that the price reverts to a constant

µ with rate of reversion determined by ηP , a linear function of P . The diffusion

term shows that the instantaneous volatility of absolute changes in price is constant,

σ.
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2.1.6 Model 6

dP = ηP (µ− P )dt+ σPdZ (2.1.33)

Model 6 has a similar drift term to Model 5. However, with Model 6 the instan-

taneous volatility of percentage changes (rather than absolute changes) is constant,

σ.

Analytic Expression for Pt

To find an analytic expression for Pt we find the corresponding Stratonovich SDE

of (2.1.33), namely

dP =

(
ηP (µ− P )− σ2

2
P

)
dt+ (σP ) ◦ dZ . (2.1.34)

The solution of equation (2.1.34) can be obtained by solving the following determin-

istic differential equation

dx =

(
ηx(µ− x)− σ2

2
x

)
dt+ σx dc(t) (2.1.35)

where c(t) is an arbitrary differentiable function. Now letting x =
1

f
⇒ dx

dt
=
−1

f 2

df

dt

then on substituting in (2.1.35) we get

df

dt
+ (ηµ− σ2

2
+ σc′(t))f = η . (2.1.36)

Multiplying equation (2.1.36) by the integration factor e(ηµ−σ
2

2
)t+σc(t) we get

e(ηµ−σ
2

2
)t+σc(t)

(
df

dt
+
(
ηµ− σ2

2
+ σc′(t)

)
f

)
= ηe(ηµ−σ

2

2
)t+σc(t)

⇒ d(e(ηµ−σ
2

2
)t+σc(t)f)

dt
= ηe(ηµ−σ

2

2
)t+σc(t) . (2.1.37)
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Then integrating (2.1.37) from u to t where u ≤ t, we get:

fte
(ηµ−σ

2

2
)t+σc(t) − fue(ηµ−σ

2

2
)u+σc(u) = η

∫ t

u

e(ηµ−σ
2

2
)s+σc(s)ds

⇒ ft = fue
−(ηµ−σ

2

2
)(t−u)−σ(c(t)−c(u)) + ηe−(ηµ−σ

2

2
)t−σc(t)

∫ t

u

e(ηµ−σ
2

2
)s+σc(s)ds

⇒ xt =
xu

e−(ηµ−σ2

2
)(t−u)−σ(ct−cu) + ηxue

−(ηµ−σ2

2
)t−σct

∫ t
u
e(ηµ−σ2

2
)s+σc(s)ds

Finally replacing xt with Pt and c(t) with Zt we get

Pt =
Pu

e−(ηµ−σ2

2
)(t−u)−σ(Zt−Zu) + ηPue

−(ηµ−σ2

2
)t−σZt

∫ t
u
e(ηµ−σ2

2
)s+σZsds

. (2.1.38)

2.1.7 Model 7

dP = ηP (µ− P )dt+ σP
3
2dZ (2.1.39)

Model 7 is a mean reverting process with a similar drift term to Model 5 and Model

6. However, in Model 5 the volatility of absolute changes in price is constant and

in Model 6 the volatility of percentage changes in price is a constant(σ), while in

Model 7 the volatility of percentage changes in price , σP
1
2 , is an increasing function

of P .

Analytic Expression for Pt

Letting f = 1
P

, and then applying Itô’s Lemma (see Section 1.1.4) we get

df = α(β − f)dt+ σ̄
√
fdZ (2.1.40)

where α = ηµ, β = 2η−σ2

2ηµ
and σ̄ = −σ. Equation (2.1.40) is known as the Cox-

Ingersoll-Ross (CIR) model (Cox et al (1985)) which is often used to model interest

rates. It does not have a closed form expression for f . However, it can be shown
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that if αβ ≥ σ̄2

2
then if the price f ≥ 0, then all future prices will remain positive.

Statistical Properties

In this part we will prove that if f = ft =
1

Pt
follows the CIR model (2.1.40), then

its conditional expectation and conditional variance are given respectively by

(i) Eu(ft) = fue
−α(t−u) + β(1− e−α(t−u)) (2.1.41a)

(ii) V aru(ft) = fu
σ̄2(e−α(t−u) − e−2α(t−u))

α
+
βσ̄2(1− e−α(t−u))2

2α
(2.1.41b)

For (i), on integrating (2.1.40) from 0 to t we get:

ft = f0 + α

∫ t

0

(β − fs)ds+ σ̄

∫ t

0

√
fsdZs . (2.1.42)

Then, the unconditional mean of (2.1.42) is

E(ft) = f0 + αβt− α
∫ t

0

E(fs)ds (2.1.43)

Letting ϕ1(t) = E(ft) then from (2.1.43) we get the equation ϕ1(t) = f0 + βαt −

α
∫ t

0
ϕ1(s) ds, which on differentiating we get ϕ′1(t) = αβ − αϕ1(t). Solving this

subject to the initial condition ϕ1(0) = f0 gives the unconditional mean as

E(ft) = β + (f0 − β)e−αt , (2.1.44a)

or more gernerally for u ≤ t, we get

Eu(ft) = fue
−α(t−u) + β(1− e−α(t−u)) . (2.1.44b)

For (ii), we apply Itô’s Lemma (see Section 1.1.4) to find d(f 2)

d(f 2) = [(2αβ + σ2)f − 2αf 2]dt+ 2σ̄f
3
2dZ . (2.1.45)
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Now integrating (2.1.45) from 0 to t we get:

f 2
t = f 2

0 + (2αβ + σ̄2)

∫ t

0

fsds− 2α

∫ t

0

f 2
s ds+ 2σ̄

∫ t

0

f
3
2
s dZs . (2.1.46)

The unconditional mean of f 2
t can be found by substituting (2.1.44a) into (2.1.46),

and taking the expected value, giving

E(f 2
t ) = f 2

0 + (2αβ + σ̄2)

∫ t

0

(β + (f0 − β)e−αs)ds− 2α

∫ t

0

E(f 2
s )ds (2.1.47)

Letting ϕ2(t) = E(f 2
t ) equation (2.1.47) becomes

ϕ2(t) = f 2
0 + (2αβ + σ̄2)

∫ t

0

(β + (f0 − β)e−αs)ds− 2α

∫ t

0

ϕ2(s)ds . (2.1.48)

Differentiating (2.1.48) with respect to t we get

ϕ′2(t) = (2αβ + σ̄2)(β + (f0 − β)e−αt)− 2αϕ2(t) ,

which needs to be solved subject to the initial condition ϕ2(0) = f 2
0 . The solution

of ϕ2(t) is given by:

ϕ2(t) =
(αβ2 − 2αβf0 + βσ̄2 − σ̄2f0 + αf 2

0 )e−2αt

α
+

(2αβ + σ̄2)(βeαt + 2(f0 − β))e−αt

2α
.

(2.1.49)

Now, we can use (2.1.44a) and (2.1.49) to obtain the variance as follows:

V ar(ft) = E(f 2
t )− (E(ft))

2 =
σ̄2

α
(1− e−αt)(f0e

−αt +
α

2
(1− e−αt)) .

or more gernerally for u ≤ t, we find

V aru(ft) = fu
σ̄2(e−α(t−u) − e−2α(t−u))

α
+
βσ̄2(1− e−α(t−u))2

2α
. (2.1.50)
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2.1.8 Model 8

dP = aPdt+ σP
3
4dZ (2.1.51)

Model 8 has a similar drift term to the GBM model, in which the expected rate of

return for the spot price is constant (a). However, in the GBM model the volatility

of percentage changes in price is constant (σ), while in Model 8 the volatility of

percentage changes in price, σP
−1
4 , is a decreasing function of P .

Analytic Expression for Pt

Letting f =
√
P , and then applying Itô’s Lemma (see Section 1.1.4) we get

df = α(β − f)dt+ σ̄
√
fdZ, (2.1.52)

where α = −a
2

, β = σ2

2a
and σ̄ = σ

2
. Hence, Model 8 is reduced to the CIR model

which does not have a known closed form.

Statistical Properties

We can use equations (2.1.41a) and (2.1.41b) to find the expected value and variance

respectively of f =
√
P respectively as

∀u ≤ t, Eu(ft) = fue
−α(t−u) + β(1− e−α(t−u)) (2.1.53)

V aru(ft) = fu
σ̄2(e−α(t−u) − e−2α(t−u))

α
+
βσ̄2(1− e−α(t−u))2

2α
. (2.1.54)

2.1.9 Model 9

dP = a
√
Pdt+ σP

3
4dZ (2.1.55)
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Model 9 is non-mean-reverting and expects prices to grow in absolute terms in pro-

portion to
√
P . The expected percentage change in prices, aP

−1
2 , and the volatility

of percentage change of prices, σP
−1
4 , are decreasing functions of P .

The transition density function of P that follows (2.1.55) is given by

Tr(P, t;PT , T ) =
4
√
Pe

−8(
√
PT+
√
Pt)

σ2(T−t) Iν(z)
(
PT
P

) a
σ2

PTσ2(T − t)
(2.1.56a)

where ν =
4a

σ2
− 2, z =

16(PTP )
1
4

σ2(T − t)

(see Goard(2006)) where PT is the price at a future time T , and where Iν(·) is the

modified Bessel function of the first kind of order ν (see e.g. Abramowitz and Stegun

(1964)).

2.1.10 Model 10

dP = (a
√
P + bP )dt+ σP

3
4dZ, b < 0 (2.1.57)

Model 10 is a mean reverting process, that assumes that the spot price reverts to a

constant a2

b2
. The rate of reversion is determined by | b |

√
P . As with Model 9, the

volatility of percentage changes in price, σP
−1
4 , is a decreasing function of P .
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The transition density function of P that follows (2.1.57) is given by

Tr(P, t;PT , T ) = Q1(P ;PT ) Q2(P ;PT ) P
a
c2
−1

T P
1
2
− a
c2 Iν(z) (2.1.58a)

where Q1(P ;PT ) =
2
√
b2e

2(
√
P−
√
PT )(
√
b2−b)

σ2 +T−t
4

(
√
b2+b− 4ab

σ2 )

σ2(e

√
b2(T−t)

2 − 1)
, (2.1.58b)

Q2(P ;PT ) = exp

{
−4
√
b2(
√
Pe

√
b2(T−t)

2 +
√
PT )

σ2(e

√
b2(T−t)

2 − 1)

}
(2.1.58c)

ν =
4a

c2
− 2, z =

8(PTP )
1
4

√
b2e

√
b2(T−t)

4

σ2(e

√
b2(T−t)

2 − 1)
(2.1.58d)

(see Goard(2006)) where PT is the price at a future time T , and where Iν(·) is the

modified Bessel function of the first kind of order ν (see e.g. Abramowitz and Stegun

(1964)).

Analytic Expression for Pt

Letting f =
√
P , and then applying Itô’s Lemma (see Section 1.1.4) we get

df = α(β − f)dt+ σ̄
√
fdZ , (2.1.59)

where α = −b
2

, β = σ2−4a
4b

and σ̄ = σ
2
. Hence Model 10 is reduced to the CIR model,

which does not have a known closed form.
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Statistical Properties

We can use equations (2.1.41a ) and (2.1.41b) to find the expected value and variance

respectively of f =
√
P :

∀u ≤ t, Eu(ft) = fue
−α(t−u) + β(1− e−α(t−u)) (2.1.60)

V aru(ft) = fu
σ̄2(e−α(t−u) − e−2α(t−u))

α
+
βσ̄2(1− e−α(t−u))2

2α
. (2.1.61)

2.2 The Generalized Method of Moments

In 1982, Hansen (1982) introduced the modern form of the Generalized Method of

Moments (GMM) as an extension of the work by Pearson (1936) who introduced the

Method of Moments (MOM). GMM has become one of the most widely used meth-

ods of estimation for single factor random walk models in finance and economics.

This method requires specified population moment conditions and does not require

knowledge of the distribution of the data. An important feature of GMM is that it

provides a way to test the specification of a proposed model, when the number of

population moment conditions is higher than the number of parameters.

2.2.1 Estimation via GMM

GMM is a methodology that utilizes known moment conditions to estimate the

unknown parameters of a specified model. The number of the unknown parameters

must be lower than or equal to the number of the moment conditions. Consider a

regression model with n observations and p independent variables of the form

y˜ = f(x˜; θ) + ε˜ (2.2.62)
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where y˜ is a vector of n observations of endogenous1 variables, f is the model

function, x˜ is an n×pmatrix of the exogenous2 variables, θ is a vector of the unknown

population parameters of order p and ε˜ is a vector of random error terms. GMM aims

to estimate θ based on a number of specified population moment conditions, which

can be prior information about the population. For a given population, suppose

that g(yt; θ) is a vector, of order j such that

E[g(yt; θ)] = 0 , ∀t , (2.2.63)

where yt refers to the tth element in y˜. Under the assumption that the specified

population moment conditions are true, the expectation in (2.2.63) holds. The

technique of GMM replaces (2.2.63) with its sample counterpart, which is given by

m(θ) =
1

n

n∑
t=1

g(yt; θ) (2.2.64)

and then estimates the parameters in the vector θ that minimize the quadratic form

q(θ̂) = m(θ̂)
T
Wm(θ̂) (2.2.65)

where W is a positive definite, weighting matrix with the sample estimate adjusted

for serial correlation and heteroscedasticity using the method of Newey and West

(1987) with Bartlett weights. Hansen(1982) found that the inverse of the covariance

matrix of the moment conditions,
[
V ar(m(θ̂))

]−1
was the optimal choice for the

weighting matrix, W . If the number of the unknown parameters is equal to the

the number of specified population moment conditions, p = j, the system is exactly

identified. This implies that the choice of W is irrelevant. In other words, there is a

unique solution for θ for any choice of W . However, if the number of the unknown

1A variable in a model whose value is determined by the states of other variables in the model.
2A variable in a model whose value is independent from the states of other variables in the

model.
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parameters is lower than the number of specified population moment conditions,

p < j, the system is over-identified i.e. there is no solution for θ. However, to

minimize q we can differentiate q(θ̂) with respect to θ̂, and then set the derivative

equal to zero and solve for θ̂,

∂q(θ̂)

∂θ̂
=

∂

∂θ̂
[m(θ̂)TWm(θ̂)]

= 2[
∂m(θ̂)T

∂θ̂
]−1Wm(θ̂)

= 2GTWm(θ̂)

where G is the Jacobian matrix and is given by

G =



∂m1

∂θ1

∂m2

∂θ1
· · · ∂mj

∂θ1

∂m1

∂θ2

∂m2

∂θ2
· · · ∂mj

∂θ2

...
...

. . .
...

∂m1

∂θp
∂m2

∂θp
· · · ∂mj

∂θp


.

Since the population moment conditions are continuous functions of θ and the esti-

mated parameters vector are consistent then

G(θ̂)→ G(θ) .

According to the Slutsky’s Theorem and Central Limit Theorem (see e.g. Gut

(2005))

θ̂ → N(θ,Σ)

where Σ is the asymptotic covariance matrix of the GMM estimator of θ, given by

Σ = [GTWG]−1 .
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2.2.2 Algorithm for Computing the Weighting Matrix W

As mentioned in Section 2.2.1, if the number of the unknown parameters is equal to

the number of the population moment conditions, then the system is exactly identi-

fied and the choice of the weight matrix, W, is irrelevant. In contrast, if the number

of the unknown parameters is lower than the number of the population moment

conditions, then the system is over-identified and the choice of the weight matrix,

W, affects the efficiency of the estimated vector θ. GMM uses the following iterative

algorithm to estimate the covariance matrix of population moment conditions, W−1.

1. Assume W = I = A and estimate the model via GMM. This assumption

provides a consistent but inefficient estimation of θ.

2. By using the estimated vector θ, calculate the residuals for each observation

and moment condition.

3. Calculate the covariance matrix Â.

4. Using W = Â−1, estimate the vector θ again via GMM.

5. Repeat steps 2 through 4 until Â converges.

2.2.3 Testing the Validity of the Particular Models

Suppose that we have a general model (or unrestricted model), and other partic-

ular models as special cases of the general model. The particular models can be

differentiated from the general model by assuming one or more of the parameters

in the general model to be relevant constants. The aim of this section is to test

whether the general model (with no restrictions) describes the data, and whether

the assumed restrictions on the particular models are reasonable. As mentioned in

Section 2.2.1, if the number of the unknown parameters is equal to the the number
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of moment conditions, p = j, then the expression

min
θ

q(θ̂) = m(θ̂)TWm(θ̂)

will have a unique solution, which is zero. However, if we impose a restriction on

the parameter θ1, say θ1 = 0, then as θ1 is known, the system is over-identified and

q will not reach zero. For the restricted model (when θ1 = 0), if the value of q is

significantly large, this indicates that the parameter restriction is unreasonable. The

validity of the imposed parameter restriction can be tested through the following

null hypothesis test.

H0 : R(θ) = R(θ1) (i.e. the model is valid)

H1 : R(θ) 6= R(θ1) (i.e. the model is invalid)

where R(θ) is a function of the true parameters, and R(θ1) is a vector of constants.

In our case, when θ1 = 0, R(θ) and R(θ1) are given by

R(θ) =[θ1 θ2 · · · θp]

R(θ1) =[0 θ2 · · · θp] .

Now suppose θ̂ is the estimated value of the parameter vector θ of the general

(unrestricted) model, and let θ̂0 be the estimated value of the parameter vector of

the particular (restricted) model. If the estimated value of q is far away from zero,

then the null hypothesis must be rejected. Mullin (2009) indicates that “the metric

that determines what is sufficiently far away is determined by the distribution of the

deviation in the random samples”. Therefore, we need to derive the distribution of

q(θ̂) starting with the derivation of the distribution of q(θ). With W = A−1, q(θ)

can be written as

q(θ) = min
θ

(
m(θ)TA

−1
2 A

−1
2 m(θ)

)
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so that

q(θ) = min
θ

(
(A−

1
2m(θ)

)T (
A−

1
2m(θ))

)
.

Following Mullin (2000), the distribution of the sample moment conditions is

√
nm(θ) ∼ N(0, A)

so
√
n(A−

1
2m(θ)) ∼ N(0, I) .

So the transformed moment conditions are independently distributed standard nor-

mal random variable. As the sum of such independently distributed squared stan-

dard normal random variables is a Chi-square variable we have

q(θ̂) = (
√
nA−

1
2m(θ̂))T (

√
nA−

1
2m(θ̂)) ∼ χ2

j .

This is the distribution of q(θ̂), where j is the number of given moment conditions.

If there are k free parameters to be estimated, each parameter to be estimated uses

one degree of freedom. Now for each particular (restricted) model, we can check

whether the nested model’s moment conditions match the data or not. This check

can be done by using the over-identification test developed by Newey and West

(1987), with the D statistic

D = n

(
q(θ̂0)− q(θ̂)

)
∼ χ2

j−k .

where j − k is the number of the known parameters in the particular (restricted)

model. If χ2
j−k;α is lower than the calculated D, then we should reject the null

hypothesis. Therefore, it can be concluded that the restricted model is invalid (i.e.

the restriction is unreasonable) at 100(1−α)% level of significance. In other words, if

the p-value is lower than the required level of significance α, then it can be concluded

that the restricted model is invalid at 100α% level of significance.
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2.3 Comparison of One Factor Models for The

Spot Price of Brent Crude Oil.

The aim of this section is to compare the performance of the stochastic models listed

in Table 2.1 in their ability to capture the behaviour of Brent crude oil prices. We

use the GMM for this analysis. This section is divided into three parts. In the first

part, we establish a general unrestricted model for the GMM in which all our models

can be embedded and note the required restrictions for each particular model. In

the second part, we describe the data sets used in the GMM analysis and finally in

the third part the results are presented.

2.3.1 Establishment of The General Model and The Re-

quired Restrictions for The Particular Models

Each of the models in Table 2.1 can be nested within the general (unrestricted)

model

dP = (C1 + C2P + C3P lnP + C4P
2 + C5

√
P )dt+ σP γdZ (2.3.66)

where C1, C2, C3, C4, C5 and γ are constants. The particular models can be obtained

by setting relevant constants in (2.3.66) to zero (Table 2.2 shows the parameter

restrictions). The Generalized Method of Moments is used to estimate the parame-

ters of the continuous-time model (2.3.66) by using the corresponding discrete-time

econometric specification:

Pt+1 − Pt = C1 + C2Pt + C3Pt lnPt + C4P
2
t + C5

√
Pt + εt+1 (2.3.67a)

E(εt+1) = 0 (2.3.67b)

E(ε2
t+1) = σ2P 2γ∆t . (2.3.67c)
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Model C1 C2 C3 C4 C5 γ

1 0 0 0 0 1
2 0 0 0 0
3 0 0 0 1
4 0 0 0 1
5 0 0 0 0
6 0 0 0 1
7 0 0 0 1.5
8 0 0 0 0 0.75
9 0 0 0 0 0.75
10 0 0 0 0.75

Table 2.2: The parameter restrictions

We let θ be the parameter vector with elements C1, C2, C3, C4, C5, σ and γ, and let

ft(θ) be the vector:

ft(θ) =

εt+1 ⊗ [1, Pt, Pt lnPt, P
2
t ,
√
Pt]

T

(ε2
t+1 − σ2P 2γ∆t)⊗ [1, Pt]

T

 (2.3.68)

As mentioned in Section 2.2.1, under the null-hypothesis that the moment condi-

tions in (2.3.67) are true, E[ft(θ)] = 0. GMM replaces E[ft(θ)] with its sample

counterpart, g(θ), using n observations where

g(θ) =
1

n

n∑
t=1

ft(θ) ,

and GMM chooses θ that minimizes g(θ)TWg(θ), where W is a positive definite

weighting matrix, as described in Section 2.2.2.

2.3.2 The Data

Brent crude oil prices between the years of 1987 and 2011 collected from the U.S.

Energy Information Administration were used in our GMM analysis. The prices

are plotted in Figure 2.1. From this figure, it can be seen that the behaviour of oil

prices differed significantly in the period 1987-2000 to that in the period 2001-2011.
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In the first period (1987-2000), oil prices exhibited constant fluctuations about an

apparently stationary mean of approximately US $20 per barrel, indicating a mean-

reverting nature, while in the second period (2001-2011) which includes the Global

Financial Crisis (GFC) period of 2007/2008, oil prices generally appear to have a

steady increasing trend. Table 2.3 presents the standard statistics for Brent crude

oil prices.

Our data is divided into four sets:

• Data set 1: from 1987 to 2011

This set includes all the available data of the Brent crude oil spot prices at

the time of our analysis.

• Data set 2: from 1991 to 2011

This set starts from 1991 to avoid the price spike that resulted from the Gulf

War.

• Data set 3: from 2000 to 2011

This set includes data from the 21st century, a period in which steady growth

in prices is observed (apart from the GFC period), in contrast to the mean-

reverting character evidenced in the 90’s.

• Data set 4: from 2005 to 2011

Our shortest data set contains six years of recent data. It avoids the price

spike that resulted from the 9/11 attacks and the 2003 invasion of Iraq, but

includes the GFC period.

2.3.3 The Results

The results of our GMM analysis are listed in Tables 2.4-2.7. From these tables we

note that
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hhhhhhhhhhhhhhhhhhStandard Statistic
Period

1987-2000 2000-2011 1987-2011

Mean 18.85 55.79 34.77
Standard deviation 4.82 27.16 25.80

Minimum 9.10 16.51 9.10
Maximum 41.45 143.95 143.95

Table 2.3: Standard Statistics of Brent crude oil prices

Figure 2.1: Brent Crude Oil Spot Prices 1987-2012
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• The χ2 values for the models with γ = 0, 1.5 imply that these models are re-

jected at the 1% level of significance. Therefore, these models are misspecified,

at the 1% level of significance, in terms of their over-identifying restrictions.

• The χ2 values for the models with γ = 1 imply that these models are generally

not rejected at the 10% level of significance. Therefore, these models are

specified (at the 10% level of significance) in terms of their over-identifying

restrictions.

• The χ2 values for the models with γ = 0.75 imply that these models are

generally not rejected at the 20% level of significance (with the exception of

data set 2, although in data set 2 these models are not rejected at the 7%

level of significance). Therefore, these models are specified (at the 20% level

of significance in three of the four data sets and at the 7% level of significance

in one data set) in terms of their over-identifying restrictions.

• In the unrestricted models for all the data sets, the parameters σ and γ are

statistically significantly different from zero. However, only in data set 4 are

any of the other parameters statistically significantly different from zero in the

unrestricted models. These are the parameters C2, C3 and C4 which are not

statistically significantly different from zero in any nested model where they

are not set to zero.

• With the exception of data set 2 the highest p-values of the over-identification

tests were achieved by models with γ = 0.75 (with model 9 attaining the

highest). In data set 2, the highest p-values of the over-identification tests

were achieved by the models with γ = 1 (with model 1 attaining the highest).

From the above we can conclude that the value of γ is the most important parameter

differentiating the models. Further, models with γ = 0, 1.5 are rejected at the 1%

level of significance, while models with γ = 1 or 0.75 are acceptable to describe the
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behaviour of Brent crude oil prices at the standard levels of significance (1% and 5%)

and the three-quarters models are acceptable at even higher levels of significance.
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2.4 Conclusion

In this chapter, some of the most popular one-factor models found in the literature

are reviewed and new models with a diffusion term of the form σP
3
4 , are proposed.

Then, the GMM technique was used to compare the performance of various one-

factor stochastic models in their ability to capture the behaviour of Brent crude oil

prices. The results of the GMM analysis showed that the three-quarters models had

the highest p-values of the over-identification tests so that the restrictions on these

models on the unrestricted model were reasonable.



Chapter 3

Pricing and Calibrating Futures

Contracts with One Factor Models

3.1 Introduction

Describing commodity price movements plays a central role in the valuing of futures

contracts. Most of the early studies in this area assumed that the behaviour of

commodities prices could be described by the GBM. One of the earliest works on

pricing futures contracts is due to Brennan and Schwartz (1985). They assumed

that the spot prices of commodities followed the GBM, and then established the

relationship between the spot and futures prices that incorporated a convenience

yield. Similarly, Gabillon (1991) assumed that futures prices depended on the spot

price of oil and the cost of carry of the physical oil and then derived a closed-form

solution for futures prices. Other authors argue that the effect of supply and demand

in the commodity, results in a mean-reversion property for its prices. Consequently,

various mean-reverting one-factor models for commodity prices have been proposed.

These include for example, those of Dixit and Pindyk (1994) and Schwartz (1997).

The model of Schwartz (1997) is one of the most well-known among these models

and assumes that the logarithm of the spot price follows the OU process. Schwartz

67
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derived a closed-form solution for futures prices under this model. For further de-

tails, we refer the reader to Section 1.5.1.

In this chapter we derive and examine futures price under the one-factor oil price

models that were identified by the GMM test of the previous chapter as being ac-

ceptable. In particular, new and simple formulae for futures price under Model 9

(2.1.55) and Model 10 (2.1.57) will be found. In addition, we will compare the

performance of these new formulae against known popular formulae for fitting and

forecasting market prices. The remainder of this chapter is organised into three sec-

tions. In Section 3.2, we derive the closed forms for the prices of futures contracts

under Model 1 (2.1.2), Model 4 (2.1.27), Model 9 (2.1.55) and Model 10 (2.1.57)

and describe their features. The results of empirical tests, which compare the per-

formance of the various pricing formulae in their ability to capture market prices,

are presented in Section 3.3. In Section 3.4 we present our conclusion.

3.2 Deriving Closed Forms for Futures Contract

In this section we derive four closed-form solutions for the prices of futures contracts,

which are associated with the four stochastic models for oil that were deemed ac-

ceptable from our GMM analysis in Chapter 2. The first closed form was obtained

by Gabillon(1990), who assumed that the spot price of oil followed the GBM. More-

over, he assumed the futures price depended on the spot price of oil, the cost of carry

of the physical oil, the convenience yield and the time to maturity of the futures

contract. The second futures pricing model based on Model 4 (2.1.27), where the

logarithm of the spot price follows a mean-reverting process of the OU type, was

derived by Schwartz (1997). The third and fourth futures pricing models are new

pricing models derived in this thesis, in which we assume that the spot price of oil

follows Model 9 (2.1.55) and Model 10 (2.1.57) respectively.
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3.2.1 Gabillon Pricing Model

Here we follow and elaborate the mathematical derivation as given by Gabillon

(1990) for futures prices. Gabillon firstly assumes that the spot price of oil follows

a general stochastic process

dP = µ(P, t)dt+ σ(P, t)dZ , (3.2.1)

where µ(P, t) and σ(P, t) are arbitrary functions of the spot price P and time t.

Denoting the futures price, that matures at time T , by F (P, t) the instantaneous

change in the futures price, dF , can be found by applying Itô’s lemma (see Section

1.1.4) to get

dF = [µ(P, t)
∂F

∂P
+
∂F

∂t
+
σ2(P, t)

2

∂2F

∂P 2
]dt+ σ(P, t)

∂F

∂P
dZ . (3.2.2)

Equation (3.2.2) can be written as

dF = A(P, t)dt+B(P, t)dZ (3.2.3a)

where

A(P, t) = µ(P, t)
∂F

∂P
+
∂F

∂t
+
σ2(P, t)

2

∂2F

∂P 2
(3.2.3b)

and

B(P, t) = σ(P, t)
∂F

∂P
. (3.2.3c)
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Now construct a portfolio that consists of one futures contract with value V1 and

maturity T1 and x futures contracts with value V2 and maturity T2. So the portfolio

has value

π1 = V1(P, t;T1) + xV2(P, t;T2) (3.2.4)

and its instantaneous return is

dπ1 = dV1(P, t;T1) + xdV2(P, t;T2)

= (A(P, t;T1)dt+B(P, t;T1)dZ) + x (A(P, t;T2)dt+B(P, t;T2)dZ)

= (A(P, t;T1) + xA(P, t;T2)) dt+ x (B(P, t;T1) +B(P, t;T2)) dZ. (3.2.5)

The value of x can be chosen to eliminate the risk in the portfolio so that the

instantaneous return of the portfolio should equal zero. The zero-risk and zero-

return conditions lead to the following system of equations

A(P, t;T1) + xA(P, t;T2) = 0 (3.2.6a)

B(P, t;T1) + xB(P, t;T2) = 0. (3.2.6b)

Hence

A(P, t;T1)

A(P, t;T2)
=
B(P, t;T1)

B(P, t;T2)
⇒ A(P, t;T1) =

A(P, t;T2)

B(P, t;T2)
B(P, t;T1) . (3.2.7)

This implies that for any maturity T

A(P, t) = λ(P, t)B(P, t) (3.2.8)

for some arbitrage function λ(P, t), which can be interpreted as the market price of

risk (see Section 1.3.4). Now consider another portfolio, with value π2, that consists

of one barrel of oil, with price P and x futures contracts maturing at time T . Hence,
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the portfolio has value

π2 = P + xF (P, t) . (3.2.9)

Again, the value of x can be chosen to eliminate risk. However, the cost of carrying

the physical oil needs to be paid by the holder of this portfolio at a marginal cost

Cc. Gabillon assumed that the cost of carry was constant and positive, as the cost

of carry would include at least a cost of storage. Moreover, a convenience yield is

received by the holder of the portfolio at a marginal cost, Cy, and it is also assumed

constant. Under these circumstances the instantaneous change in the value of the

portfolio can be written as

dπ2 = dP + xdF (P, t)

= (µ(P, t)dt+ σ(P, t)dZ) + x (A(P, t)dt+B(P, t)dZ) + (Cy − Cc)Pdt

= (µ(P, t) + xA(P, t) + δP ) dt+ (σ(P, t) + xB(P, t)) dZ .

where δ = Cy−Cc is often referred to as the net convenience yield. By arbitrage the

instantaneous return of the portfolio, π2, should equal to the risk-free interest rate,

r. The zero-risk and r-return conditions lead to the following system of equations

σ(P, t) + xB(P, t) = 0 (3.2.10a)

dπ2

π2

=
µ(P, t) + δP + xA(P, t)

P
= r . (3.2.10b)

Note that the denominator in (3.2.10b) is P rather than P + xF (P, t) as it costs

nothing to enter into a futures contract. Solving (3.2.10a) and (3.2.10b) with (3.2.8)

we get

λ(P, t) =
µ(P, t)− (r − δ)P

σ(P, t)
. (3.2.11)

Now assume that the distribution of the spot price of oil is lognormal-stationary, so

that σ(P, t) = σP . Then, substituting (3.2.11) into (3.2.8), and using (3.2.3 b,c) we
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get the PDE for the futures price as

(r − δ)P ∂F
∂P

+
∂F

∂t
+
σ2P 2

2

∂2F

∂P 2
= 0. (3.2.12)

Equation (3.2.12) needs to be solved subject to the final condition F (P, T ) = P .

The required solution is

F (P, t) = Pe(r−δ)(T−t) . (3.2.13)

Formula (3.2.13) for futures prices has the advantage of being simple, and can de-

scribe contango and backwardation states. The value of r−δ = r+Cc−Cy represents

the difference between the cost of carry of oil (physically and financially) and the

convenience yield. From the solution (3.2.13) if the cost of carry of oil is lower

(greater) than the convenience yield, the market must be in backwardation (con-

tango). This is what we would expect. See Figure 3.1 for a comparison of futures

prices when r−δ > 0 and r−δ < 0. However, the formula (3.2.13) has some obvious

shortcomings as noted by Gabillon:

• The behaviour of futures prices of infinite maturity is not in agreement with

having a fixed long-term oil price and involves a discontinuity when changing

from one state to the other.

Contango : r + Cc − Cy > 0⇒ lim
T−t→∞

F (P, t) =∞

Backwardation : r + Cc − Cy < 0⇒ lim
T−t→∞

F (P, t) = 0 .

• The volatility of the futures price B(P, t) is equal to the volatility of the spot

price as

B(P, t) = σP
∂F

∂P
= σF.

This is not in agreement with evidence that shows that volatility of futures

prices decreases with time.
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Figure 3.1: Futures prices (F ) under Model 1 for various maturities (τ = T − t)
with P0 = 100, r = 0.02, δ = 0.1 (dashed line) and δ = −0.1 (solid line).

• In reality, the effect of factors that influence futures contracts decreases as

maturity increases. However, when in contango the first derivative of the

futures prices (3.2.13) with respect to the spot price is always greater than

one.

3.2.2 Schwartz Pricing Model (1997)

In the one-factor model considered by Schwartz (1997), the spot price of oil was

assumed to follow the mean-reverting stochastic process

dP = ηP (µ− lnP )dt+ σPdZ. (3.2.14)

By letting X = lnP and applying Itô’s Lemma (see Section 1.1.4), the instantaneous

change in the log spot price becomes

dX = η(α−X)dt+ σdZ , where α = µ− σ2

2η
. (3.2.15)
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Equation (3.2.15) indicates that the log price follows the OU stochastic process.

The parameter α can be interpreted as the long-term mean log price and the speed

of reversion to the long-term mean price is determined by the parameter η. The

corresponding risk-neutral process is given by

dX = η(α∗ −X)dt+ σdZ̃ , (3.2.16)

where α∗ = α − σλ
η

, λ is market price of risk (assumed constant) and Z̃ is the

equivalent Wiener process under the risk-neutral measure Q under which X becomes

a martingale. Assuming that the interest rate, r, is constant and the oil spot price

at time t, P , is known; the conditional mean and variance of X = lnP at time T

under the risk-neutral measure Q (see Section 2.1.2) are given by

∀ t ≤ T, EQ
t (XT ) = Xte

−η(T−t) + α∗(1− e−η(T−t)) , (3.2.17a)

V arQt (XT ) =
σ2

2η
(1− e−2η(T−t)) . (3.2.17b)

Therefore, we can find the price of the futures contract that matures at time T ,

F (P, t), as the expected price of oil under the risk-neutral measure Q:

∀ t ≤ T, F (P, t) = EQ
t (PT ) = EQ

t (eXT )

= exp{EQ
t (XT ) +

1

2
V arQt (XT )}

= exp{e−η(T−t) lnP + α∗(1− e−η(T−t)) +
σ2

4η
(1− e−2η(T−t))} .

(3.2.18)

Sample plots of the futures prices (3.2.18) are given in Figure 3.2.
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Figure 3.2: Futures prices under (F ) Model 4 various maturities (τ = T − t) with
P0 = 100, r = 0.02, (α∗ = 4.6, η = 3.5 , σ = 1.3 (solid line)), (α∗ = 4, η = 0.6,
σ = 1 (dotted line)) and (α∗ = 3.85, η = 1.1 , σ = 1.4 (dashed line)).

3.2.3 Futures Prices Under Stochastic Model 9

We now suppose that the spot price of a commodity follows the stochastic process

given by Model 9 i.e.

dP = a
√
Pdt+ σP

3
4dZ. (3.2.19)

Here the expected rate of return from the spot price of oil, aP−
1
2 is a decreasing

function of P . The volatility of return σP−
1
4 , is also a decreasing function of P . The

results of the GMM analysis of Chapter 2 show that models with a three-quarters

power in the diffusion term outperform many other models of different powers, in

explaining the behaviour of Brent crude oil prices.

From (3.2.19) the risk-neutral process followed by P is

dP =
(
a
√
P − σλ(P, t)P

3
4

)
dt+ σP

3
4dZ̃
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where λ(P, t) is the market price of risk and Z̃ is a Wiener process under an equiva-

lent risk-neutral measure Q under which P becomes a martingale. Here, like many

authors such as Stein and Stein (1991) and Grünbichler and Longstaff (1995) we will

assume that the market price of risk is such that the risk-neutral process and the

real process for P have the same form. Hence we assume here that λ(P, t) = cP−
1
4 ,

c constant and so the risk-neutral process is the same form as (3.2.19) (but with a

different constant a).

The transition density function of P follows the process (3.2.19) is given by

Tr9(P, t;PT , T ) =
4
√
Pe

−8(
√
PT+

√
P )

σ2(T−t) Iν(z)
(
PT
P

) a
σ2

PTσ2(T − t)
(3.2.20a)

where

ν =
4a

σ2
− 2, z =

16(PTP )
1
4

σ2(T − t)
(3.2.20b)

see Goard(2006), and where Iν(.) is the modified Bessel function of the first kind

of order ν (see e.g. Abramowitz and Stegun (1964)). Hence we can find the price

of a futures contract that matures at time T , F (P, t), as the expected price of the

commodity under the measure Q i.e.

∀ t ≤ T, F (P, t) = EQ
t (PT )

=

∫ ∞
0

yTr9(P, t; y, T ) dy

= P + a(T − t)
√
P +

(a(T − t))2

4

(
1− σ2

4a

)
. (3.2.21)

Formula (3.2.21) for futures prices has the advantage of being simple. However, the

behaviour of the model as T − t → ∞ is not realistic as it precludes the existence

of a fixed long-term price of oil. See Figure 3.3 for sample plots of futures prices
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Figure 3.3: Futures prices (F ) under Model 9 for various maturities (τ = T − t)
with P0 = 100, σ = 1.5, a = 1.2 (solid line) and a = −1.2 (dashed line).

(3.2.21) for various maturities and parameters.

3.2.4 Futures Prices Under Stochastic Model 10

We now suppose that the spot price of a commodity follows the mean-reverting

stochastic process given by Model 10 i.e.

dP = (a
√
P + bP )dt+ σP

3
4dZ , b < 0 . (3.2.22)

We can rewrite (3.2.22) as follows

dP = |b|
√
P

(
a

|b|
−
√
P

)
dt+ σP

3
4dZ, b < 0 (3.2.23)

from which it is easier to see that the model assumes that the spot price reverts to

a constant a2

b2
, and the rate of reversion is determined by |b|

√
P . The corresponding
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risk-neutral process followed by P is then given by

dP =
(
a
√
P + bP − λ(P, t)σP

3
4

)
dt+ σP

3
4dZ̃ .

As in the previous section, we assume here that λ(P, t) = c1P
− 1

4 + c2P
1
4 (c1 and

c2 are constants) giving the risk-neutral process the same form as (3.2.22) (with

different constants a, b).

The transition density function for P that follows the process (3.2.22) is given by

Tr10(P, t;PT , T ) = Q1(P ;PT ) Q2(P ;PT ) P
a
c2
−1

T P
1
2
− a
c2 Iν(z) (3.2.24a)

where

Q1(P ;PT ) =
2
√
b2e

2(
√
P−
√
PT )(
√
b2−b)

σ2 +T−t
4

(
√
b2+b− 4ab

σ2 )

σ2(e

√
b2(T−t)

2 − 1)
(3.2.24b)

Q2(P ;PT ) = exp{−4
√
b2(
√
Pte

√
b2(T−t)

2 +
√
PT )

σ2(e

√
b2(T−t)

2 − 1)
} (3.2.24c)

and

ν =
4a

c2
− 2, z =

8(PTP )
1
4

√
b2e

√
b2(T−t)

4

σ2(e

√
b2(T−t)

2 − 1)
(3.2.24d)

see Goard(2006), and where Iν(.) is the modified Bessel function of the first kind

of order ν (see e.g. Abramowitz and Stegun (1964)). Hence, we can find the price

of the futures contract that matures at time T , F (P, t), as the expected price of the
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commodity under the risk-neutral measure Q i.e.

∀ t ≤ T, F (P, t) = EQ
t (PT )

=

∫ ∞
0

yTr10(P, t; y, T ) dy

= Peb(T−t) +
2a
√
P

b

(
eb(T−t) − e

b(T−t)
2

)
+
a(4a− σ2)

4b2

(
e
b(T−t)

2 − 1
)2

.

(3.2.25)

An important feature of the futures price (3.2.25) is that it implies the existence of

a long-term price of oil, namely 1

lim
T−t→∞

F (P, t) =
a(4a− σ2)

4b2
> 0

See Figure 3.4 for sample plots of futures prices (3.2.25) for a various maturities and

parameters.

3.3 Empirical Test

In this section we examine our new futures prices (3.2.21) and (3.2.25) under stochas-

tic oil models Model 9 (3.2.19) and Model 10 (3.2.22) respectively, for fitting and

forecasting market prices. In addition, we compare their performance with the

Gabillon (3.2.13) and Schwartz (3.2.18) models. This section will be divided into

three parts. In the first part we provide a description of the data used in our em-

pirical test. In the second part, we describe the methodology used to estimate the

parameters in the models and in the third part we present our results.

1As mentioned in Section 2.1.10 Model 10 can be transformed to the CIR model by the trans-

formation f =
√
P to get df = (α+ b

2f)dt+ σ
2

√
fdZ, where α = a

2 −
σ2

8 .

It is known (see Wilmott (1998)) that for the CIR model if 8α
σ2 > 1 ⇒ 8

σ2

(
a
2 −

σ2

8

)
> 1 ⇒ 2a >

σ2 ⇒ 4a > σ2 then f (and so P ) remains positive.
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Figure 3.4: Futures prices under Model 10 (F ) for various maturities (τ = T − t)
with P0 = 100, (a = 150, b = −13.5 , σ = 5 (solid line) ), (a = 125, b = −12, σ = 3
(dotted line)) and (a = 90, b = −9.5, σ = 1.5 (dashed line)).

3.3.1 Data Description

The data used in this empirical work consists of daily observations of futures prices

for Brent crude oil. We used 60 monthly contracts {F1, F2, · · ·F60} selected from

the International Commodity Exchange (ICE). From these contracts, we construct a

sequence of 55 data sets {G1, G2, · · ·G55}, in which each data set has six sequential

contracts i.e. Gi = {Fi, Fi+1, · · ·Fi+5}. For each data set, Gi, the first contract Fi

expires in one month and the second contract, Fi+1, expires in two months and so

on.

3.3.2 Estimation of Parameters

Table 3.1 lists the closed forms of the futures prices that will be calibrated to market

prices, with τ = T − t representing time to maturity. It also lists the parameters

in the models to be estimated. For the Gabillon price (3.2.13) we need to estimate

the difference between the cost of carry and the convenience yield parameter, i.e. δ.
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Oil Price Model Futures Price
Parameters to
be estimated

Model 1 (Gabillon)
Pe(r−δ)τ δ

dP = µPdt+ σPdZ
Model 4 (Schwartz)

exp{e−ητ lnP + α∗(1− e−ητ ) + σ2

4η (1− e−2ητ )} η, α∗, σ
dP = ηP (µ− lnP )dt+ σPdZ

Model 9
P + aτ

√
P + (aτ)2

4 (1− σ2

4a ) a, σ
dP = a

√
Pdt+ σP

3
4 dZ

Model 10
Pebτ + 2a

√
P

b (ebτ − e bτ2 ) + a(4a−σ2)
4b2 (e

bτ
2 − 1)2 a, b, σ

dP = (a
√
P + bP )dt+ σP

3
4 dZ

Table 3.1: The closed forms of futures price

For the Schwartz price (3.2.18) we need to estimate the speed of reversion (η), the

long run-log price (α∗) and the volatility(σ). For the new pricing forms, (3.2.21) and

(3.2.25) corresponding to Model 9 (3.2.19) and Model 10 (3.2.22) respectively, we

need to estimate respectively a, σ and a, b, σ. For each pricing equation, we select

the model parameters that produce a model curve as close as possible in some sense

to the market curve. We choose to do this as follows:

We define Fijt (F̂ijt) to be the market (estimated) futures price, at day t, of the

contract i that belongs to data set j. Now let eijt to be the error, on day t, of

the contract i that belongs to data set j. Define eijt as the difference between the

market futures price and the estimated futures price

eijt = Fijt − F̂ijt.

Let θ(j) be the parameter vector for the data set j. For each pricing form and for

each data set j, we use the market’s futures prices on the initial day, t = 0, and

minimize the sum of squares of errors (SSE) i.e.

minSSE(θ(j)) =
6∑
i=1

e2
ij0. (3.3.26)

This results in the parameters vector (θ(j)) for each pricing equation and for each

data set j.
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Under the assumption that the behaviour of the futures prices is stable for the next

five business days, we can update the spot price and use the estimated parameters

vector to forecast the futures prices for the next five business days.

3.3.3 Performance of Futures Models

The following measures are used to compare errors in the performance of the futures

pricing models:

• The daily sum of squared errors

SSEt =
6∑
i=1

55∑
j=1

e2
ijt , t = 0, 1, .., 5 (3.3.27)

• The daily root mean squared errors

RMSEt =

√√√√ 1

N − q

6∑
i=1

55∑
j=1

e2
ijt , t = 0, 1, .., 5 (3.3.28)

• The total sum of squared errors

SSEtotal =
5∑
t=0

6∑
i=1

55∑
j=1

e2
ijt (3.3.29)

• The total root mean squared errors

RMSEtotal =

√√√√ 1

N − q

5∑
t=0

6∑
i=1

55∑
j=1

e2
ijt (3.3.30)

where N and q are the number of observations and parameters, respectively. Tables

3.2-3.4 list the results of our analysis. In particular, we note that:

• For fitting futures prices at t = 0 Model 10 fits best the futures prices in

53 data sets and has the smallest SSE of 14.68, while Model 4 fits best
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t
Model 1 Model 4 Model 9 Model 10
(3.2.13) (3.2.18) (3.2.21) (3.2.25)

0 274.77 15.16 (best in 2 sets) 76.32 14.68 (best in 53 sets)
1 1446.20 1173.46 1473.47 1174.11
2 2048.90 1387.49 2247.15 1387.48
3 2810.19 2307.17 3046.40 2302.85
4 1722.91 1675.02 1913.64 1649.31
5 2292.84 1820.72 2591.83 1794.45

Table 3.2: Comparison of daily SSE

t
Model 1 Model 4 Model 9 Model 10
(3.2.13) (3.2.18) (3.2.21) (3.2.25)

0 $1.000 $0.303 $0.589 $0.298
1 $2.093 $1.886 $2.113 $1.886
2 $2.492 $2.050 $2.610 $2.050
3 $2.918 $2.644 $3.038 $2.642
4 $2.285 $2.253 $2.408 $2.236
5 $2.636 $2.349 $2.803 $2.332

Table 3.3: Comparison of daily RMSE

in two data sets with the next smallest SSE of 15.16. Model 9 and Model 1 have

the highest values of SSE, 76.3 and 274.77 respectively. This is perhaps not a

surprising result as Model 3 and Model 10 include three parameters whereas

Model 1 and Model 9 have one parameter and two parameters respectively.

However from Table 3.3, comparison of RMSE indicates that Model 10 has

also the lowest RMSE $ 0.289 per contract, followed closely by Model 3 then

Model 9 and finally Model 1.

• For forecasting futures prices on the next business day (t = 1) the lowest SSE,

1173.46, is achieved by Model 4, followed by Model 10 (with an extra 0.69).

Moreover, the lowest RMSE, $ 1.886 per contract, is achieved by Model 4

and Model 10. The highest values of SSE (1473.47) and RMSE ($ 2.113 per

contract) are achieved by Model 9.

• For forecasting futures prices on the following second business day (t = 2)
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Model 1 Model 4 Model 9 Model 10
(3.2.13) (3.2.18) (3.2.21) (3.2.25)

SSEtotal 10595.73 8379.02 11348.8 8322.89
RMSEtotal $ 2.346 $ 2.149 $ 2.465 $ 2.141

Table 3.4: Comparison of total SSE and RMSE

Model 10 and Model 4 have the same lowest values of SSE and RMSE (1387.48

and $ 2.050 per contract). In addition, Model 9 still has the highest value of

SSE and RMSE compared with the other models.

• For forecasting futures prices on the following third, fourth and fifth business

days (t = 3, 4, 5) Model 10 has the lowest value of SSE, followed by Model 4

with excess values of 4.13, 25.7 and 26.26 respectively.

• Comparison of total SSE and total RMSE (t = 0, · · · , 5) indicates that the

lowest value of total SSE and total RMSE are reached by Model 10 (8322.89

and $ 2.141 per contract). Model 9 has the highest values for total SSE and

total RMSE (1348.8 and $ 2.465 per contract).

In summary we can infer from our given data and empirical analysis, that Model 10

outperforms the other models in fitting and forecasting futures prices. As an illus-

trative example of a typical fit on a particular day, Figure 3.5 displays a comparison

of futures prices using (3.2.25) with the calibrated values for a, b and σ, and market

prices on June 18, 2009. It can be seen that market and model prices are very close.

3.4 Conclusion

In this chapter, simple analytic solutions for futures prices under two of the three-

quarters models presented in Chapter 2 were found. The new analytic solutions

were calibrated to market data and compared with calibrations of futures prices for

the GBM model and the Schwartz model. Our calibration results show that the
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Figure 3.5: Comparison of futures prices using formula (3.2.25) with market data
on 18 Jun 2009.

three-quarters model with the mean-reverting property, Model 10, outperforms all

the other models in its ability for fitting market data and forecasting futures prices

over the next five days, suggesting it to be a useful guide to traders.



Chapter 4

Extensions to Single One-Factor

Models for Pricing Futures

Contracts

4.1 Introduction

In the previous chapter we assumed that futures price depended only on one source

of uncertainty related to the price of oil. An important advantage of the use of one-

factor models is their tractability i.e. it can be easier to derive closed and simple

formulae for futures prices under these models. This in turn facilitates calibration of

futures contracts. However, empirical studies on pricing derivatives, see for example

Barren (1991), indicate that the use of one-factor models is inappropriate in ex-

plaining adequately derivative prices. This is an indication for the need of an extra

state variable. Fame and French (1987) showed that the convenience yield should

be specified by a stochastic process. This belief is also supported by Miltersen and

Schwartz (1998) and Ribeiro and Hodges (2004). Consequently, various two-factor

models have been introduced, and the convenience yield or long-run price is assumed

as the second factor in most of those models. Gibson and Schwartz (1990) intro-

86
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duced one of the most well-known models for commodity prices with convenience

yield as a second factor. They assumed that the spot price of the commodity fol-

lowed a GBM and the convenience yield followed an OU stochastic process and was

correlated with the spot price. Further, Gabillon (1991) introduced one of the most

well-known models for commodity prices with long-run price as a second factor.

He assumed that there was a long-run price of oil L for delivery at infinite time

which was correlated with the process of the spot price and could be described by

a stochastic process. He suggested that the spot price of oil and the long run price

follow two correlated GBMs and derived a closed-form solution for pricing futures

contracts. For further details, we refer the reader to Section 1.5.1.

In this chapter, three two-factor models are proposed by adding a second state

variable to the spot price of oil; and a regime-switching model, where the price of

oil follows a one-factor stochastic model in each of two regimes, is also proposed.

Analytic formulae for futures contract prices are derived for each proposed model.

The remainder of this chapter is organised into three sections. In the following

Section 4.2, the governing equation for pricing futures contracts under a two-factor

model is derived. Analytic formulae for futures prices under our proposed models

are derived in Section 4.3 and in Section 4.4 we present our conclusion.

4.2 The Governing Equation for Pricing Futures

Contracts Under a Two-Factor Model

We assume that the price of a futures contract depends on the spot price of oil

P , time t and an additional factor ϑ, where the spot price of oil and ϑ follow the
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correlated stochastic process

dP = µ1(P, ϑ, t)dt+ σ1(P, ϑ, t)dZ1 (4.2.1a)

dϑ = µ2(ϑ, t)dt+ σ2(ϑ, t)dZ2 (4.2.1b)

Corr(dZ1, dZ2) = ρdt . (4.2.1c)

The instantaneous change of the futures price, F (P, ϑ, t), can be found by applying

Itô’s Lemma (see Section 1.1.4) to get

dF =
∂F

∂P
dP +

1

2

∂2F

∂P 2
(dP )2 +

∂F

∂ϑ
dϑ+

1

2

∂2F

∂ϑ2
(dϑ)2 +

∂2F

∂P∂ϑ
(dPdϑ) +

∂F

∂t
.

(4.2.2)

Substituting (4.2.1a-c) into (4.2.2), we get

dF =

[
µ1(P, t)

∂F

∂P
+
σ1(P, ϑ, t)2

2

∂F 2

∂P 2
+ µ2(ϑ, t)

∂F

∂ϑ
+
σ2(ϑ, t)2

2

∂2F

∂ϑ2

+ ρ σ1(P, t)σ2(ϑ, t)
∂2F

∂P∂ϑ
+
∂F

∂t

]
dt+ σ1(P, ϑ, t)

∂F

∂P
dZ1 + σ2(ϑ, t)

∂F

∂ϑ
dZ2 .

(4.2.3)

Equation (4.2.3) can be written as

dF = L(F )dt+ σ1(P, ϑ, t)
∂F

∂P
dZ1 + σ2(ϑ, t)

∂F

∂ϑ
dZ2 (4.2.4a)

where

L(F ) = µ1(P, ϑ, t)
∂F

∂P
+
σ1(P, ϑ, t)2

2

∂2F

∂P 2
+ µ2(ϑ, t)

∂F

∂ϑ

+
σ2(ϑ, t)2

2

∂2F

∂ϑ2
+ ρ σ1(P, ϑ, t)σ2(ϑ, t)

∂2F

∂P∂ϑ
+
∂F

∂t
. (4.2.4b)

Now we construct a portfolio with value π that consists of one long futures contract

on P with value F1 maturing at time T1, x short futures contracts each with value

F2 maturing at time T2 and y short futures contracts each with value F3 maturing
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at time T3. So the portfolio has value

π = F1 − xF2 − yF3 (4.2.5)

where Fi = Fi(P, ϑ, t;Ti) ,

and its instantaneous return is

dπ =

[
L(F1)− xL(F2)− yL(F3)

]
dt+

[
∂F1

∂P
− x∂F2

∂P
− y∂F3

∂P

]
σ1(P, ϑ, t)dZ1

+

[
∂F1

∂ϑ
− x∂F2

∂ϑ
− y∂F3

∂ϑ

]
σ2(ϑ, t)dZ2 (4.2.6)

where L(Fi) is given in (4.2.4b). The values of x and y can be chosen to make the

coefficients of dZ1 and dZ2 in (4.2.6) equal to zero, so the corresponding portfolio

will have zero-risk. Hence the instantaneous return of the portfolio, dπ, should

equal zero as it costs nothing to enter into a futures contract. The zero-risk and

zero-return conditions lead to the following system of equations

∂F1

∂P
− x∂F2

∂P
− y∂F3

∂P
= 0 (4.2.7a)

∂F1

∂ϑ
− x∂F2

∂ϑ
− y∂F3

∂ϑ
= 0 (4.2.7b)

L(F1)− xL(F2)− yL(F3) = 0 . (4.2.7c)

Conditions (4.2.7a-c) imply that there is a linear relationship between the functions

L(F ), σ1(P, ϑ, t)∂F
∂P

and σ2(ϑ, t)∂F
∂ϑ

which is independent of T . Therefore, we can

write

L(F ) = σ1(P, ϑ, t) λP (P, ϑ, t)
∂F

∂P
+ σ2(ϑ, t) λϑ(P, ϑ, t)

∂F

∂ϑ
(4.2.8)

for some arbitrary functions λP (P, ϑ, t) and λϑ(P, ϑ, t). These two functions can be

interpreted as the market price per unit of spot price risk and market price per unit

of the additional factor ϑ risk respectively. Finally, substituting (4.2.4b) into (4.2.8)
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we get the PDE governing the price of futures contracts as

σ2
1(P, ϑ, t)

2

∂F 2

∂P 2
+
(
µ1(P, ϑ, t)− λP (P, ϑ, t)

)∂F
∂P

+
σ2

2(ϑ, t)

2

∂2F

∂ϑ2

+
(
µ2(ϑ, t)− λϑ(P, ϑ, t)

)∂F
∂ϑ

+ ρ σ1(P, ϑ, t)σ2(ϑ, t)
∂2F

∂P∂ϑ
+
∂F

∂t
= 0 . (4.2.9)

Equation (4.2.9) needs to be solved subject to the final condition F (P, ϑ, T ) = P

and can be written as

σ2
1(P, ϑ, t)

2

∂F 2

∂P 2
+ µ̃1(P, ϑ, t)

∂F

∂P
+
σ2

2(ϑ, t)

2

∂2F

∂ϑ2
(4.2.10)

+ µ̃2(P, ϑ, t)
∂F

∂ϑ
+ ρ σ1(P, ϑ, t)σ2(ϑ, t)

∂2F

∂P∂ϑ
+
∂F

∂t
= 0

where µ̃1(P, ϑ, t) and µ̃2(P, ϑ, t) are the risk-adjusted drifts for (4.2.1a) and (4.2.1b)

respectively.

4.3 Deriving New Closed Form Solutions for Fu-

tures Contracts

In this section we consider four new models for commodity prices. Two-factor mod-

els are assumed in three of these models and we use net demand, interest rate

and convenience yield respectively as additional state variables in the models. The

fourth model is a regime-switching model where the price of oil follows a one-factor

stochastic model in each regime.

Any shock in supply or demand has an influence on spot prices. When the demand

is higher than supply, traders expect an increasing trend in spot prices. Conversely,

when the demand is lower than supply, traders expect a decreasing trend in spot

prices. Hence, we expect that spot price is correlated with the difference between

the supply and demand (net demand) and consider net demand as an additional

variable in our first model.
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Stochastic interest rates have been considered as a third factor to the spot price

and convenience yield by Schwartz (1997), Hilliard and Reis (1998), Miltersen and

Schwartz (1998) for the pricing of commodity derivatives. Schwartz (1997) em-

pirically shows that the three-factor model which assumes stochastic convenience

yields and interest rates outperforms the two- and one-factor models for describ-

ing oil and copper futures prices. Hence, we consider the interest rate as an ad-

ditional variable in our second model, and use the stochastic interest rate model

(dr = ar(G(t)− r)dt+ σ2r
3
2dZ̃), which has been proven empirically by a number of

authors (see e.g. Campbell et al (1996) and Goard (2008)) as the most successful

model in capturing the dynamics of the interest rate.

The convenience yield, which comes from the theory of storage, can be defined as

the benefit of holding physical commodities. When inventories are low then holding

physical commodities becomes more valuable which hence increases the value of the

convenience yield. Conversely, when inventories are high then the value of the con-

venience yield decreases. Therefore, the spot price is positively correlated with the

convenience yield. The assumption of a constant convenience yield is equivalent to

assuming that the level of inventories is also constant, which is not realistic. Hence,

we consider stochastic convenience yield as an additional variable in our third model.

Finally, in the fourth model we assume a regime-switching situation where the price

of oil follows a one-factor stochastic model, but with a different convenience yield

in each regime.

While considering a second state variable can lead to more reasonable and accurate

models compared with one-factor models, there are some shortcomings. For exam-

ple, the convenience yield is not observable and is not easy to estimate. Moreover,

the estimated net demand of oil can be observed only on a monthly basis with daily

observations of net demand not available.
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4.3.1 Spot Price and Net Demand Model

In this model we assume that the price of a futures contract depends on the spot

price of oil P , time t and net demand q. The net demand of a product at a given

time can be defined as the difference between the demand, D, and supply, S, of the

product i.e. q = D−S. We assume that the spot price of oil and net demand follow

the risk-neutral correlated stochastic process:

dP = mqPdt+ σ1PdZ̃1 (4.3.11a)

dq = −(nq + λσ2)dt+ σ2dZ̃2 (4.3.11b)

Corr(dZ1, dZ2) = ρdt (4.3.11c)

where m, n, ρ, σ1, σ2 are constant and λ represents the market price of risk per

unit of net demand and is also assumed constant. Equation (4.3.11b) indicates for

the real net demand process, net demand reverts to zero (in equilibrium) with rate

of reversion determined by n, but a random shock can move the net demand from

zero. From equation (4.3.11a), the expected relative change in the spot price is

proportional to net demand. When net demand is positive (D > S), we expect the

spot price to increase and conversely, when net demand is negative we expect the

spot price to decrease. From Section 4.2, the PDE governing the futures contract is

given by

σ2
1P

2

2

∂F 2

∂P 2
+mqP

∂F

∂P
+
σ2

2

2

∂2F

∂q2
− (nq+λσ2)

∂F

∂q
+σ1σ2ρP

∂2F

∂P∂q
− ∂F
∂τ

= 0 (4.3.12)

where τ = T−t. Equation (4.3.12) needs to be solved subject to the initial condition

F (P, q, 0) = P . The initial condition suggests a solution to (4.3.12) of the form

F (p, q, τ) = Pϕ(q, τ). Substituting this form into (4.3.12) we get

σ2
2

2

∂2ϕ

∂q2
+ (σ1σ2ρ− nq − λσ2)

∂ϕ

∂q
+mqϕ =

∂ϕ

∂τ
(4.3.13)



4.3. Deriving New Closed Form Solutions for Futures Contracts 93

to be solved subject to the initial condition ϕ(q, 0) = 1.

Assuming the solution of (4.3.13) can be written as ϕ(q, τ) = eA(τ)+qB(τ), then by

substituting this form into (4.3.13) we get

σ2
2

2
B(τ)2 + (σ1σ2ρ− nq − λσ2)B(τ) +mq =

∂A(τ)

∂τ
+ q

∂B(τ)

∂τ
. (4.3.14)

Equation (4.3.14) needs to be solved subject to the initial conditions A(0) = B(0) =

0. Equating coefficients of q to zero in (4.3.14) we get

∂B(τ)

∂τ
+ nB(τ) = m (4.3.15a)

σ2

2
B(τ)2 + σ2(σ1ρ− λ)B(τ)− ∂A(τ)

∂τ
= 0 . (4.3.15b)

Solving (4.3.15a) for B(τ) subject to B(0) = 0 and substituting this into (4.3.15b)

to solve for A(τ) subject to A(0) = 0 we get

B(τ) =
m

n
(1− e−nτ ) (4.3.16a)

A(τ) =
mσ2

2n2

{
2(λ− σ1ρ) + 2e−nτ (

σ2m

n
+ σ1ρ− λ)− σ2m

2n
(3 + e−2nτ )

+ τ(σ2m+ 2nσ1ρ− 2nλ)
}
. (4.3.16b)

Hence, undoing our change of variables F (p, q, τ) = Pϕ(q, τ) = PeA(τ)+qB(τ) we get

the futures prices as

F (P, q, τ) = P exp

{
mσ2

2n2

{
2(λ− σ1ρ) + 2e−nτ (

σ2m

n
+ σ1ρ− λ)− σ2m

2n
(3 + e−2nτ )

+ τ(σ2m+ 2nσ1ρ− 2nλ)
}

+ q
[m
n

(1− e−nτ )
]}

. (4.3.17)

See Figure 4.1 for sample plots of futures prices (4.3.17) with P = 100, m = 0.6, n =

2, σ1 = 1, σ2 = 3 and λ = 0.1 for various correlation coefficients and expiries.
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Figure 4.1: Futures prices (F ) with (a) q = 0.5 (b) q = −0.5 under (4.3.11) for
various expiries (τ) and correlation coefficients (solid line ρ = 1, dotted line ρ = 0.75
and dashed line ρ = 0.5) with P = 100, m = 0.6, n = 5, σ1 = 1, σ2 = 3 and λ = 0.1.

From Figure 4.1 it can be observed that for futures contracts with the given

parameter values for the case q = 0.5, futures prices increase as time to expiry
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increases. This is to be expected at least initially, as under (4.3.11) with positive

net demand, oil prices are expected to increase with time. For the case q = −0.5,

it can be observed that futures prices decrease as time to expiry increases for ex-

piries less than about 0.1. For expiries greater than this, futures prices increase

as time to expiry increases. This again is not surprising as under (4.3.11) with a

negative net demand, oil prices are expected to decrease initially. However, with

net demand reverting to zero the trend changes for longer expiries. For both cases

(q = 0.5 and q = −0.5), the higher the correlation coefficient the more valuable

the futures contract is and the effect of the correlation coefficient on the futures

contracts increases as time to expiry increases.

4.3.2 Spot Price and Interest Rate Model

We now assume that oil prices and interest rates follow the risk-neutral correlated

stochastic model

dP = (r − δ)Pdt+ σ1PdZ̃1 (4.3.18a)

dr = ar(G(t)− r)dt+ σ2r
3
2dZ̃2 (4.3.18b)

Corr(dZ̃1, dZ̃2) = ρdt . (4.3.18c)

This model assumes that oil is traded as an asset that pays a constant convenience

yield δ, and the interest rate r reverts to a free function of time G(t) with speed of

reversion determined by ar. The choice of (4.3.18b) is supported by many studies.

For example, Chan et al (1992) used GMM to compare the performance of various

interest rate models. They found that models with a diffusion term σ2r
γ, where

the power γ was higher than one were the most successful models in capturing the

dynamics of the interest rate, and their estimated value for γ was 3
2
. This result

was also supported by Campbell et al (1996) and Goard (2008). Schwartz (1997)

used stochastic interest rates, namely dr = α(m − r)dt + σdZ̃, as a third factor
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in addition to commodity price and convenience yield. He empirically found that

the correlation coefficients between commodities prices (oil, gold and copper) and

interest rates were very close to zero. Hence, we expect that assuming ρ = 0 in

(4.3.18) will not have a major impact on futures prices. From Section 4.2 the PDE

governing the futures price is given by

σ2
1P

2

2

∂2F

∂P 2
+ (r − δ)P ∂F

∂P
+
σ2

2r
3

2

∂2F

∂r2
+ ar(g(τ)− r)∂F

∂r
− ∂F

∂τ
= 0 (4.3.19)

where g(τ) = G(T − τ). Equation (4.3.19) needs to be solved subject to the initial

condition F (P, r, 0) = P and boundary conditions F (P, r, τ) → Pe−δτ as r → 0,

F (0, r, τ) = 0, F (P, r, τ) → ∞ as P → ∞ and F (P, r, τ) → 0 as r → ∞. Letting

F (P, r, τ) = Pv(r, τ), from equation (4.3.19) we get the following PDE for v(r, τ)

σ2
2r

3

2

∂2v

∂r2
+ ar(g(τ)− r)∂v

∂r
− ∂v

∂τ
+ (r − δ)v = 0 (4.3.20)

and the conditions become v(r, 0) = 1, v(r, τ) → e−δτ as r → 0 and v(r, τ) → 0 as

r →∞. The computer package DIMSYM (see Sherring (1993)) was used to find the

Lie symmetry generators of (4.3.20). The most general finite-dimensional generator

is given by

Ψ =v

[
f(τ) +

aW (τ)g′(τ)

rσ2
2

− W ′′(τ)

rσ2
2

+
ag(τ)W ′(τ)

rσ2
2

]
∂

∂v
+W (τ)

∂

∂τ
− rW ′(τ)

∂

∂r

(4.3.21a)
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where f(τ) and W (τ) satisfy the following conditions

(a2δ + aδσ2
2)W (τ)g′(τ) + (a+ σ2

2)f ′′(τ) + (a2g(τ) + ag(τ)σ2
2 − δσ2

2)f ′(τ)

+ (2a2δg(τ) + 2aδσ2
2g(τ)− δ2σ2

2)W ′(τ) = 0 (4.3.21b)

(a2 + aσ2
2)W (τ)g′(τ)− σ2

2f
′(τ)− (a+ σ2

2)W ′′(τ)

+ (a2g(τ) + aσ2
2g(τ)− δσ2

2)W ′(τ) = 0 (4.3.21c)

W ′′′(τ)− a2g2(τ)W ′(τ) = 0 . (4.3.21d)

Further, for the initial condition v(r, 0) = 1 to be invariant under the symmetry,

we require Ψ(τ) = 0|τ=0 and Ψ(v − 1) = 0|τ=0, v=1. This leads to

Ψ = −δW (τ)v
∂

∂v
+W (τ)

∂

∂τ
− rW ′(τ)

∂

∂r
(4.3.22a)

where W (τ) = e−a
∫ T
τ g(s)ds

{
1−

∫ T
τ
ea

∫ T
u g(s)dsdu∫ T

0
ea

∫ T
u g(s)dsdu

}
. (4.3.22b)

Using the method of characteristics to solve the corresponding invariant surface

condition, we have

dr

dτ
= −rW

′(τ)

W (τ)
⇒ rW (τ) = c1 (4.3.23a)

dv

dτ
= −δv ⇒ v = c2e

−δτ (4.3.23b)

so that two invariants are rW (τ) and veδτ . Hence, we let v(r, τ) = e−δτφ(z); z =

rW (τ) and substitute this form into equation (4.3.20). We then get that φ needs to

satisfy

σ2
2z

2φ′′ + 2(β − az)φ′ + 2φ = 0 , (4.3.24a)
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where

β =
−1∫ T

0
ea

∫ T
u g(s)dsdu

, (4.3.24b)

subject to the initial condition φ(0) = 1. The solution of (4.3.24a) is given by

φ(z) = e
2β

σ2
2z z−k

[
C1M

(
A,B,

−2β

σ2
2z

)
+ C2 U

(
A,B,

−2β

σ2
2z

)]
(4.3.25a)

where k satisfies

k2 +

(
1 +

2a

σ2
2

)
k − 2

σ2
2

= 0 (4.3.25b)

and A = k + 2 +
2a

σ2
2

(4.3.25c)

B = 2k + 2 +
2a

σ2
2

(4.3.25d)

where M(a, b, x) and U(a, b, x) are the Kummer-M and Kummer-U functions re-

spectively and where C1 and C2 are arbitrary constants. To find the values of C1

and C2, we use the following results for the Kummer functions (see Abramowitz and

Stegun (1964)):

As x→∞

M(a, b, x) =
Γ(b)

Γ(a)
exxa−b[1 +O(|x|−1)] (4.3.26a)

U(a, b, x) =x−a[1 +O(|x|−1)] . (4.3.26b)
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Hence, we require

C1 =
Γ(A)

Γ(B)

(
−2β

σ2
2

)k
and C2 = 0 (4.3.27)

in (4.3.25a) to satisfy the appropriate conditions. Finally, we get the futures price

by substituting the values of C1 and C2 into (4.3.25a) and undoing our change of

variables, so F (P, r, τ) = Pv(r, τ) = Pe−δτφ(z), z = rW (τ) giving

F (P, r, τ) = Pe
−δτ+ 2β

σ2
2rW (τ)

Γ(A)

Γ(B)

(
− 2β

σ2
2rW (τ)

)k
M

(
A,B,− 2β

σ2
2rW (τ)

)
(4.3.28)

where A, B, W (τ) and β are given in (4.3.25c,d), (4.3.22b) and (4.3.24b) respec-

tively. See Figure 4.2 for sample plots of futures prices (4.3.28) with P = 100, a =

1, σ1 = 1, σ2 = 6 and G(t) = 0.03 for various interest rates, convenience yields

and expiries. From Figure 4.2 it can be observed that for futures contracts with

the given parameter values, for the case δ = 0.05 futures prices decrease as time

to expiry increases (with the exception of the case when r = 0.07). This is to be

expected as under (4.3.18a) with r− δ < 0 oil prices are expected (at least initially)

to decrease with time. For the case δ = 0.05 with r = 0.07, it can be observed

that the futures prices increase as time to expiry increases for expiries less than

about 0.6. This again is not surprising as under (4.3.18a) with r − δ ≥ 0 oil prices

are expected (at least initially) to increase with time. However, with interest rate

reverting to 0.03, r − δ becomes negative and the trend changes for longer expiries.

For the cases δ = 0, −0.05, it can be observed that futures prices increase as time to

expiry decreases. This is to be expected as under (4.3.18a) with r− δ ≥ 0 oil prices

are expected (at least initially) to increase with time. For all cases, the higher the

interest rate, the more valuable the futures contract is, and the effect of the interest

rate on the futures contracts increases as the convenience yield decreases.
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Figure 4.2: Futures prices (F ) (a) δ = 0.05 (b) δ = 0 (c) δ = −0.05 under (4.3.11)
for various expiries (τ) and interest rates (solid line r = 0.01, dotted line r = 0.04
and dashed line r = 0.07) with P = 100, a = 1, G(t) = 0.03, σ1 = 1, and σ2 = 6.
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4.3.3 Spot Price and Convenience Yield Model

In this section the convenience yield δ is considered as an additional state variable.

From Section 4.3.2, we see that if δ followed a similar dynamics to that of the

interest rate in (4.3.18b), then a closed form solution for futures price might be

possible. However, a zero correlation between spot price and convenience yield is

not feasible. Hence, we assume that the oil price and convenience yield follow the

risk-neutral correlated stochastic model

dP = (r − δ)Pdt+ σ1P
√
δdZ̃1 (4.3.29a)

dδ = aδ(G(t)− δ)dt+ σ2δ
3
2dZ̃2 (4.3.29b)

Corr(dZ̃1, ˜dZ2) = ρdt . (4.3.29c)

This model makes two further assumptions and so is only appropriate given that

the assumptions hold. The first assumption is that δ > 0, so that it is always

beneficial to hold the commodity. The second assumption is that the volatility of

the oil price is proportional to the square root of the convenience yield. Hence, a

higher value of convenience yield (which is affected by net demand, inventory or

seasonality) produces a higher volatility in the oil price. From Section 4.2 the PDE

governing for the futures price is given by

σ2
1δP

2

2

∂2F

∂P 2
+ (r − δ)P ∂F

∂P
+
σ2

2δ
3

2

∂2F

∂δ2
+ aδ(g(τ)− δ)∂F

∂δ

+ ρσ1σ2Pδ
2 ∂

2F

∂P∂δ
− ∂F

∂τ
= 0 (4.3.30)

where g(τ) = G(T − τ). Equation (4.3.30) needs to be solved subject to the initial

condition F (P, δ, 0) = P and boundary conditions F (P, δ, τ) → Perτ as δ → 0,

F (0, δ, τ) = 0, F (P, δ, τ) → ∞ as P → ∞ and F (P, δ, τ) → 0 as δ → ∞. Letting
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F (P, δ, τ) = Pv(δ, τ), equation (4.3.30) gives the following PDE for v(δ, τ)

σ2
2δ

3

2

∂2v

∂δ2
+
(
aδ(g(τ)− δ) + ρσ1σ2δ

2
)∂v
∂δ
− ∂v

∂τ
+ (r − δ)v = 0 , (4.3.31)

and the conditions become v(r, 0) = 1, v(δ, τ) → erτ as δ → 0 and v(δ, τ) → 0

as δ → ∞. Comparing (4.3.31) with (4.3.20) indicates the substitution v(δ, τ) =

erτφ(z); z = δW (τ) where W (τ) is given in (4.3.22b). Following the same procedure

as in Section 4.3.2, we get the futures prices as

F (P, δ, τ) = Pe
rτ+ 2β

σ2
2δW (τ)

Γ(A)

Γ(B)

(
− 2β

σ2
2δW (τ)

)k
M

(
A,B,− 2β

σ2
2δW (τ)

)
(4.3.32a)

where

k2 +

(
1 +

2(a− ρσ1σ2)

σ2
2

)
k − 2

σ2
2

= 0 , (4.3.32b)

A = k + 2 +
2(a− ρσ1σ2)

σ2
2

, (4.3.32c)

B = 2k + 2 +
2(a− ρσ1σ2)

σ2
2

, (4.3.32d)

β =
−1∫ T

0
ea

∫ T
u g(s)dsdu

. (4.3.32e)

See Figure 4.3 for sample plots of futures prices (4.3.32a) with P = 100, a =

3, σ1 = 1.5, σ2 = 5, r = 0.04 and G(t) = 0.03 for various convenience yields,

correlation coefficients and expiries. From Figure 4.3 it can be observed that for

futures contracts with the given parameter values, for the case δ = 0.02 the futures

prices increase as time to expiry increases. This is to be expected as under (4.3.32a)

with r − δ > 0 oil prices are expected (at least initially) to increase with time. For

the cases δ = 0.04, 0.06, it can be observed that the futures prices decrease as time

to expiry increases for expiries less than about 1.2 and 2 respectively. This again

is not surprising as under (4.3.32a) with r − δ ≤ 0 oil prices are expected (at least

initially) to decrease with time. However, with convenience yield reverting to 0.03,

r − δ becomes positive and the trend changes for longer expiries. For all cases,
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the lower the correlation coefficient the more valuable the futures contract is and

the effect of the correlation coefficient on the futures contracts increases as time to

expiry increases.
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Figure 4.3: Futures prices (F ) (a) δ = 0.02 (b) δ = 0.04 (c) δ = 0.06 under (4.3.18)
for various expiries (τ) and correlation coefficients (solid line ρ = 1, dotted line
ρ = 0.75 and dashed line ρ = 0.5) with P = 100, a = 3, G(t) = 0.03, σ1 =
1.5, σ2 = 5 and r = 0.04.
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4.3.4 The Regime Switching Model

Convenience yield can be considered as a function of the commodity inventory, which

in turn can be considered as a function of net demand. The assumption of a constant

convenience yield is equivalent to assuming that the market has only one state all the

time. This assumption also ignores the cycles of booms and busts in the commodity

market. Hence, it is improbable to assume that the commodity market has only one

state all of the time. In this section we assume that the commodity market has two

states I = {1, 2}. X(t) = 1 represents the state when the supply of oil is in shortage

while X(t) = 2 represents the state when there is no shortage in supply. A different

convenience yield is assumed in each state. Hence, when X(t) = i, i = 1, 2, then

δ = δi and the change of spot price of oil is assumed to follow

dP = (r − δi)Pdt+ σPdZ̃ . (4.3.33)

We assume that the transition between states

• jumps from X(t) = 1 to X(t) = 2 and occurs as a Poisson process with rate

λ2,

• jumps from X(t) = 2 to X(t) = 1 and occurs as a Poisson process with rate

λ1.

Hence, the value of a futures contract F (P, t) will take one of two values F1(P, t) or

F2(P, t) depending on the current supply state X(t) = 1, 2 respectively.

Suppose that at time t, X(t) = 1, so the value of a futures contract is F1(P, t). In

a short time step dt, the value of the futures contract is given by

F (Pt+dt, t+ dt) =


F1(Pt+dt, t+ dt) with probability 1− λ2dt,

F2(Pt+dt, t+ dt) with probability λ2dt .

(4.3.34)
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Hence, the change in the futures contract can be written as

dF =


F1(Pt+dt, t+ dt)− F1(Pt, t) with probability 1− λ2dt,

F2(Pt+dt, t+ dt)− F1(Pt, t) with probability λ2dt .

(4.3.35)

This is equivalent to

dF =


dF1 with probability 1− λ2dt,

F2(P, t)− F1(P, t) + dF2 with probability λ2dt .

(4.3.36)

We construct a portfolio with value π that consists of one long futures contract with

expiry Ṫ and value Ḟ , and ∆ short futures contracts with expiry T̈ and each with

value F̈ so π = Ḟ −∆F̈ . The change in our portfolio can be written as

dπ = dḞ −∆dF̈ =


dḞ1 −∆dF̈1 with probability 1− λ2dt,

Ḟ2 − Ḟ1 + dḞ2 −∆(F̈2 − F̈1 + dF̈2) with probability λ2dt .

(4.3.37)

The change in futures prices, dF , can be found by applying Itô’s Lemma (see Section

1.1.4) so dπ can be written as

dπ =


L(Ḟ1)−∆L(F̈1) with probability 1− λ2dt,

Ḟ2 − Ḟ1 + L(Ḟ2)−∆

(
F̈2 − F̈1 + L(F̈2)

)
with probability λ2dt ,

(4.3.38)

where L(F ) =
(
(r − δ1)P

∂F

∂P
+
σ2P 2

2

∂2F

∂P 2
+
∂F

∂t

)
dt+ σP

∂F

∂P
dZ̃ (4.3.39)
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The expected value of the change in our portfolio is given by

E(dπ) = L(Ḟ1)−∆L(F̈1) + λ2dt

(
Ḟ2 − Ḟ1 −∆(F̈2 − F̈1)

)
+O(dt2) . (4.3.40)

With the judicious choice of ∆ =
∂Ḟ1

∂P
/
∂F̈1

∂P
the risk in our portfolio is eliminated

and the change in the value can be simplified to

E(dπ) =

[
σ2P 2

2

∂2Ḟ1

∂P 2
+
∂Ḟ1

∂t
+ λ2(Ḟ2 − Ḟ1)

− ∂Ḟ1

∂P
/
∂F̈1

∂P

(
σ2P 2

2

∂2F̈1

∂P 2
+
∂F̈1

∂t
+ λ2(F̈2 − F̈1)

)]
dt . (4.3.41)

As it costs nothing to enter into a futures contract E(dπ) = 0, and (4.3.41) can be

rewritten as

σ2P 2

2
∂2Ḟ1

∂P 2 + ∂Ḟ1

∂t
+ λ2(Ḟ2 − Ḟ1)

∂Ḟ1

∂P

=
σ2P 2

2
∂2F̈1

∂P 2 + ∂F̈1

∂t
+ λ2(F̈2 − F̈1)

∂F̈1

∂P

. (4.3.42)

The left and right-hand sides in the equation (4.3.42) are functions of Ḟ1 and F̈1

respectively. This means that both sides must be independent of the expiry date.

Hence, we can drop the accents and write

σ2P 2

2
∂2F1

∂P 2 + ∂F1

∂t
+ λ2(F2 − F1)

∂F
∂P

= ξ(P, t) (4.3.43)

for some arbitrary function ξ(P, t). If we let ξ(P, t) = (r − δ1)P then we get

σ2P 2

2

∂2F1

∂P 2
+
∂F1

∂t
+ (r − δ1)P

∂F1

∂P
= λ2(F1 − F2) (4.3.44)

which needs to be solved subject to F1(P, T ) = P .

Similarity, if we start with state 2 we get

σ2P 2

2

∂2F2

∂P 2
+
∂F2

∂t
+ (r − δ2)P

∂F2

∂P
= λ1(F2 − F1) (4.3.45)
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which needs to be solved subject to F2(P, T ) = P . The initial conditions suggest

solutions to (4.3.44) and (4.3.45) of the forms Fi(P, t) = Pvi(t) where vi(T ) = 1 for

i = 1, 2. Letting τ = T − t then substituting this form into (4.3.44) and (4.3.45)

we get

dv1(τ)

dτ
= av1(τ) + bv2(τ) subject to v1(0) = 1 (4.3.46a)

dv2(τ)

dτ
= cv2(τ) + dv1(τ) subject to v2(0) = 1 (4.3.46b)

where a = r − δ1 − λ2, b = λ2,

c = r − δ2 − λ1, d = λ1 .

Equations (4.3.46a,b) are a system of two linear homogeneous first-order ODEs

with constant coefficients, which can be written in matrix form as

V ′ = AV (4.3.47a)

where

V ′ =

dv1(τ)
dτ

dv1(τ)
dτ

 , A =

a b

d c

 and V =

v1(τ)

v2(τ)

 . (4.3.47b)

The general solution of (4.3.47a) (see e.g. Polyanin and Manzhirov (2007)) is given

by

V =

v1(τ)

v1(τ)

 = c1e
x1τV1 + c2e

x2τV2 (4.3.48)

where c1 and c2 are arbitrary constants, x1 and x2 are the eigenvalues of A (i.e. x1

and x2 satisfy x2−(a+c)x+ac−bd = 0), V1 and V2 are the corresponding eigenvectors
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of x1 and x2 respectively1. The values of V1, V2, c1 and c2 are easily found to be

V1 =
(

b
x1−a

)
, V2 =

(
b

x2−a
)
, c1 =

1−x2−a
b

x1−x2
and c2 = 1

b
− c1. Hence, substituting

these values into (4.3.48) and using our change of variables Fi(p, t) = Pvi(τ) where

τ = T − t we get the price of the futures contract as

F1(P, t) =
P

2
√
H

(
A1e

(T−t)x1 + A2e
(T−t)x2

)
(4.3.49a)

F2(P, t) =
P

4λ2

√
H

(
B1e

(T−t)x1 +B2e
(T−t)x2

)
(4.3.49b)

where

x1 =
1

2

(
2r − (δ1 + δ2 + λ1 + λ2) +

√
H
)

(4.3.49c)

x2 =
1

2

(
2r − (δ1 + δ2 + λ1 + λ2)−

√
H
)

(4.3.49d)

A1 =
√
H − δ1 + (δ2 + λ1 + λ2) (4.3.49e)

A2 =
√
H + δ1 − (δ2 + λ1 + λ2) (4.3.49f)

B1 = A1

(
(δ1 − δ2) + (λ2 − λ1) +

√
H
)

(4.3.49g)

B2 = −A2

(
(δ2 − δ1) + (λ1 − λ2) +

√
H
)

(4.3.49h)

H = (λ1 + λ2)2 + (δ1 − δ2)2 + 2λ1(δ2 − δ1) + 2λ2(δ1 − δ2) . (4.3.49i)

1Note that for the case (a − c)2 + 4bd = 0, the general solution of (4.3.46a,b) has a different
form from (4.3.48) (further details can be found in Polyanin and Manzhirov (2007)). However, we
ignore this case here as here the determinant is always positive.
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Figure 4.4: Futures prices (F ) under (4.3.33) for various expiries (τ) (dotted line
F1(P, τ) and solid line F2(P, τ)) with P = 100, r = 0.02, δ1 = 0.1, δ2 = −0.1, λ1 =
30 and λ2 = 20.

See Figure 4.4 for sample plots of futures prices under (4.3.33) with P = 100, r =

0.02, δ1 = 0.1, δ2 = −0.1, λ1 = 30 and λ2 = 20 for various expiries. From Figure

4.4 it can be observed that for futures contracts with the given parameter values, for

the first state with δ1 = 0.1 the futures prices decrease as time to expiry increases.

This is to be expected as under (4.3.33) with r − δ < 0 oil prices are expected (at

least initially) to decrease with time. For the second state with δ2 = −0.1, it can be

observed that the futures prices increase as time to expiry decreases. This is because

the transition to the second state yields r − δ > 0 in (4.3.33) and so oil prices are

expected (at least initially) to increase with time.

4.4 Conclusion

In this chapter we extended our approach to pricing futures contracts by proposing

four different models. In particular, net demand, interest rate and convenience
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yield are considered as additional factors to oil prices. Further, we considered a

regime-switching model, whereby the price of oil was assumed to follow an one-

factor stochastic in each regime. For each proposed model, an analytic formula for

futures contract prices was derived.



Chapter 5

Pricing European Option

Contracts on Futures with One

Factor Models

5.1 Introduction

Trading in oil occurs mostly on futures and forward contracts rather than in oil itself.

In this thesis we concentrate on futures rather than forward contracts as futures

trade on futures exchanges and offer greater liquidity. Options on futures contain

two maturities, the maturity of the option, TO, and the maturity of the underlying

futures, TF , where TO ≤ TF . An overview of the notation used in this chapter is

provided in Table 5.1. Given that the value of the underlying futures contract at

time t is F (P, t), then at the maturity of the option contract with strike price K, its

value is given by max(F (P, TO)−K, 0) for a call option and by max(K−F (P, TO), 0)

for a put option. Hence for a call option if F (P, TO) > K then the holder receives

the futures contract for the strike price K and gains $ (F (P, TO)−K). In contrast,

for a put option if F (P, TO) < K then the holder sells the futures contract for the

strike price K and gains $ (K−F (P, TO)). For times other than at the expiry time,

112
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there are a number of ways that options can be valued. Some of these are discussed

in Section 1.4 and include finding risk-neutral expectations and solving governing

equations. Both of these particular methods will be used in this chapter.

The story of options pricing begins with the work of Bachelier (1900), who assumed

that the underlying asset prices follow the ABM and derived a formula for pricing

option contracts. More than six decades later, Samuelson (1965) replaced Bachelier’s

assumption on the underlying asset price with the GBM. Then, Black and Scholes

(1973) used Samuelson’s assumption and studied the risk-neutral valuation to derive

a formula for pricing European option contracts. Consequently, research into option

pricing theory was spurred. For further details, we refer the reader to Section 1.5.2.

In this chapter we derive and examine European option prices on oil futures under

the one-factor price models that were identified by the GMM analysis (see Chapter

2) as being acceptable in explaining the behaviour of Brent crude oil prices. In

particular, exact and approximate formulae for option prices under Model 9 (2.1.55)

and Model 10 (2.1.57) are found. In addition, we compare the performance of

these new formulae against a known popular formula for describing market prices of

options on oil futures. The remainder of this chapter is organised into four sections.

In Section 5.2 the exact solutions for the prices of European option contracts under

the Schwartz model (2.1.27), Model 9 (2.1.55) and Model 10 (2.1.57) are derived.

Then in Section 5.3, analytic approximation formulae for option prices under Model

9 and Model 10 are derived and then the accuracy of these formulae is investigated

in Section 5.4. The results of empirical tests which compare the performance of the

exact and approximate pricing formulae in their ability to describe market prices

are presented in Section 5.5 and in Section 5.6 we present our conclusion.
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Notation Definition

P (= Pt) The spot price of oil at time t. Subscripts will be used only
when necessary to avoid confusion.

F (= F (P, t)) The value of a futures contract at time t.
V (= V (F, t)) The value of the option contract at time t. This value is a

function of the current underlying futures price F and time t.
As F = F (P, t) it may be convenience to consider the oil as
the underlying and so use V (P, t).

C (= C(F, t)) The value of the call option contract at time t.
U (= U(F, t)) The value of the put option contract at time t.
K The strike price of the option contract.
TF The expiry time of the futures contract.
τF The time to expiry of the futures contract i.e. TF − t.
TO The expiry time of the option contract.
τO The time to expiry of the option contract i.e. TO − t.
TD (= τD) The difference between the expiries of the futures and options

contracts i.e. TF − TO(= τF − τO).

Table 5.1: Notation used in Chapter 5.

5.2 Deriving Exact Solutions for European Op-

tion Contracts

5.2.1 Preliminaries

In this section, we firstly show that futures prices have zero drift in a risk-neutral

world.

Suppose that the risk-neutral process followed by the oil price P is given by

dP = µ̃(P, t)dt+ σ(P, t)dZ̃. (5.2.1)

By Itô’s Lemma (see Section 1.1.4) the change in the futures price in a small time

step dt is

dF =

[
∂F

∂t
+ µ̃(P, t)

∂F

∂P
+
σ(P, t)2

2

∂2F

∂P 2

]
dt+ σ(P, t)

∂F

∂P
dZ̃ . (5.2.2)
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Comparison of the drift term in (5.2.2) with the PDE1 followed by F indicates that

the drift term in (5.2.2) is zero and so

dF = σ(P, t)
∂F

∂P
dZ̃ . (5.2.3)

Hence, in general the futures price has zero drift in a risk-neutral world where

the numeraire is the money-market account. This mean that futures prices are

martingales, i.e. their expected value at a future time is equal to their value today

(see Hull (2012)). This is to be expected as it costs nothing to enter into a futures

contract.

This section is concerned with deriving exact solutions for options on oil futures

and is sub-divided into four subsections. In the following subsections, we derive

exact solutions for the prices of European option on futures contracts, which are

associated with the three stochastic models for oil that were deemed acceptable

from our GMM analysis in Chapter 2. The first stochastic model is the Schwartz

(1997) model, which assumes that the logarithm of the spot price follows a mean-

reverting OU process, namely (2.1.10). The second and third stochastic models are

new models suggested in this thesis, in which we assume that the spot price of oil

follows Model 9 (2.1.55) and Model 10 (2.1.57) respectively. For each of the three

stochastic models we assume that the risk-neutral processes associated with them

have the same forms as the real processes. That is, like many authors such as Stein

and Stein (1991) and Grünbichler and Longstaff (1995) we will assume that the

market price of risk is such that the risk-neutral process and the real process for P

have the same form.

1By the Feynman-Kac theorem (see Section 1.3.5) this PDE is given by
∂F
∂t + µ̃(P, t)∂F∂P + σ(P,t)2

2
∂2F
∂P 2 = 0 .
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5.2.2 European Option Prices Under the Schwartz Model

The risk-neutral Schwartz model (Model 4 in Chapter 2) is given by

dP = ηP (µ− lnP )dt+ σPdZ̃ . (5.2.4)

The futures prices with expiry TF under this risk-neutral process is given by

F (P, t) = exp{ e−η(TF−t) lnP + α∗(1− e−η(TF−t)) +
σ2

4η
(1− e−2η(TF−t))} (5.2.5)

where α∗ = µ − σ2

2η
. Using (5.2.3) the risk-neutral process followed by the futures

price under (5.2.4) is given by

dF = σP × F × e−η(TF−t)

P
dZ̃

= σFe−η(TF−t)dZ̃ . (5.2.6)

As an option contract is a function of the futures price F and time t, the instanta-

neous change in the option price, dV , can be found by applying Itô’s Lemma (see

Section 1.1.4) to get

dV =

[
∂V

∂t
+
e−2η(TF−t)σ2F 2

2

∂2V

∂F 2

]
dt+ σe−η(TF−t)F

∂V

∂F
dZ̃ . (5.2.7)

Now construct a portfolio with value π, that consists of ∂V
∂F

futures contracts and a

short position in the options contract. Hence π = −V as there is no cost incurred

when entering into a futures contract. The change in value of our portfolio in time

dt can be written as

dπ =
∂V

∂F
dF − dV = −

[
∂V

∂t
+
σ2e−2η(TF−t)F 2

2

∂2V

∂F 2

]
dt . (5.2.8)
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As the portfolio is riskless, by arbitrage the instantaneous return of the portfolio,

dπ, should equal the risk-free interest rate r i.e.

dπ

π
= rdt . (5.2.9)

Substituting (5.2.8) into (5.2.9) we get the PDE for the options price as

∂V

∂t
+
e−2η(TF−t)σ2F 2

2

∂2V

∂F 2
− rV = 0 . (5.2.10)

Equation (5.2.10) needs to be solved subject to a final condition: V (F, TO) =

max(F (P, TO)−K, 0) for a call option and V (F, TO) = max(K − F (P, TO), 0) for a

put option. We note that equation (5.2.10) also follows from the the Feynman-Kac

theorem (see Section 1.3.5).

Equation (5.2.10) is a special case of the Black-Scholes PDE (1.14a) with time-

dependent volatility σFe−η(TF−t) and dividend yield D equal to the interest rate r.

The Black-Scholes formula then is still valid with the averaged future volatility w,

see Wilmott (1998), where

w2(t, TF , TO) =
1

TO − t

∫ TO

t

σ2e−2η(TF−s)ds =
σ2

2η(TO − t)
(e−2η(TF−TO) − e−2η(TF−t)) .

(5.2.11)

Hence the price at time t, of a European call option contract with expiry TO and

strike price K on a futures contract that matures at time TF is given by

C(F, t) = e−r(TO−t) [FN(d1)−KN(d2)] (5.2.12)

where d1 =
ln( F

K
) + w2

2
(TO − t)

w
√
TO − t

and d2 = d1 − w
√
TO − t
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and the formula for a European put option contract is given by

U(F, t) = e−r(TO−t) [−FN(−d1)−KN(−d2)] . (5.2.13)

See Figure 5.1 for sample plots of options prices (5.2.12) and (5.2.13) with K =

100, r = 1%, α∗ = 4.6, η = 1 and σ = 0.5 for various spot prices and expiries. From

Figure 5.1 it can be observed that for call option contracts with the given parameter

values, the option is more valuable with longer expiries for underlying prices less

than just above $ 112.73, the mean spot price. For spot prices greater than this,

option prices decrease with time to expiry. This is to be expected as under (5.2.4)

oil prices revert to the mean price; so that if the option is in-the-money there is a

high probability that the spot price will decrease with time. In contrast, for put

option contracts the option is more valuable with shorter expiries for smaller values

of the underlying prices where the option is in-the-money. However, for near-at-

the-money options and larger values of P where the option is out-of-the-money the

value increases with time to expiry. For both call and put option contracts, the

effect of time to expiry on the option value starts to decrease as the options get near

at-the-money and is eliminated as the options get deep out-of-the-money.

5.2.3 European Option Prices Under Stochastic Model 9

Here we assume that P follows the risk-neutral process corresponding to Model 9

i.e.

dP = a
√
Pdt+ σP

3
4dZ̃ . (5.2.14)
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Figure 5.1: (a) Call option prices (C), and (b) Put option prices (U) under the
Schwartz model (5.2.4) for various spot prices (P ) and expiries (solid line τO = 30
days, dotted line τO = 90 days and dashed line τO = 180 days) with K = 100, r =
1%, α∗ = 4.6, η = 1 and σ = 0.5.
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Then the transition density function of P is given by

Tr9(P, t;PT , T ) =
4
√
Pe

−8(
√
PT+

√
P )

σ2(T−t) Iν(z)
(
PT
P

) a
σ2

PTσ2(T − t)
(5.2.15a)

where ν =
4a

σ2
− 2, z =

16(PTP )
1
4

σ2(T − t)
(5.2.15b)

(see Goard(2006)) and where Iν(.) is the modified Bessel function of the first kind

of order ν (see e.g. Abramowitz and Stegun (1964)). Hence we can find the price

of a call option contract that expires at time TO with strike price K, on a futures

contract that matures at time TF , as the present value of the expected payoff under

the risk-neutral measure Q i.e.

C(P, t) = e−r(TO−t)EQ
t (max[F (P, TO)−K, 0])

= e−r(TO−t)

 ∞∫
0

max[F (y, TO)−K, 0] Tr9(P, t; y, TO) dy


= e−r(TO−t)

 ∞∫
H2

max[F (y, TO)−K, 0] Tr9(P, t; y, TO) dy


= e−r(TO−t)

F −K − H2∫
0

[F (y, TO)−K] Tr9(P, t; y, TO) dy


(5.2.16a)

where F (P, t) = P + a(TF − t)
√
P +

(a(TF − t))2

4
(1− σ2

4a
) , (5.2.16b)

H =
−α +

√
α2 − 4(β −K)

2
(5.2.16c)

and α = aTD, β =
(aTD)2

4
(1− σ2

4a
). (5.2.16d)

Similarly the price of put option contracts is given by

U(P, t) = e−r(TO−t)

 ∞∫
0

max[K − F (y, TO), 0] Tr9(P, t; y, TO) dy

 , (5.2.17)



5.2. Deriving Exact Solutions for European Option Contracts 121

where F is given in (5.2.16b).

See Figure 5.2 for sample plots of option prices (5.2.16a) and (5.2.17) with K =

100, r = 1%, a = 2 and σ = 1 for various spot prices and expiries. From Figure 5.2

it can be observed that for call option contracts with the given parameter values the

longer the time to expiry the more valuable the option is. This is to be expected

as under Model 9 oil prices are expected to increase with time. In contrast for put

option contracts, the shorter the time to expiry the more valuable the option is

except for large values of P where the option is out-of-the-money. For both call

and put option contracts, the effect of time to expiry on the option value starts to

decrease as the options get near at-the-money and is eliminated as the options get

deep out-of-the-money.

5.2.4 European Option Prices Under Stochastic Model 10

Here we assume that P follows the risk-neutral process associated with Model 10

i.e.

dP = (a
√
P + bP )dt+ σP

3
4dZ̃, b < 0 . (5.2.18)

The transition density function of P is given by

Tr10(P, t;PT , T ) = Q1(P ;PT ) Q2(P ;PT ) P
a
c2
−1

T P
1
2
− a
c2 Iν(z) (5.2.19a)

where Q1(P ;PT ) =
2
√
b2e

2(
√
P−
√
PT )(
√
b2−b)

σ2 +T−t
4

(
√
b2+b− 4ab

σ2 )

σ2(e

√
b2(T−t)

2 − 1)
, (5.2.19b)

Q2(P ;PT ) = exp

{
−4
√
b2(
√
Pe

√
b2(T−t)

2 +
√
PT )

σ2(e

√
b2(T−t)

2 − 1)

}
(5.2.19c)

ν =
4a

c2
− 2 and z =

8(PPT )
1
4

√
b2e

√
b2(T−t)

4

σ2(e

√
b2(T−t)

2 − 1)
. (5.2.19d)
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Figure 5.2: (a) Call option prices (C), and (b) Put option prices (U) under Model
9 (5.2.14) for various spot prices prices (P ) and expiries (solid line τO = 30 days,
dotted line τO = 90 days and dashed line τO = 180 days) with K = 100, r = 1%, a =
2 and σ = 1.

(see Goard(2006)) and where Iν(.) is the modified Bessel function of the first kind

of order ν (see e.g. Abramowitz and Stegun (1964)). Hence we can find the price
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of a call option contract that expires at time TO with a strike price K, on a futures

contract that matures at time TF , as the present value of the expected payoff under

the risk-neutral measure Q i.e.

C(P, t) = e−r(TO−t)EQ
t (max[F (P, TO)−K, 0])

= e−r(TO−t)

 ∞∫
0

max[F (y, TO)−K, 0] Tr10(P, t; y, TO) dy


= e−r(TO−t)

 ∞∫
H2

max[F (y, TO)−K, 0] Tr10(P, t; y, TO) dy


= e−r(TO−t)

F −K − H2∫
0

[F (y, TO)−K] Tr10(P, t; y, TO) dy


(5.2.20a)

where F (P, t) = Peb(TF−t) +
2a
√
P

b
(eb(TF−t) − e

b
2

(TF−t)) +
a(4a− σ2)

4b2
(e

b
2

(TF−t) − 1)2 ,

(5.2.20b)

H =
−α +

√
α2 − 4ebTD(β −K)

2ebTD
, (5.2.20c)

α =
2a

b
(ebTD − e

b
2
TD) and β =

a(4a− σ2)

4b2
(e

b
2
TD − 1)2. (5.2.20d)

The price of a put option contract is given by

U(P, t) = e−r(TO−t)

 ∞∫
0

max[F (y, TO)−K, 0] Tr10(P, t; y, TO) dy

 . (5.2.21)

where F is given in (5.2.20b).

See Figure 5.4 for sample plots of options prices (5.2.20a) and (5.2.21) with K =

100, r = 1%, a = 10, b = −1 and σ = 1 for various spot prices and expiries. From

Figure 5.4 it can be observed that for call option contracts with the given parameter

values, the option is more valuable with longer expiries for underlying prices less

than just above $ 118.4 , the mean spot price. For spot prices greater than this,

option prices decrease with time to expiry. This is to be expected as under (5.2.18)
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Figure 5.3: (a) Call option prices (C), and (b) Put option prices (P ) under Model
10 (5.2.18) for various spot prices (P ) and expiries (solid line τO = 30 days, dotted
line τO = 90 days and dashed line τO = 180 days) with K = 100, r = 1%, a =
10, b = −1 and σ = 1.
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oil prices revert to the mean price; so that if the option is in-the-money there is a

high probability that the spot price will decrease with time. In contrast, for put

option contracts the option is more valuable with shorter expiries for smaller values

of the underlying prices where the option is in-the-money. However, for near-at-

the-money options and larger values of P , where the option is out-of-the-money,

the value increases with time to expiry. For both call and put option contracts, the

effect of time to expiry on the option value starts to decrease as the options get near

at-the-money and is eliminated as the options get deep out-of-the-money.

5.3 Analytic Approximation Formulae for Option

Prices

The formulae derived in the previous section for the options prices under Models

9 and 10 still involve the evaluation of integrals. We now wish to provide simple

analytic approximation formulae for the option prices which only involve standard

functions and possibly special functions which are built-in to most mathematical

software packages such as Maple (see Maplesoft (2008)), and which are fast and

easy to implement. The new analytic approximations we find are suitable for pricing

options with short time to expiry (i.e. short tenor) which is a common feature of

most options in the traded market. This section is sub-divided into three parts.

First we derive the governing equations for pricing option contracts under Models

9 and 10. In the second part, we derive an analytic approximation for the price of

European call option contracts under Model 10. This is done firstly with the option

as a function of P and t and then as a function of F and t. Finally in the third part,

an analytic approximation for the price of European call option contracts under

Model 9 is presented.
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5.3.1 Deriving Governing Equations for Option Pricing

In Section 5.2.2, we derived the PDE (5.2.10) to price options on a futures contract

when the futures model was based on the Schwartz model for the underlying price.

In a similar way we can show that if futures prices follow the zero drift stochastic

process dF = σ(F, t)dZ̃, then the PDE for pricing options on futures is given by

∂V

∂t
+
σ(F, t)2

2

∂2V

∂F 2
− rV = 0 (5.3.22)

which needs to be solved subject to the final condition V (F, TO) = max(F −K, 0)

for the call option and V (F, TO) = max(K − F, 0) for the put option. This again

follows from the Feynman-Kac theorem (see Section 1.3.5).

As the volatility term in the process for the dynamics of futures prices under Models

9 and 10 are not simple functions of F and t, we now derive the governing equation

for option prices in terms of the oil price, P , given that P follows the stochastic

process dP = µ(P, t)dt+ σP
3
4dZ. However, if we consider oil (which is not a traded

security) as the underlying asset, then we cannot use it to hedge with the options,

like the role of the futures contracts in options on futures. Instead we now hedge

options of different expiries.

We construct a portfolio with value π that consists of two option contracts, with

values V1 and V2 that have different expiries TO1 and TO2 respectively. Now let our

portfolio have one long position in an option with value V1 and ∆ short positions in

options each with value V2 so that

π = V1 −∆V2 . (5.3.23)

The option contract is a function of time t and the futures price F (P, t), which is in

turn a function of the spot price P and time t. So the instantaneous change in our

portfolio, dπ, can be found by applying Itô’s Lemma (see Section 1.1.4) to functions
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of P and t giving

dπ =
∂V1

∂t
dt+

∂V1

∂P
dP +

P
3
2σ2

2

∂2V1

∂P 2
dt−∆

[
∂V2

∂t
dt+

∂V2

∂P
dP +

P
3
2σ2

2

∂2V2

∂P 2
dt

]
.

(5.3.24)

With the judicious choice of ∆ = ∂V1

∂P
/∂V2

∂P
, the risk in our portfolio is eliminated and

the change in value will be

dπ =

[
∂V1

∂t
+
σ2P

3
2

2

∂2V1

∂P 2

]
dt− ∂V1

∂P
/
∂V2

∂P

[
∂V2

∂t
+
σ2P

3
2

2

∂2V2

∂P 2

]
dt . (5.3.25)

By arbitrage, the instantaneous return on our portfolio, dπ, should equal the risk-

free interest rate r i.e.

dπ

π
= rdt . (5.3.26)

Substituting (5.3.25) into (5.3.26), and rearranging we get

∂V1

∂t
+ σ2P

3
2

2
∂2V1

∂P 2 − rV1

∂V1

∂P

=
∂V2

∂t
+ σ2P

3
2

2
∂2V2

∂P 2 − rV2

∂V2

∂P

. (5.3.27)

The left and right-hand sides in equation (5.3.27) are functions of TO1 and TO2

respectively. This means that both sides are independent of the expiry date. Hence,

we can drop the subscript from V and write

∂V
∂t

+ σ2P
3
2

2
∂2V
∂P 2 − rV

∂V
∂P

= ξ(P, t) , (5.3.28)

for some arbitrary function ξ(P, t). If we let ξ(P, t) = σP
3
4λ(P, t)− µ(P, t) then we

get

∂V

∂t
+
σ2P

3
2

2

∂2V

∂P 2
−
(
σP

3
4λ(P, t)− µ(P, t)

) ∂V
∂P
− rV = 0 . (5.3.29)
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Equation (5.3.29) is the PDE governing the price of an option contract. Note that

λ(P, t) represents the market price of risk for oil. To see why, we consider dV −rV dt.

From Itô’s Lemma (see Section 1.1.4) and (5.3.29) we get

dV − rV dt =

[
∂V

∂t
+
σ2P

3
2

2

∂2V

∂P 2
+ µ(P, t)

∂V

∂P

]
dt+ σP

3
4
∂V

∂P
dZ

−

[
∂V

∂t
+
σ2P

3
2

2

∂2V

∂P 2
−
(
σP

3
4λ(P, t)− µ(P, t)

) ∂V
∂P

]
dt

=σP
3
4
∂V

∂P
(λ(P, t)dt+ dZ) . (5.3.30)

Equation (5.3.30) implies that our portfolio is not riskless and can be interpreted

as meaning that in return for taking the extra risk associated with oil, the portfolio

profits λ(P, t)dt per unit of extra risk dZ.

PDE for pricing option contracts under Model 9

We assume that λ(Pt, t) = cP−
1
4 , (c constant), so that ξ(P, t) and µ(P, t) have the

same form, namely a
√
P , where a is constant. Then, substituting the value of ξ(P, t)

into (5.3.29) we get the PDE governing option prices as

∂V

∂t
+ a
√
P
∂V

∂P
+
P

3
2σ2

2

∂2V

∂P 2
− rV = 0 (5.3.31)

which needs to be solved subject to the final condition

V (P, TO) =


max(F (P, TO)−K, 0) = max[P + α

√
P + β −K, 0], for a call option

max(F (P, TO)−K, 0) = max[K − (P + α
√
P + β), 0], for a put option

(5.3.32)

where F is given in (5.2.16b) and α and β are given in (5.2.16d).

We note that P + α
√
P + β −K = 0 when

√
P =

−α+
√
α2−4(β−K)

2
. As

√
P ≥ 0, we

assume that β ≤ K.
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PDE for pricing option contracts under Model 10

We suppose that λ(P, t) = c1P
− 1

4 +c2P
1
4 , c1, c2 constants, so that ξ(P, t) and µ(P, t)

have the same form namely, a
√
P +bP , where a, b are constants. Then substituting

the value of ξ(P, t) into (5.3.29) we get the PDE governing call option prices as

∂V

∂t
+ (a
√
P + bP )

∂V

∂P
+
P

3
2σ2

2

∂2V

∂P 2
− rV = 0 , (5.3.33)

which needs to be solved subject to the final condition

V (P, TO) =


max(F (P, TO)−K, 0) = max[PebTD + α

√
P + β −K, 0] for a call option,

max(F (P, TO)−K, 0) = max[K − (PebTD + α
√
P + β), 0] for a put option

(5.3.34)

where F is given in (5.2.20b) and α and β are given in (5.2.20d).

We note that PebTD + α
√
P + β − K = 0 when

√
P =

−α+
√
α2−4ebTD (β−K)

2ebTD
. As

√
P ≥ 0, we assume that β ≤ K.

5.3.2 Analytic Approximation Formula for Option Prices

Under Model 10

In this section we derive an analytic approximation for call option prices, C(P, t),

under Model 10 when the time to expiry is small. From the previous section, the

governing equation for call option prices under Model 10 with expiry TO and strike

price K is given by

∂C

∂t
+ (a
√
P + bP )

∂C

∂P
+
P

3
2σ2

2

∂2C

∂P 2
− rC = 0 (5.3.35)
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where b < 0, and needs to be solved subject to the final condition

C(P, TO) = max(F (P, TO)−K, 0)

= max(PebTD +
2a
√
P

b
(ebTD − e

b
2
TD) +

a(4a− σ2)

4b2
(e

b
2
TD − 1)2)−K, 0)

and boundary conditions

C(0, t) = 0 and C(P, t) ∼ PebTD + 2a
√
P

b
(ebTD − e b2TD) + a(4a−σ2)

4b2
(e

b
2
TD − 1)2)−K as

P → ∞. Letting τO = TO − t and τD = τF − τO we write the futures price under

Model 10 as

F (P, τF ) =PebτF +
2a
√
P

b
(ebτF − e

b
2
τF ) +

a(4a− σ2)

4b2
(e

b
2
τF ) − 1)2

=Peb(τO+τD) +
2a
√
P

b
(eb(τO+τD) − e

b
2

(τO+τD)) +
a(4a− σ2)

4b2
(e

b
2

(τO+τD) − 1)2 .

Equation (5.3.35) can be written as

∂C

∂τO
= (a
√
P + bP )

∂C

∂P
+
P

3
2σ2

2

∂2C

∂P 2
− rC (5.3.36)

which needs to be solved subject to initial condition

C(P, 0) = max(F (P, τD)−K, 0) = max(PebτD + α
√
P + β −K, 0)

where α and β are given in (5.2.16d), and boundary conditions

C(0, τO) = 0 and C(P, τO)→ F −K as P →∞ .

For a small time to expiry τO we let τO = ετ̀ where ε is a small parameter 0 < ε� 1.

Then equation (5.3.32) becomes

∂C

∂τ̀
= ε(a

√
P + bP )

∂C

∂P
+ ε

P
3
2σ2

2

∂2C

∂P 2
− εrC . (5.3.37)
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We assume that the solution can be written as a series in ε i.e.

C(P, τ̀) =
∞∑
i=0

εiCi(P, τ̀) . (5.3.38)

Substituting (5.3.38) into (5.3.37) and collecting terms of O(1), we get an equation

for C0(P, τ̀), namely

∂C0

∂τ̀
= 0 , (5.3.39)

which solved subject to the initial condition C0(P, 0) = max(F (P, τD)−K, 0), gives

C0(P, τ̀) = max(F (P, τD)−K, 0) =


F (P, τD)−K if F (P, τD) ≥ K ,

0 otherwise.

(5.3.40)

Collecting terms of O(ε), we get an equation for C1(P, τ̀):

∂C1

∂τ̀
= (a
√
P + bP )

∂C0

∂P
+
P

3
2σ2

2

∂2C0

∂P 2
− rC0 . (5.3.41)

Solving (5.3.41) with initial condition C1(P, 0) = 0, we get

C1(P, τ̀) =


(

(a
√
P + bP )(ebτD + α

2
√
P

)− ασ2

8 − r(F (P, τD)−K)
)
τ̀ if F (P, τD) ≥ K ,

0 otherwise.

(5.3.42)
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Hence, the first two terms of our series solution are given by

C0(P, τ̀) + εC1(P, τ̀) =



(F (P, τD)−K)(1− εrτ̀)

+ετ̀ [(a
√
P + bP )(ebτD + α

2
√
P

)− ασ2

8 ] F (Pt, τD) ≥ K ,

0 otherwise.

(5.3.43)

From equation (5.3.43) it can be observed that the expansion is continuous, but

not differentiable at F (P, τD) − K (this situation is called a corner layer). Hence

we expect a corner layer, or derivative layer in the vicinity of P where

F (P, τD)−K = PebτD +α
√
P + β −K = 0. Solution (5.3.43) is therefore invalid in

this region and is thus termed our “outer” solution. We now analyse the solution in

the inner region by introducing a stretching variable

x =
F (P, τD)−K√

εK
=
PebτD + α

√
P + β −K√
εK

(5.3.44a)

and rescale

C(P, τ̀) = K
√
εW (P, τ̀) . (5.3.44b)

The choice of power 1
2

in
√
ε is a well-balanced choice and ensures that the coefficient

of the second-order derivative term is not small compared to the other coefficients.

Equation (5.3.37) then becomes

∂W

∂τ̀
=

c2

2K2

(
P

3
2 e2bτD + αPebτD +

α2

4

√
P

)
∂2W

∂x2

+

√
ε

K

(
bPebτD +

2aebτD + αb

2

√
P +

α(4a− σ2)

8

)
∂W

∂x
− rεW (5.3.45)
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to be solved subject to the initial condition W (x, 0) = max(x, 0), and

W (x, τ̀) ∼ x+
√
εθ1τ̀ as x→ +∞ and W (x, τ̀)→ 0 as x→ −∞

where θ1 =
(4a
√
B − ασ2)ebτD + 2b(B − α

√
B)

8KebτD
. (5.3.46)

Now we expand W (x, τ̀) in terms of
√
ε i.e.

W (x, τ̀) =
∞∑
i=0

(
√
ε)iWi(x, τ̀) (5.3.47)

which we substitute into (5.3.45) and then aim to collect terms in powers of
√
ε.

Firstly the terms P,
√
P and P

3
2 in (5.3.45) are expanded in powers of

√
ε as

√
P =

−α +
√
B

2ebτD
+
√
ε
xK√
B

+ O(ε) (5.3.48a)

P =

(
−α +

√
B

2ebτD

)2

+
√
ε

(−α +
√
B)xK√

BebτD
+ O(ε) (5.3.48b)

P
3
2 =

(
−α +

√
B

2ebτD

)3

+
√
ε

3(−α +
√
B)2xK

4
√
Be2bτD

+ O(ε) (5.3.48c)

where B = α2 − 4ebτD(β −K) . (5.3.48d)

Now by substituting (5.3.47) and (5.3.48 a-d) into (5.3.45) and collecting terms of

O(1), we find an equation in W0(x, τ̀), namely

∂W0

∂τ̀
= θ2

∂2W0

∂x2
, (5.3.49)

where θ2 =
σ2(B

3
2 − αB)

16ebτDK2
. (5.3.50)
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Equation (5.3.49) needs to be solved subject to the initial condition W0(x, 0) =

max(x, 0), while the conditions at x→ ±∞ are given by

W0(x, τ̀) ∼ x as x→ +∞ and W0(x, τ̀)→ 0 as x→ −∞ .

The PDE (5.3.49) has a symmetry with generator

Ψ = x
∂

∂x
+ 2τ̀

∂

∂τ̀
+W0

∂

∂W0

(5.3.51)

which leads to an invariant solution of the form

W0(z, τ̀) =
√
τ̀φ(z) where z =

x√
τ̀
. (5.3.52)

Substituting (5.3.52) into (5.3.49) yields the reduced equation

2θ2φ
′′ + zφ′ − φ = 0 (5.3.53)

which needs to be solved subject to the boundary conditions

φ(z) ∼ z as z → +∞ and φ(z)→ 0 as z → −∞ .

The solution of (5.3.53) subject to above conditions is easily found to be

φ(z) =

√
θ2

π
exp{− z2

4θ2

}+
z

2
erfc

(
− z

2
√
θ2

)
(5.3.54)

so that in terms of x, τ̀ we get from (5.3.52)

W0(x, τ̀) =

√
θ2τ̀

π
exp{− x2

4θ2τ̀
}+

x

2
erfc

(
− x

2
√
θ2τ̀

)
. (5.3.55)
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Now collecting terms of O(
√
ε) in (5.3.45) we get an equation for W1(x, τ̀) namely

∂W1

∂τ̀
= θ2

∂2W1

∂x2
+ θ3x

∂2W0

∂x2
+ θ1

∂2W0

∂x2
(5.3.56)

where θ3 =
σ2(3
√
B − 2α)

8K

and where θ1, θ2 are given in (5.3.46) and (5.3.50) receptively. Equation (5.3.56)

needs to be solved subject to the initial condition W1(x, 0) = 0, while the conditions

at x→ ±∞ are given by

W1(x, τ̀) ∼ θ1τ̀ as x→ +∞ and W1(x, τ̀)→ 0 as x→ −∞ .

To find the solution of (5.3.56) we use the following results2 which are easily verified:

Result 5.3.1

If
∂u

∂y
=

1

2

∂u2

∂x2
and

∂v

∂y
=

1

2

∂2v

∂x2
+ u, then v = yu is a particular solution.

(5.3.57a)

If
∂u

∂y
=

1

2

∂u2

∂x2
and

∂v

∂y
=

1

2

∂2v

∂x2
+ xu,

then v = xyu+
y2

2

∂u

∂x
is a particular solution. (5.3.57b)

2See Howison (2005).
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Now letting y = 2θ2τ̀ , (5.3.49) and (5.3.56) becomes

∂W0

∂y
=

1

2

∂2W0

∂x2
(5.3.58a)

∂W1

∂y
=

1

2

∂2W1

∂x2
+
xθ3

2θ2

∂2W0

∂x2
+

θ1

2θ2

∂2W0

∂x2
. (5.3.58b)

Using the results (5.3.57 a,b), the solution of W1(x, y) is given by

W1(x, y) =
θ1y

2θ2

∂W0

∂x
+

θ3

2θ2

[
xy
∂2W0

∂x2
+
y2

2

∂3W0

∂x3

]

Now we can rewrite W1(x, y) in terms of W1(x, τ̀) as

W1(x, τ̀) =
θ3x
√
τ̀

4
√
πθ2

exp{− x2

4θ2τ̀
}+

θ1τ̀

2
erfc

(
− x

2
√
θ2τ̀

)
. (5.3.59)

This solution satisfies the necessary initial and boundary conditions. By substituting

(5.3.55) and (5.3.59) into (5.3.47) we get the two-term inner expansion

W (x, τ̀) =

√
θ2τ̀

π
exp{− x2

4θ2τ̀
}+

x

2
erfc

(
− x

2
√
θ2τ̀

)
+
√
ε

[
θ3x
√
τ̀

4
√
πθ2

exp{− x2

4θ2τ̀
}+

θ1τ̀

2
erfc

(
− x

2
√
θ2τ̀

)]
. (5.3.60)

Equation (5.3.60) is valid in the inner region, while equation (5.3.43) is valid in the

outer region. Now we can match the outer and inner expansions to get the uniform

expansion which is uniformly valid in both outer and inner regions. The uniform

expansion can be found by combining the outer and inner expansions and then

subtracting the common part, i.e. ‘Wouter + Winner −Wcommon’. In our solution as

ε→ 0 the outer expansion coincides with the common part, so the inner expansion

can be used to approximate the price of call option contracts.

Hence, we get the price of a call option contract by using our change of variables
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(5.3.44) in (5.3.60) to get

C(P, t) =

√
TO − t (4Kθ2 + θ3(F (P, TO)−K))

4
√
πθ2

exp

{
−(F (P, TO)−K)2

4K2θ2(TO − t)

}
+
F (P, TO)−K + θ1K(TO − t)

2
erfc

(
− F (P, TO)−K

2K
√
θ2(TO − t)

)
(5.3.61)

where F (P, t) = Peb(TF−t) +
2a
√
P

b
(eb(TF−t) − e

b
2

(TF−t)) +
a(4a− σ2)

4b2
(e

b
2

(TF−t) − 1)2) ,

θ1 =
(4a
√
B − ασ2)ebτD + 2b(B − α

√
B)

8KebτD
,

θ2 =
σ2(B

3
2 − αB)

16ebτDK2
,

θ3 =
σ2(3
√
B − 2α)

8K
,

B = α2 − 4(β −K) ,

α =
2a

b
(ebTD − e

b
2
TD) and β =

a(4a− σ2)

4b2
(e

b
2
TD − 1)2 .

Special Note

When the difference between times of expiry of the option and the underlying futures

is small, then we can simplify the approximation to the option price under Model

10. Given that the spot price of oil follows Model 10, then from Section 5.2.1 the

futures price has a zero drift in the risk-neutral world and from (5.2.3) its process

can be written as

dF =
σ

P
1
4

(F − α

2

√
P − β)dZ̃,

where α and β are given in (5.2.20d). For an option contract with short time to

expiry as noted earlier in this section we can write τO = ετ̀ where 0 < ε � 1. In

practice τD = τF − τO = TF − TO is often very small; possibly 3-5 days. In this case

we could approximate τD by τD = ε2τ̀ .
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Then when ε → 0, we have α, β → 0 and P
1
4 → F

1
4 . Hence the change in futures

price can be approximated by

dF = σF
3
4dZ̃.

From (5.3.22) the PDE for pricing call option on futures is given by

∂C

∂t
+
F

3
2σ2

2

∂2C

∂F 2
− rC = 0 (5.3.62)

which needs to be solved subject to the final condition

C(F, TO) = max(F −K, 0) . (5.3.63)

Following the method used in this section, the solution can be approximated for

short times to expiry by

C(F, t) =

√
TO − t (4Kθ1 + θ2(F −K))

4
√
πθ1

exp

{
− (F −K)2

4K2θ1(TO − t)

}
+
F −K

2
erfc

(
− F −K

2K
√
θ1(TO − t)

)
(5.3.64)

where θ1 =
σ2

2
√
K

,

θ2 =
3σ2

4
√
K

.

5.3.3 Analytic Approximation Formula for Option Prices

Under Model 9

Following the method used in Section 5.3.2, the PDE for valuing call options under

Model 9 with expiry TO and strike price K is given by

∂C

∂t
+ a
√
P
∂C

∂P
+
P

3
2σ2

2

∂2C

∂P 2
− rC = 0 (5.3.65)
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subject to the final condition

C(P, TO) = max(F (P, TO)−K, 0) = max[P + α
√
P + β −K, 0] ,

where α and β are given in (5.2.16d). The solution is found to be

C(P, t) =

√
TO − t (4Kθ2 + θ3(F (P, TO)−K))

4
√
πθ2

exp{−(F (P, TO)−K)2

4K2θ2(TO − t)
}

+
F (P, TO)−K + θ1K(TO − t)

2
erfc

(
− F (P, TO)−K

2K
√
θ2(TO − t)

)
.

(5.3.66)

where F (P, t) = P + a(TF − t)
√
P +

(a(TF − t))2

4
(1− σ2

4a
) ,

θ1 =
4a
√
B − ασ2

8K
,

θ2 =
σ2B(

√
B − α)

16K2
,

θ3 =
σ2(3
√
B − 2α)

8K
,

B = α2 − 4(β −K) ,

α = aTD and β =
(aTD)2

4
(1− σ2

4a
) .

5.4 Accuracy of the Analytic Approximation For-

mulae

In this section, we compare our analytic approximation solutions (5.3.66) and (5.3.61)

under stochastic Models 9 and 10 with their corresponding exact solutions (5.2.16a)

and (5.2.20a). To do this we use three groups3 of call option contracts selected from

the International Commodity Exchange (ICE) from the years 2010-2012, with time

3A group of option contracts can be defined as observations of option contracts (observed at a
given time t) that have the same type (i.e. call or put), expiration date but with different strike
prices.
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to expiry of one month. Then for each of these three groups and pricing formula,

we fit three market price observations (we use deep out-, deep in-, and near at-

the-money observations) to obtain the parameters that best fit the exact solutions.

These parameters are then used to calculate exact and analytic approximation val-

ues for various strike prices. Moreover, we use the best parameters to compare the

accuracy of the approximate solutions when the time to expiry is two months.

For each contract, strike price (K) and time to expiry (one and two months) we

calculate the signed relative error which is given by

Signed relative errors =
Capproximate − Cexact

Cexact
× 100% (5.4.67)

and the results are listed in Table 5.2. From Table 5.2 we note that:

• As expected, analytic approximation solutions under Model 10, i.e. equation

(5.3.61), mostly yield better results than under Model 9, i.e. equation (5.3.66).

• For call option contracts with one month to expiry, the analytic approximation

(5.3.61) yields absolute relative errors that are mostly less than 1% and in two

of the three groups, slightly underpriced their values compared with the exact

solution. In comparison, the analytic approximation (5.3.66) yields absolute

relative errors that are mostly less than 2% and in two of the three groups

slightly overpriced their values compared with the exact solution.

• For call option contracts with two months to expiry, the analytic approxima-

tion (5.3.61) under Model 10 yields absolute relative errors that are mostly

less than 2% and in two of the three groups slightly underpriced their value

compared with the exact solution. In comparison, the analytic approximation

(5.3.66) under Model 9 yields absolute relative errors that are less than 4% and

also tend to slightly underprice their value compared with the exact solution.

From the above it can be surmised that the analytic approximation solutions give

good approximations to the exact solutions for small times to expiry, with the smaller
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times to expiry, the better. In particular, the analytic approximation (5.3.61) under

stochastic Model 10 provides better approximations as compared to (5.3.66) and is

deemed sufficient in pricing a large class of short tenor options.

K
signed relative error of (5.3.66) signed relative error of (5.3.61)
τO = 30 days τO = 60 days τO = 30 days τO = 60 days

76∗ 1.09 -2.16 -1.44 2.45
77 1.18 -2.27 -1.19 2.09

77.5 1.22 -2.33 -1.06 1.90
78 1.27 -2.38 -0.92 1.72

78.5∗ 1.31 -2.43 -0.79 1.53
79 1.34 -2.48 -0.66 1.35

79.5 1.38 -2.53 -0.52 1.16
80 1.40 -2.57 -0.39 0.98
85∗ 1.19 -2.64 0.73 -0.78
106∗ -1.71 -3.17 -0.01 -0.02
106.5 -1.76 -3.23 -0.12 -0.16
107 -1.80 -3.30 -0.22 -0.30

107.5 -1.85 -3.36 -0.33 -0.43
108∗ -1.90 -3.41 -0.44 -0.57
108.5 -1.94 -3.47 -0.55 -0.71
109 -1.99 -3.53 -0.65 -0.85
110 -2.06 -3.63 -0.86 -1.12

110.5∗ -2.10 -3.68 -0.97 -1.25
123∗ 1.77 -3.17 0.04 -0.02
123.5 1.84 -3.25 0.17 -0.18
124 1.91 -3.34 0.31 -0.35

124.5 1.97 -3.42 0.44 -0.52
125∗ 2.04 -3.50 0.57 -0.69
125.5 2.10 -3.58 0.71 -0.86
126 2.17 -3.66 0.85 -1.03
127 2.29 -3.82 1.11 -1.37
128∗ 2.39 -3.96 1.37 -1.70

Table 5.2: Signed relative errors (%) of asymptotic solutions (5.3.66) and (5.3.61)
using three groups of call option contracts, and for each group the three observations
with strike prices K∗ are used to estimate the parameters.
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5.5 Empirical Test

In this section we examine our new exact call option prices (5.2.16a) and (5.2.20a)

under stochastic oil models Model 9 (5.2.14) and Model 10 (5.2.18) respectively, in

their ability to capture market prices. In addition, we compare their performance

with call option prices under Model 4, namely (5.2.12). This section is sub-divided

into four parts. In the first part we provide a description of the data used in

our empirical tests, while in the second part an outline of the methodology used to

estimate the parameters is presented. The results of our empirical tests are presented

in the third part. In the fourth part the performance of the analytic approximation

formula under Model 10, namely (5.3.64), is examined.

5.5.1 Data Description

The data used in this empirical work consists of daily observations of American call

option contracts prices4 with the underlying asset being futures contracts for Brent

crude oil. We used 72 groups of call option contracts selected from the International

Commodity Exchange (ICE). One of our aims in this section is to measure the effect

of the time to expiry variable on our new call option prices. To measure this, we

selected 36 groups which expired in one month and also another 36 groups which

expired in six months.

5.5.2 Estimation of Parameters

In this section we explain the methodology used to estimate the parameters of the

closed-forms of the call option prices. For the Schwartz price (5.2.12) we need to

estimate the speed of reversion (η), the long run-log price (α∗) and the volatility(σ).

For the new pricing forms, (5.2.16a) and (5.2.20a) we need to estimate a, σ and

4The call options are quoted as American style. However, as no dividends are paid the value of
the American call options is the same as the value of European call options.
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a, b, σ respectively.

To estimate the parameters (for each pricing formula and group) we fit three (and

two for Model 9) near at-the-money market prices using pricing formulae, and we

choose to do this as follows:

We define Cij (Ĉij) to be the market (estimated) price of the call option contract

with strike price Ki that belongs to the group of option contracts j (j = 1, ..., 72).

We define eij to be the error of contract i that belongs to group j with strike price

Ki. Hence eij is the difference between the market price and the estimated price of

the call option contract Cij with strike price Ki, i.e.

eij = Cij − Ĉij.

For each pricing formula let θ(j) be the parameter vector for the group j. We use

near at-the-money market prices (with strike prices Ki∗) and minimize the sum of

squares of errors (SSE) i.e.

minSSE(θ(j)) =
∑
i∗

e2
i∗j . (5.5.68)

This results in the parameter vector θ(j) for each pricing formula and and for each

group j. The estimated parameter vector θ(j) is used to compute the values of call

options for other strike prices that belong to the group of option contracts j.

5.5.3 Performance of Options Models

The following measures are used to compare errors in the performance of the call

options pricing models:

• The total sum of squared errors

SSE =
∑
i

(Ĉij − Cij)2, j = 1, .., 36 (5.5.69)
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• The total root mean squared errors

RMSE =

√
1

N − q
∑
i

(Ĉij − Cij)2, j = 1, .., 36 (5.5.70)

• Signed percentage errors

Signed percentage errors =
∑
i

Ĉij − Cij
Cij

× 100, j = 1, .., 36 (5.5.71)

• Unsigned percentage errors

Unsigned percentage errors =
∑
i

|Ĉij − Cij
Cij

| × 100, , j = 1, .., 36 (5.5.72)

where N is the number of observations and q is the number of the parameters. The

results of signed and unsigned percentage errors will be presented in various ranges

of moneyness M , defined as M = ln(
Fj
Kij

) where Fj is the spot price of the underlying

futures of the group of option contracts j and the Kij are various strike prices of the

same group of option contracts j. The average of signed and unsigned percentage

errors were calculated for each range of moneyness.

τO = 30 days τO = 180 days
Model 4 Model 9 Model 10 Model 4 Model 9 Model 10
(5.2.12) (5.2.16a) (5.2.20a) (5.2.12) (5.2.16a) (5.2.20a)

SSE 3.7709 3.8991 3.5941 0.8814 1.6623 0.8181
RMSE 0.0804 0.0793 0.0785 0.0427 0.0566 0.0412

Table 5.3: Comparison of SSE and RMSE.
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M
Average signed percentage error Average unsigned percentage error

Model 4 Model 9 Model 10 Model 4 Model 9 Model 10
(5.2.12) (5.2.16a) (5.2.20a) (5.2.12) (5.2.16a) (5.2.20a)

(-0.20, -0.10) -2.4987 -4.4659 -4.9003 2.6993 5.7119 4.9003
(-0.10, -0.05) -2.7580 -3.4040 -3.4683 4.4866 5.8639 4.7927
(-0.05, -0.02) -0.2863 -0.4782 -0.3943 0.8602 1.2710 0.8984
(-0.01, 0.01) -0.0109 -0.0089 -0.0141 0.0957 0.1421 0.0959
(0.02,0.05) 0.1548 0.0482 0.0799 0.4308 0.5850 0.4189
(0.05,0.10) 0.6153 0.4131 0.3877 1.1283 1.2451 1.0544
(0.10,0.25) 1.2723 0.3447 0.9551 1.2723 0.8921 0.9551

Table 5.4: Percentage Errors in calibrations of call options on futures contracts with
τO = 30 days.

M
Average signed percentage error Average unsigned percentage error

Model 4 Model 9 Model 10 Model 4 Model 9 Model 10
(5.2.12) (5.2.16a) (5.2.20a) (5.2.12) (5.2.16a) (5.2.20a)

(-0.10, -0.05) -0.2414 -0.4243 -0.4764 0.5252 0.8947 0.5887
(-0.05, -0.02) -0.0263 -0.0013 -0.0623 0.1486 0.2983 0.1433
(-0.01, 0.01) -0.0015 0.0033 -0.0033 0.0287 0.0562 0.0289
(0.02,0.05) 0.0102 -0.0011 -0.0229 0.1419 0.2530 0.1358
(0.05,0.10) 0.3220 0.1757 0.1824 0.4692 0.5737 0.4178

Table 5.5: Percentage Errors in calibrations of call options on futures contracts with
τO = 180 days.

Tables 5.3-5.5 list the results of our analysis. In particular, we note that:

• Comparison of SSE and RMSE indicates that the values of SSE and

RMSE decrease as time to expiry increases, and the lowest values are reached

by Model 10 followed by Model 4. The lowest value of SSE for contracts with

expiry of one month (six months) is 3.5941 (0.8181), while the lowest value of

RMSE is $ 0.0758 ($ 0.0411) per contract. See Figure 5.4 for a comparison of

option prices under Model 10 to market data.

• Comparison of average signed percentage errors indicates that all

models underprice out-the-money call options compared to market prices. As

well for near at-the-money call options, all models prices (with the exception

of Model 9 with six months to expiry) are slightly under those of market

prices. Moreover, the extent of underpricing decreases as time to expiry and M
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increase. For in-the-money call options, all models prices (with the exception

of near in-the-money options with Model 9 and Model 10 with six months to

expiry) are higher than market prices and the range of overpricing increases

as time to expiry decreases and M increases.

• Comparison of average unsigned percentage errors indicates that the

lowest values are reached by Model 4 and Model 10. For near at- and out-

the-money call options, the average unsigned percentage errors of Model 4 are

slightly lower than those of Model 4 (with the exception of near out-the-money

options with six months to expiry). However, Model 10 has the lowest value

when the options are in-the-money, and for deep in-the-money call options

with one month to expiry the lowest value is reached by Model 9.

Our empirical results lead to suggestions for practitioners on the use of the new

three-quarters models. Given that the models correctly price at-the-money option

contracts then for out- and near at-the-money call option contracts, option holders

(writers) expect to pay (receive) premiums that are slightly higher (lower) than

those predicted by the formulae. However, for in-the-money call option contracts,

option holders (writers) expect to pay (receive) premiums that are slightly lower

(higher) than those predicted by the formulae. These anomalies reduce as time to

expiry increases.

In summary, we can infer from our given data and empirical analysis, that Model

10 outperforms other models in describing the prices of call option contracts and

performs best in pricing in-the-money call options.
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Figure 5.4: Comparison of call option prices using formula (5.2.20a) with market
data (a) on 13 Aug 2012 (τO = 30 days) and (b) on 11/5/2012 (τ̇ = 180 days).
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5.5.4 The Performance of the Analytic Approximation For-

mula (5.3.64)

In this section, we examine the performance of our analytic approximation solution

(5.3.64) under Model 10 as a function of the futures price. The same data and

methodology to obtain the best parameters is used as in Sections 5.5.1 and 5.5.2.

The performance of formula (5.3.64) in modelling market prices is measured with

two empirical tests:

• In the first empirical test, we compare the performance of (5.3.64), the analytic

approximate solution under Model 10 (with one parameter) with (5.2.12),

the exact solution under the Schwartz model (with two parameters) and in

both formulae we use the market value for the futures price. The surprising

result that was found was that the analytic approximate solution (5.3.64) fitted

the data better in 71 groups, while the exact solution under the Schwartz

model (5.2.12) fitted better in only one group. Formula (5.3.64) outperformed

(5.2.12) even at the larger time to expiry of 180 days. The SSE and RMSE

are listed in Table 5.6, from which it can be observed that the lowest values

are reached by using (5.3.64). However, compared with the SSE and RMSE

values in Table 5.3, the values in Table 5.6 are relatively high. This is largely

due to the fact that only one parameter is fitted in (5.3.64).

• In the second empirical test, we substitute the futures price (5.2.20b) into

(5.3.64) and compare the resultant formula with the exact solution (5.2.20a).

Surprisingly, the lowest values of SSE and RMSE for both times of expiry

30 and 180 days (see Table 5.7) are reached by the analytic approximation

solution (5.3.64).

The results of those two empirical tests indicate that the analytic approximation

formula (5.3.64) outperforms the exact solution under the Schwartz model (5.2.12)

and also outperforms the exact solution under Model 10 (5.2.20a) in describing the
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prices of call option contracts.

τO = 30 days τO = 180 days
Model 4 Model 10 Model 4 Model 10
(5.2.12) (5.3.64) (5.2.12) (5.3.64)

SSE 18.2985 15.5313 40.7893 27.3523
RMSE 0.1718 0.1539 0.2894 0.2287

Table 5.6: Comparison of SSE and RMSE (using market value for futures price).

τO = 30 days τO = 180 days
(5.2.20a) (5.3.64) (5.2.20a) (5.3.64)

SSE 3.5941 3.5567 0.8181 0.7999
RMSE 0.0785 0.0780 0.0412 0.0404

Table 5.7: Comparison of SSE and RMSE (using (5.2.20b) for futures price).

5.6 Conclusion

In this chapter, analytic solutions for European option prices and analytic approx-

imation solutions for European call option prices under two of the three-quarters

models were derived, namely (5.2.16a) and (5.2.20a). These solutions were cali-

brated to market data and compared with calibrations of option prices under the

Schwartz model. Our calibration results show that option prices under Model 10

i.e. (5.2.20a) describe our market option data more effectively than (5.2.12) and

(5.2.16a). However, the analytic approximation solution (5.3.64) under Model 10,

with futures prices given by (5.2.20b) performed the best overall. It is also a simple

formula involving standard functions and may be a useful guide to traders.



Chapter 6

Pricing Correlation Options on Oil

6.1 Introduction

In this chapter we examine the pricing of options whose payoff depends on the

prices of two correlated assets. Such options are termed correlation options. Unlike

ordinary options, a spread option is an option whose payoff is based on the difference

between two underlying assets. Given that the prices of the underlying assets at

expiry T of the option are given by F1T and F2T respectively, then the value of a

spread call option contract with strike price K is given by max(F1T−F2T−K, 0) and

by max
(
K−(F1T −F2T ), 0

)
for a spread put option. There are many different types

of spread options available to the investor; some of which are traded on an exchange,

but most of which are traded over-the-counter (OTC). In general spread options

allow the investor to take a position on the relative performance of the underlying

assets. As well they can be used to hedge the risk caused by the difference in the

performance of the two underlying assets. In particular, spread options which are

written on the difference between two underlyings of the same commodity but at

two different geographical locations are called location spreads and can be used to

hedge the risk caused by volatility in transportation costs. Spread options which

are written on the difference between two underlyings of the same commodity but

150
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with different expiries are called calendar spreads and can be used to hedge the

risk caused by volatility in future commodity prices. Spread options which are

written on the difference between two underlyings of the same commodity but with

different grades are called quality spreads and can be used to hedge the risk caused

by volatility in future commodity grades. An example of a quality spread is the

crack spread option which is the main focus of this chapter. The value of a crack

spread option depends on the spread of crude oil futures and refined product futures.

The NYMEX1 offers crack spread options on futures contracts of crude oil, heating

oil and unleaded gasoline. A 3:2:1 crack spread option is an option with a long

position in two contracts on unleaded gasoline futures, one contract on heating oil

futures and a short position in three contracts on crude oil futures. A 1:0:1 heating

oil crack spread option is an option with a long position in one contract on heating

oil futures and a short position in one contract on crude oil futures. A 1:1:0 gasoline

crack spread option is an option with a long position in one contract on unleaded

gasoline futures and a short position in one contract on crude oil futures. These

types of options provide an important risk management tool to refineries. This is

because refineries purchase crude oil, then convert it to other petroleum products

such as heating oil, and finally sell it. Hence, the profit of any refinery depends on

the uncertain price spread between heating oil (output) and crude oil (input). Any

unexpected decrease in this spread may expose the refinery to a major risk which

can be hedged by trading crack spread options.

Successful investment in crack spread options depends on the accuracy of their

pricing. The pricing of these contracts differs from the pricing of vanilla options for

a number of reasons:

• The value of a spread option depends on at least two underlying assets rather

than a single underlying asset. This implies that a spread option value relies

1For further details, we refer the reader to the Crack Spread Handbook (Chicago Mercantile
Exchange (2013)).
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on at least two dynamics.

• The distribution of spread values between two underlying assets normally dif-

fers from the distribution of a single asset value as the spread value can attain

negative values, which is normally not possible for a single asset value.

• The correlation between the price movements of the two underlying assets has

an effect on the spread option value. However, the correlation does not play

any role in the valuation of vanilla options.

Margrabe (1978) and Fu (1996) developed pricing formulae for spread options with

zero strike (known as exchange options) in the Black-Scholes framework. In the

case of non-zero strike, the resulting spread does not have a closed-form solution.

The direct approach in pricing spread option contracts (i.e. finding the expected

payoff under the risk-neutral measure Q) involves solving a double-integral problem.

Various solution techniques can be found in the literature to approximate spread

option values, see for example Kirk (1995) and Carmona and Durrleman (2003).

Assuming that the spread itself or both underlying prices follow the ABM can lead

to closed-formulae for spread options, see for example Wilcox (1990) and Poitras

(1998). However, considering both underlying prices follow the ABM has the dis-

advantage of allowing each underlying asset price to become negative. For further

details, we refer the reader to Section 1.5.3.

An important consideration in the pricing of spread options is whether to model the

movement of the two underlyings (Explicit Modelling) or to model the movement of

the spread itself (Univariate Modelling). The main disadvantage of using univariate

modelling is that the correlation between the price movement of the two underlyings,

which has a major effect in the spread value is ignored. However, univariate mod-

elling can outperform explicit modelling (as shown by Mahringer and Prokopczuk

(2010) in empirical investigations on real data).

In this chapter we aim to price European crack spread call option contracts on fu-
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tures of the types2 1:0:1 and 1:1:0. At expiry, these options have payoff3 max(FCLT−

FPPT −K, 0) where FCLT and FPPT are the futures prices at the expiry of the option

contract, of crude light oil and another petroleum product (e.g. unleaded gasoline

or heating oil) respectively. Both univariate and explicit models are used to derive

analytic approximate formulae for options with short times to expiry. It is these type

of options with short tenor that actually dominate options markets. Moreover, we

empirically test our new formulae with various well-known formulae (derived using

both univariate and explicit modelling) in order to determine whether univariate or

explicit models behave best in capturing option prices for the given data.

Another correlation option we consider briefly in this chapter is the quotient option.

The quotient (or ratio) option is related to the spread option in its functionality.

The quotient option has a payoff based on the ratio between two underlying assets.

Given that the price of the underlying assets at expiry T of the option are given

by F1T and F2T respectively, then the value of a quotient call option contract with

strike price K is given by max
(
F2T

F1T
−K, 0

)
and by max

(
K − F2T

F1T
, 0
)

for a quotient

put option.

The remainder of this chapter is organised into seven sections. In Section 6.2, uni-

variate modelling is assumed, and exact and analytic approximation formulae for the

price of European crack spread call option contracts under the constant elasticity of

variance (CEV) model, i.e.

dF = µ(F, t)dt+ σF γdZ where γ ∈ R , (6.1.1)

for the spread, are derived. In Section 6.3, explicit modelling is assumed and an

analytic approximation formula for the price of European crack spread call option

contracts with short tenor is derived under the assumption that each underlying

2In the remainder this chapter, reference to a Crack Spread Option will refer to an option of
the type 1:0:1 or 1:1:0.

3The work in this chapter can be applied for any Crack Spread Call Option with similar payoff.
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follows a CEV model, i.e.

dFi = µ(Fi, t)dt+ σF γ
i dZi where i = 1, 2 and γ ∈ R . (6.1.2)

Popular existing formulae for pricing crack spread options are highlighted in Section

6.4. In Section 6.5, the value of the parameter γ i.e. under (6.1.1) and (6.1.2), in

our proposed formulae, is estimated and numerical examples are provided in order

to measure the accuracy of our proposed formulae. The results of empirical tests

which compare the performance of our formulae with the performance of popular

existing formulae in their ability to describe market prices are presented in Section

6.6. A brief look at pricing quotient options is provided in Section 6.7 and in Section

6.8 we present our conclusion.

6.2 Univariate Modelling

In this section we consider modelling the underlying spread directly. This is known

as univariate modelling. It is known that in a risk-neutral world, futures prices have

zero drift. Hence, in this section we assume that the change in the risk-neutral

futures crack spread follows the CEV process

dFsp = σ(t, T )F γ
spdZ̃ (6.2.3)

where Fsp = F1 − F2 for some γ ∈ R and Z̃ is a Wiener process under a risk-

neutral probability measure Q under which Fsp becomes a martingale. Considering

a portfolio, with value π, that consists of a long position of a crack spread call option

contract and ∆ short positions in futures spread contracts (i.e. π = C−∆Fsp). The

instantaneous change in the portfolio, dπ, can be found by applying Itô’s Lemma

(see Section 1.1.4). With a judicious choice of ∆ = ∂C
∂Fsp

the risk in the portfolio

is eliminated so by arbitrage the portfolio should earn the risk-free interest rate r.
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This leads to the PDE governing the price of a crack spread call option contract,

C(Fsp, t), with strike price K and expiry T as

∂C

∂t
+
σ(t, T )2F 2γ

sp

2

∂2C

∂F 2
sp

− rC = 0 (6.2.4a)

subject to the final condition

C(Fsp, T ) = max(Fsp −K, 0). (6.2.4b)

We now consider the underlying model (6.2.3) with σ(t, T ) = σ, constant and γ

arbitrary in 0 ≤ γ < 1. The exact solution to (6.2.4a,b) can be found using the

transition density function of Fsp which is given by

Tr(Fsp, t;FspT , T ) =

√
Fsp FspT

1
2
−2γ Iν(z)

σ2 | 1− γ | (T − t)
exp

{
− Fsp

2−2γ + FspT
2−2γ

2σ2(1− γ)2(T − t)

}
(6.2.5)

where

ν =
1

2

√
1− γ(γ − 2)

(γ − 1)2
and z =

(FspFspT )1−γ

σ2(1− γ)2(T − t)
(6.2.6)

(see Goard(2006)) and where Iν(.) is the modified Bessel function of the first kind

of order ν (see e.g. Abramowitz and Stegun (1964)). In this case the exact solution

of (6.2.4a,b) can be found as the present value of the expected payoff under the

risk-neutral measure Q i.e.

C(Fsp, t) = e−r(T−t)EQ
t (max[FspT −K, 0])

= e−r(T−t)

 ∞∫
K

(y −K) Tr(Fsp, t; y, T ) dy

 . (6.2.7)

Equation (6.2.7) involves an integral which would normally need to be solved nu-

merically. We now prove the following theorem that gives a simple approximation
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solution to (6.2.4a,b) valid for short times to expiry and which only involves sim-

ple mathematical functions. This would facilitate pricing and calibration of options

with short tenor.

Theorem 6.2.1 Given that the futures crack spread prices, Fsp, follow the risk-

neutral process (6.2.3) where σ(t, T ) = σ constant, then an approximate solution

for a European crack spread call option valid for short times to expiry T and strike

price K is given by

C(Fsp, t) =

√
T − t (4Kθ1 + θ2(Fsp −K))

4
√
πθ1

exp

{
− (Fsp −K)2

4K2θ1(T − t)

}
+
Fsp −K

2
erfc

(
− Fsp −K

2K
√
θ1(T − t)

)
(6.2.8)

where θ1 =
σ2K2γ−2

2
and θ2 = γσ2K2γ−2.

Proof : Letting τ = T − t, equation (6.2.4a) can be written as

∂C

∂τ
=
σ2F 2γ

sp

2

∂2C

∂F 2
sp

− rC (6.2.9)

which needs to be solved subject to the initial condition C(Fsp, 0) = max(Fsp−K, 0)

and the boundary conditions

C(0, τ) = 0 and C(Fsp, τ) ∼ Fsp −K as Fsp →∞ .

For a small time to expiry τ we let τ = ετ̀ where ε is a small parameter 0 < ε� 1.

Then equation (6.2.9) becomes

∂C

∂τ̀
= ε

(
σ2F 2γ

sp

2

∂2C

∂F 2
sp

− rC
)
. (6.2.10)
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We assume that the solution can be written as a series in ε i.e.

C(Fsp, τ̀) =
∞∑
i=0

εiCi(Fsp, τ̀). (6.2.11)

Substituting (6.2.11) into (6.2.10) and collecting terms of O(1), we get an equation

for C0(Fsp, τ̀), namely

∂C0

∂τ̀
= 0, (6.2.12)

which solved subject to the initial condition C0(Fsp, 0) = max(Fsp −K, 0), gives

C0(Fsp, τ̀) = max(Fsp −K, 0) =


Fsp −K if Fsp ≥ K,

0 otherwise.

(6.2.13)

Collecting terms of O(ε) , we get an equation for C1(Fsp, τ̀):

∂C1

∂τ̀
=
σ2F 2γ

sp

2

∂2C0

∂F 2
sp

− rC0 . (6.2.14)

Solving (6.2.14) with initial condition C1(Fsp, 0) = 0, we get

C1(Fsp, τ̀) =


−rτ̀(Fsp −K) if Fsp ≥ K ,

0 otherwise.

(6.2.15)

Hence, the first two terms of our series solution are given by

C0(Fsp, τ̀) + εC1(Fsp, τ̀) =


(Fsp −K)(1− εrτ̀) if Fsp ≥ K ,

0 otherwise.

(6.2.16)

From equation (6.2.16) it can be observed that the expansion is continuous, but not

differentiable at Fsp = K. This suggests a corner layer at Fsp = K where very fast
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changes occur in the derivative of the solution, but not in the value of the solution.

Solution (6.2.16) is therefore invalid in this region and is thus termed our “outer”

solution. We now analyse the solution in the inner region by introducing a stretching

variable

x =
Fsp −K√

εK
(6.2.17a)

and rescaling

C(Fsp, τ̀) = K
√
ε W (Fsp, τ̀) . (6.2.17b)

The choice of power 1
2

in
√
ε is a well-balanced choice and ensures that the coefficient

of the second-order derivative term is not small compared to the other coefficients.

Equation (6.2.10) then becomes

∂W

∂τ̀
=
σ2K2γ−2

2
(1 +

√
εx)2γ ∂

2W

∂x2
− rεW (6.2.18)

which needs to be solved subject to the initial condition W (x, 0) = max(x, 0), and

W (x, τ̀) ∼ x as x→ +∞ and W (x, τ̀)→ 0 as x→ −∞ .

Now we expand W (x, τ̀) in terms of
√
ε i.e.

W (x, τ̀) =
∞∑
i=0

ε
i
2Wi(x, τ̀) (6.2.19)
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which we substitute into (6.2.18) and then aim to collect terms in powers of
√
ε.

Firstly the term (1 +
√
εx)2γ in (6.2.18) is expanded in powers of ε

1
2 as

(1 +
√
εx)2γ = 1 +

√
ε 2γx+O(ε) . (6.2.20)

Now by substituting (6.2.19) and (6.2.20) into (6.2.18) and collecting terms of O(1),

we find an equation in W0(x, τ̀), namely

∂W0

∂τ̀
= θ1

∂2W0

∂x2
, (6.2.21)

where θ1 =
σ2K2γ−2

2
. (6.2.22)

Equation (6.2.21) needs to be solved subject to the initial condition W0(x, 0) =

max(x, 0), while the conditions at x→ ±∞ are given by

W0(x, τ̀) ∼ x as x→ +∞ and W0(x, τ̀)→ 0 as x→ −∞ .

The PDE (6.2.21) has a symmetry with generator

Γ = x
∂

∂x
+ 2τ̀

∂

∂τ̀
+W0

∂

∂W0

(6.2.23)

which leads to an invariant solution of the form

W0(z, τ̀) =
√
τ̀φ(z) where z =

x√
τ̀
. (6.2.24)

Substituting (6.2.24) into (6.2.21) yields the reduced equation

2θ1φ
′′ + zφ′ − φ = 0 (6.2.25)
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which needs to be solved subject to the boundary conditions

φ(z) ∼ z as z → +∞ and φ(z)→ 0 as z → −∞ .

The solution of (6.2.25) subject to above conditions is easily found to be

φ(z) =

√
θ1

π
exp{− z2

4θ1

}+
z

2
erfc

(
− z

2
√
θ1

)
(6.2.26)

so that in terms of x and τ̀ we get from (6.2.24)

W0(x, τ̀) =

√
θ1τ̀

π
exp{− x2

4θ1τ̀
}+

x

2
erfc

(
− x

2
√
θ1τ̀

)
, (6.2.27)

where θ1 is given in (6.2.22). Now collecting terms of O(
√
ε) we get an equation for

W1(x, τ̀) namely

∂W1

∂τ̀
= θ1

∂2W1

∂x2
+ θ2x

∂2W0

∂x2
(6.2.28)

where θ2 = γσ2K2γ−2 (6.2.29)

and where θ1 is given in (6.2.22). Equation (6.2.28) needs to be solved subject to

the conditions W1(x, 0) = 0 and W1(x, τ̀)→ 0 as x→ ±∞. As W0(x, τ̀) satisfies

(6.2.21) we find the particular solution of (6.2.28) satisfying the given conditions

using Result 5.3.1 as

W1(x, τ̀) =
θ2x
√
τ̀

4
√
πθ1

exp{− x2

4θ1τ̀
} . (6.2.30)
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From (6.2.19), (6.2.27) and (6.2.30) we get the two-term inner expansion

W (x, τ̀) =

√
θ1τ̀

π
exp{− x2

4θ1τ̀
}+

x

2
erfc

(
− x

2
√
θ1τ̀

)
+
√
ε

[
θ2x
√
τ̀

4
√
πθ1

exp{− x2

4θ1τ̀
}

]
.

(6.2.31)

Equation (6.2.31) is valid in the inner region, while equation (6.2.16) is valid in

the outer region. Now we can match the outer and inner expansions to get the

uniform expansion which is uniformly valid in both outer and inner regions. The

uniform expansion can be found by combining the outer and inner expansions and

then subtracting the common part, i.e. ‘outer+inner-common’. In our solution as

ε→ 0 the outer expansion coincides with the common part, so the inner expansion

can be used to approximate the price of call option contracts. Hence, we get the

price of a call option contract by substituting (6.2.17a,b) into (6.2.31) to get (6.2.8).

2

This formula is valid for arbitrary γ and can actually be more useful for pricing

spread options with small times to expiry as compared to (6.2.7) as it involves no

integration. For this reason also it more convenient for calibration purposes.

6.3 Explicit Modelling of the Two Underlying Fu-

tures

An alternative approach to pricing crack spread options is to model the dynamics

of each of the underlying futures prices explicitly. In this section we assume that

each of the underlying futures prices follows a risk-neutral CEV process with zero

drift namely

dFi = σiFi
γdZ̃i, where i = 1, 2 and Corr(dZ̃1, dZ̃2) = ρdt , (6.3.32)
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where σi, −1 ≤ ρ ≤ 1 and γ ∈ R are constant. In Section 5.3.1 we derived the

PDEs to price options on a futures contract when the futures model was based on

the three-quarters models for the underlying price. In a similar way we can show

that if the underlying prices follow (6.3.32) then the PDE for pricing crack spread

call options with expiry T and strike price K is given by

∂C

∂t
+
σ2

1F
2γ
1

2

∂2C

∂F 2
1

+
σ2

2F
2γ
2

2

∂2C

∂F 2
2

+ ρσ1σ2F
γ
1 F

γ
2

∂2C

∂F1∂F2

− rC = 0 (6.3.33a)

subject to the final condition

C(F1, F2, T ) = max(F1 − F2 −K, 0) . (6.3.33b)

Theorem 6.3.1 Given that the two underlying futures prices F1 and F2 follow the

risk neutral process (6.3.32), then an approximate solution for a European crack

spread call option valid for short times to expiry T and strike price K is given by

C(F1, F2, t) =

(
K

√
θ1(T − t)

π
+

√
τ(F1 − F2 −K)

8
√
θ1π

(2θ2 −
θ3θ4

θ1

)

)
e
− (F1−F2−K)2

4θ1K
2(T−t)

+
F1 − F2 −K

2
erfc

(
− F1 − F2 −K

2K
√
θ1(T − t)

)
(6.3.34)

where θ1 =
K2γ−2

22γ+1

(
σ2

1(y + 1)2γ + σ2
2(y − 1)2γ − 2ρσ1σ2(y2 − 1)γ

)
,

θ2 =
γK2γ−2

22γ

(
σ2

1(y + 1)2γ−1 − σ2
2(y − 1)2γ−1 + 2ρσ1σ2(y2 − 1)γ−1

)
,

θ3 =
K2γ−2

22γ

(
σ2

1(y + 1)2γ − σ2
2(y − 1)2γ

)
,

θ4 =
γK2γ−2

22γ

(
σ2

1(y + 1)2γ−1 + σ2
2(y − 1)2γ−1 − 2ρσ1σ2y(y2 − 1)γ−1

)
.

y =
F1 + F2

K
.
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Proof : Letting τ = T − t, equation (6.3.33a) can be written as

∂C

∂τ
=
σ2

1F
2γ
1

2

∂2C

∂F 2
1

+
σ2

2F
2γ
2

2

∂2C

∂F 2
2

+ ρσ1σ2F
γ
1 F

γ
2

∂2C

∂F1∂F2

− rC (6.3.35)

subject to initial condition

C(F1, F2, 0) = max(F1 − F2 −K, 0) . (6.3.36)

For a small time to expiry τ we let τ = ετ̀ where ε is a small parameter 0 < ε� 1.

Then equation (6.3.35) becomes

∂C

∂τ̀
= ε

(
σ2

1F
2γ
1

2

∂2C

∂F 2
1

+
σ2

2F
2γ
2

2

∂2C

∂F 2
2

+ ρσ1σ2F
γ
1 F

γ
2

∂2C

∂F1∂F2

− rC
)
. (6.3.37)

We assume that the solution can be written as a series in ε i.e.

C(F1, F2, τ̀) =
∞∑
i=0

εiCi(F1, F2, τ̀) . (6.3.38)

Substituting (6.3.38) into (6.3.37) and collecting terms of O(1), we get an equation

for C0(F1, F2, τ̀), namely

∂C0

∂τ̀
= 0 , (6.3.39)

which solved subject to the initial condition C0(F1, F2, 0) = max(F1 − F2 − K, 0),

gives

C0(F1, F2, τ) = max(F1 − F2 −K, 0) =


F1 − F2 −K if F1 − F2 ≥ K ,

0 otherwise.

(6.3.40)
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Collecting terms of O(ε) in (6.3.37), we get an equation for C1(F1, F2, τ̀):

∂C1

∂τ̀
=
σ2

1F
2γ
1

2

∂2C0

∂F 2
1

+
σ2

2F
2γ
2

2

∂2C0

∂F 2
2

+ ρσ1σ2F
γ
1 F

γ
2

∂2C0

∂F1∂F2

− rC0 . (6.3.41)

Solving (6.3.41) with initial condition C1(F1, F2, 0) = 0, we get

C1(F1, F2, τ̀) =


−rτ̀(F1 − F2 −K) if F1 − F2 ≥ K ,

0 otherwise.

(6.3.42)

Hence, the first two terms of our series solution are given by

C0(F1, F2, τ̀) + εC1(F1, F2, τ̀) =


(F1 − F2 −K)(1− εrτ̀) if F1 − F2 ≥ K ,

0 otherwise.

(6.3.43)

From equation (6.3.43) it can be observed that the expansion is continuous, but not

differentiable at F1−F2−K = 0. Solution (6.3.43) is therefore invalid in this region

and is thus termed our “outer” solution. Now letting ξ = F1 − F2 and ϑ = F1 + F2

equation (6.3.37) becomes

∂C

∂τ̀
=ε

[
σ2

1(ξ + ϑ)2γ

22γ+1

(
∂2C

∂ξ2
+ 2

∂2C

∂ξ∂ϑ
+
∂2C

∂ϑ2

)
+
σ2

2(ϑ− ξ)2γ

22γ+1

(
∂2C

∂ξ2
− 2

∂2C

∂ξ∂ϑ
+
∂2C

∂ϑ2

)
+
ρσ1σ2(ϑ2 − ξ2)γ

22γ

(
∂2C

∂ϑ2
− ∂2C

∂ξ2

)
− rC

]
. (6.3.44)

We now analyse the solution in the inner region by introducing a stretching variable

x =
ξ −K√
εK

(6.3.45a)
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and rescaling

y =
ϑ

K
, (6.3.45b)

C(ξ, ϑ, τ̀) = K
√
εW (x, y, τ̀) . (6.3.45c)

The choice of power 1
2

in
√
ε is a well-balanced choice and ensures that the coefficient

of the second-order derivative term is not small compared to the other coefficients.

Equation (6.3.37) then becomes

∂W

∂τ̀
= ε

[
σ2

1K
2γ−2(1 +

√
εx+ y)2γ

22γ+1

(
1

ε

∂2W

∂x2
+

2√
ε

∂2W

∂x∂y
+
∂2W

∂y2

)
+
σ2

2K
2γ−2(y − (1 +

√
εx))2γ

22γ+1

(
1

ε

∂2W

∂x2
− 2√

ε

∂2W

∂x∂y
+

∂2W

∂y2

)
+
ρσ1σ2K

2γ−2(y2 − (1 +
√
εx)2)γ

22γ

(
∂2W

∂y2
− 1

ε

∂2W

∂x2

)
− rW

]
, (6.3.46)

which needs to be solved subject to the initial condition W (x, y, 0) = max(x, 0), and

W (x, y, τ̀) ∼ x as x→ +∞ and W (x, y, τ̀)→ 0 as x→ −∞ .

Now we expand W (x, y, τ̀) in terms of ε
1
2 i.e.

W (x, y, τ̀) =
∞∑
i=0

ε
i
2Wi(x, y, τ̀) (6.3.47)

which we substitute into (6.3.46) and then aim to collect terms in powers of
√
ε.

Firstly the terms (1 +
√
εx + y)2γ, (y − (1 +

√
εx))2γ and (y2 − (1 +

√
εx)2)γ in
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(6.3.46) are expanded in powers of ε
1
2 as

(1 +
√
εx+ y)2γ = (1 + y)2γ +

√
ε 2γx(1 + y)2γ−1 + O(ε) (6.3.48a)

(y − (1 +
√
εx))2γ = (y − 1)2γ −

√
ε 2γx(y − 1)2γ−1 + O(ε) (6.3.48b)

(y2 − (1 +
√
εx)2)γ = (y2 − 1)γ −

√
ε 2γx(y2 − 1)γ−1 + O(ε) . (6.3.48c)

Now by substituting (6.3.47) and (6.3.48 a-c) into (6.3.46) and collecting terms of

O(1), we find an equation in W0(x, y, τ̀), namely

∂W0

∂τ̀
= θ1

∂2W0

∂x2
, (6.3.49)

where θ1 =
K2γ−2

22γ+1

(
σ2

1(y + 1)2γ + σ2
2(y − 1)2γ − 2ρσ1σ2(y2 − 1)γ

)
. (6.3.50)

We note that as there are no derivatives with respect to y in (6.3.49), so θ1 can be

treated as a constant. Equation (6.3.49) needs to be solved subject to the initial

condition W0(x, y, 0) = max(x, 0), while the conditions at x→ ±∞ are given by

W0(x, y, τ̀) ∼ x as x→ +∞ and W0(x, y, τ̀)→ 0 as x→ −∞ .

As in the previous section, the solution of W0(x, y, τ̀) is given by

W0(x, y, τ̀) =

√
θ1τ̀

π
exp{− x2

4θ1τ̀
}+

x

2
erfc

(
− x

2
√
θ1τ̀

)
, (6.3.51)
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where θ1 is given in (6.3.50).

Now collecting terms of O(
√
ε) in (6.3.46) we get an equation for W1(x, y, τ̀) namely

∂W1

∂τ̀
= θ1

∂2W1

∂x2
+ θ2x

∂2W0

∂x2
+ θ3

∂2W0

∂x∂y
(6.3.52)

where θ2 =
γK2γ−2

22γ

(
σ2

1(y + 1)2γ−1 − σ2
2(y − 1)2γ−1 + 2ρσ1σ2(y2 − 1)γ−1

)
,

(6.3.53)

θ3 =
K2γ−2

22γ

(
σ2

1(y + 1)2γ − σ2
2(y − 1)2γ

)
, (6.3.54)

and θ1 is given in (6.3.50). Equation (6.3.52) needs to be solved subject to the initial

condition W1(x, y, 0) = 0, and W1(x, y, τ̀) = 0 as x→ ±∞.

The solution of this problem is found by using Result 5.3.1 and is given by

W1(x, y, τ̀) =τ̀

(
θ2(x

∂2W0

∂x2
+ θ1τ̀

∂3W0

∂x3
)

)
+

∫ τ̀

0

1

2
√
πθ1(τ̀ − ω)

∫ ∞
−∞

q(ζ, y, ω)e
− (x−ζ)2

4θ1(τ̀−ω)dζdω (6.3.55)

where q(x, y, τ̀) =θ3
∂2W0

∂x∂y
.

This can be simplified to get

W1(x, y, τ̀) =

√
τ̀xe

− x2

4θ1τ̀

8
√
θ1π

(2θ2 −
θ3θ4

θ1

) , (6.3.56)

where θ4 =
γK2γ−2

22γ

(
σ2

1(y + 1)2γ−1 + σ2
2(y − 1)2γ−1 − 2ρσ1σ2y(y2 − 1)γ−1

)
.

(6.3.57)
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This solution satisfies the necessary initial and boundary conditions. By substituting

(6.3.51) and (6.3.56) into (6.3.47) we get the two-term inner expansion as

W (x, y, τ̀) =

√
θ1τ̀

π
exp{− x2

4θ1τ̀
}+

x

2
erfc

(
− x

2
√
θ1τ̀

)

+
√
ε

√τ̀xe− x2

4θ1τ̀

8
√
θ1π

(2θ2 −
θ3θ4

θ1

)

 . (6.3.58)

Equation (6.3.58) is valid in the inner region, while equation (6.3.43) is valid in the

outer region. Now we can match the outer and inner expansions to get the uniform

expansion which is uniformly valid in both outer and inner regions. The uniform

expansion can be found by combining the outer and inner expansions and then

subtracting the common part, i.e. ‘Wouter + Winner −Wcommon’. In our solution as

ε→ 0 the outer expansion coincides with the common part, so the inner expansion

can be used to approximate the price of call option contracts.

Hence, we get the price of a call crack spread option contract by using our change

of variables (6.3.45a-c) , ξ = F1 − F2 and ϑ = F1 + F2 in (6.3.58) to get (6.3.34). 2

6.4 Popular Existing Models

6.4.1 Popular Existing Univariate Models

Bachelier model (ABM)

With σ(t, T ) = σ, constant and γ = 0 in (6.2.3), risk-neutral futures crack spread

prices are assumed to follow an ABM with zero drift. The transition density function

of Fsp is given by:

Tr(Fsp, t;FspT , T ) =

exp

{
− (Fsp−FspT )2

2σ2(T−t)

}
σ
√

2π(T − t)
. (6.4.59)
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In this case the price of a call spread option, known as the Bachelier (1900) formula,

can be found as the present value of the expected payoff under the risk-neutral

measure Q i.e.

C(Fsp, t) = e−r(T−t)EQ
t (max[FspT −K, 0])

= e−r(T−t)

 ∞∫
K

(y −K) Tr(Fsp, t; y, T ) dy


= e−r(T−t)

[
(Fsp −K)

∞∫
−u

e−
ξ2

2

√
2π

dξ + σ
√
T − t

∞∫
−u

ξe−
ξ2

2

√
2π

dξ

]

= e−r(T−t)

[
(Fsp −K)N(u) +

σ
√
T − t e−u

2

2

√
2π

]
, (6.4.60)

where ξ =
FspT − Fsp
σ
√
T − t

and u =
Fsp −K
σ
√
T − t

,

and where N(·) is the cumulative standard normal distribution function. The as-

sumption that the spread, which in general can be defined as Fsp = aF1 − bF2 for

some constants a and b, follows dFsp = σdZ̃ implies that each underlying futures

price, F1 and F2, follows an ABM with zero drift i.e.

dFi = σidZ̃i where i = 1, 2 and Corr(dZ̃1, dZ̃2) = ρdt . (6.4.61)

In this case σ2 and Z̃ in (6.2.3) can be defined by σ2 =
√

(aσ1)2 +−2abρσ1σ2(bσ2)2

and Z̃ = aσ1

σ
Z̃1 − bσ2

σ
Z̃2.

Black-Scholes model (GBM)

With σ(t, T ) = σ, constant and γ = 1 in (6.2.3), risk-neutral futures crack spread

prices are assumed to follow a GBM with zero drift. In this case the solution of

the option pricing equation (6.2.4) is a special case of the Black-Scholes (1.15a-c)

pricing formula (with dividend yield D equals to the risk-free rate r) and is given
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by:

C(Fsp, t) = e−r(T−t) [FspN(d1)−KN(d2)] (6.4.62)

where d1 =
ln(Fsp

K
) + σ2

2
(T − t)

σ
√
T − t

and d2 = d1 − σ
√
T − t.

Schwartz model

With σ(t, T ) = σeη(T−t) and γ = 1 in (6.2.3), risk-neutral futures crack spread prices

are assumed to follow the Schwartz model with zero drift. In this case the solution

of (6.2.4) can be derived as in Section 5.2.2 (with F = Fsp and T = TF = TO) and

is given by:

C(Fsp, t) = e−r(T−t) [FspN(d1)−KN(d2)] (6.4.63)

where d1 =
ln(Fsp

K
) + w2

2
(T − t)

w
√
T − t

, d2 = d1 − w
√
T − t (6.4.64)

and w2 =
σ2

2η(T − t)
(1− e−2η(T−t)) .

While using univariate modelling for the spread has the advantage of simplicity and

tractability, there are obvious shortcomings. As mentioned in Section 6.1, the main

disadvantage of using univariate modelling for the spread is that the correlation

between the price movements of the two underlying assets, which has a major effect

on the spread value, is ignored. As well, under some univariate models such as

the GBM and Schwartz models, futures spread prices cannot attain negative values,

even though it is possible in reality for futures spreads to become negative. Under

the ABM, futures spread prices can become negative, but unfortunately the model

implies that the individual underlying futures prices can also become negative, which

is not realistic. So we anticipate that these univariate models might not perform as

well as the explicit models and we test this assumption in Section 6.5.
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6.4.2 Popular Existing Explicit Models

Kirk model

Kirk (1995) derived a well-known approximation formula for valuing European crack

spread options. He assumed that when K � F2, the dynamics of F1

F2+K
can be

approximated by a GBM. Kirk wrote the payoff of a call spread option in the form

(F2 +K) max (ζ − 1, 0) where ζ = F1

F2+K
, so that a spread option could be considered

as an option on ζ with strike price 1. Then the dynamics of ζ is given by4

dζ = σζdZ̃ (6.4.65)

where

(6.4.66)

σ2 = σ2
1 − 2

(
F2

F2 +K

)
ρσ1σ2 +

(
F2

F2 +K

)2

σ2
2 .

This way the price of a European crack call spread option is a special case of the

Black-Scholes pricing formula (1.15a-c) (with dividend yield D equal to the risk-free

rate r) and is given by:

C(F1, F2, t) =e−r(T−t) [F1 N(d1)− (F2 +K) N(d2)] (6.4.67)

where d1 =
ln( F1

F2+K
) + σ2

2
(T − t)

σ
√
T − t

,

d2 = d1 − σ
√
T − t .

4More details can be found in Alexander and Venkatramanan (2007).
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Carmona and Durrleman model

Carmona and Durrleman (2003) assume that the two underlying risk-neutral futures

prices follow two correlated GBMs with zero drift i.e.

dFi = σiFidZ̃i, where i = 1, 2 and Corr(dZ̃1, dZ̃2) = ρdt , (6.4.68)

where σi and −1 ≤ ρ ≤ 1 are constant. The analytic expression at time T for each

of the underlying futures contracts is given by

FiT = Fit exp

{
−σ

2
i (T − t)

2
+ σi(Z̃iT − Z̃it)

}
, where i = 1, 2 and t < T.

(6.4.69)

If we define FspT to be the value of the futures crack spread at expiry i.e. FspT =

F1T − F2T , then the distribution of FspT can be approximated by the Gaussian

distribution by matching their first two moments i.e.

FspT ∼ N(E{F1T − F2T}, Var{F1T − F2T}) . (6.4.70)

From Section 2.1.1, E{F1T − F2T} and Var{F1T − F2T} are given by5

µ =E{F1T − F2T} = F1t − F2t , (6.4.71a)

σ =Var{F1T − F2T} = F 2
1t(e

σ2
1(T−t) − 1)− 2F1tF2t(e

ρσ1σ2(T−t) − 1) + F 2
2t(e

σ2
2(T−t) − 1) .

(6.4.71b)

Then we can find the price of a European crack spread call option contract that

expires at time T with strike price K as the present value of the expected payoff

5As the dynamics of futures prices are assumed to be martingales, their expected value at a
future time is equal to their value today.
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under the risk-neutral measure Q i.e.

C(F1, F2, t) =e−r(T−t)EQ
t [max (FspT −K, 0)]

=e−r(T−t)EQ
t [max (µ−K + σζ, 0)] , for some random variable ζ ∼ N(0, 1)

=
e−r(T−t)√

2π

∫ ∞
d

(µ−K + σu) e−
u2

2 du , where d =
K − µ
σ

=e−r(T−t)

[
(µ−K)N(d) +

σ
√
T − t e− d

2

2

√
2π

]
. (6.4.72)

6.5 Estimation of the Parameter γ and Accuracy

of the Analytic Approximation Formulae

As exact solutions in terms of transcendental functions to crack spread options

under univariate and explicit CEV models, i.e. to (6.2.4) and (6.3.33), do not exist

for arbitrary γ, solutions (6.2.8) and (6.3.34) which are valid for arbitrary γ are

useful for determining the best γ for valuing options with short times to expiry. In

this section, we estimate the parameter γ which provides the best fit to our options

data by using our new analytic approximation formulae (6.2.8) and (6.3.34), which

approximates the price of spread options with short times to expiry. Moreover,

numerical examples are provided in order to measure the accuracy of the analytic

approximation formulae with the estimated values of γ.

6.5.1 Estimation of the Parameter γ

We now estimate the parameter γ in our new analytic approximation formulae i.e.

(6.2.8) and (6.3.34) that provides the best fit to our options data. To do this, we use

955 observations of Heating Oil Crack Spread call option prices selected from the

NYMEX with various strikes and expiries selected from the years 2010 and 2011.

Based on the maximum time to expiry, we divide the data into four groups where

the maximum time to expiry is chosen to be 60, 45, 30 and 15 days in the first,
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second, third and fourth groups respectively. For each pricing formula and group,

we minimise the sum of squared errors i.e.

min(SSE) =
∑
i

(Capproximatei − Cmarketi)
2 , (6.5.73)

in order to estimate the parameter γ and the other parameters. The results6 are

listed in Tables 6.1 and 6.2. From these tables we note that:

• For the analytic approximation formula (6.2.8) using univariate modelling, the

estimated values of γ lie within a small range, i.e. 0.58 ≤ γ ≤ 0.62, and this

suggests that choosing γ = 0.50, 0.60 or 0.75 might be good choices for pricing

crack spread call options.

• For the analytic approximation formula (6.3.34) using explicit modelling for

all groups the estimated value of the correlation coefficient is (or is close to)

one. This is to be expected as the futures prices of the two underlyings are

highly correlated. In addition, the estimated values of γ lie within a small

range, i.e. 0.60 ≤ γ ≤ 0.86, and this suggests that choosing γ = 0.75 might

be a good choice for pricing crack spread call options, especially with expiries

up to two months.

• Comparison of SSE of the fourth group, indicates that the univariate pricing

formula (6.2.8) has a lower SSE value compared to the explicit pricing formula

(6.3.34). This is a surprising result as the univariate pricing formula includes

two free parameters whereas the explicit pricing formula has four parameters.

In general, for groups 1-3, the SSEs are smaller using the explicit pricing

formula but possibly not significantly so, and this will be discussed in Section

6.6.

6We should note that the results of our estimation provide the best values of γ for our given data,
and different values of γ could be estimated by using different samples. However, the estimated
values of γ found here give us a good indication of the range of best γ.
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group number of observations γ σ SSE

1 955 0.60 2.19 14.75
2 837 0.58 2.36 8.31
3 617 0.60 2.25 4.36
4 333 0.62 2.20 1.32

Table 6.1: The estimated parameters for analytic approximation formula (6.2.8).

group number of observations γ ρ σ1 σ2 SSE

1 955 0.75 0.99 1.88 1.88 12.21
2 837 0.86 0.99 0.83 0.74 7.63
3 617 0.71 1.00 2.10 1.87 4.24
4 333 0.60 1.00 4.40 4.05 1.42

Table 6.2: The estimated parameters for analytic approximation formula (6.3.34).

6.5.2 The Accuracy of the Analytic Approximation Formu-

lae

In this part, we provide numerical examples to measure the accuracy of our new an-

alytic approximation formulae i.e. (6.2.8) and (6.3.34). For the analytic approxima-

tion formula (6.2.8), we consider γ = 0, 1
2
, 3

4
, 1 and for the analytic approximation

formula (6.3.34), we consider γ = 1
2
, 3

4
.

The formula (6.2.8) is compared with its corresponding exact solution of (6.2.4), i.e.

(6.4.60) when γ = 0, (6.2.7) when γ = 1
2
, 3

4
, and (6.4.62) when γ = 1. For each

value of γ we choose Fsp = 13, T − t = 1
12

, r = 0.01 and four values of strike and

three values of volatility. The signed percentage error (SPE):

SPE =
Capproximate − Cexact

Cexact
× 100% (6.5.74)

and absolute error (AE) for each couple (K, σ) are calculated.

In the explicit modelling case there is no known exact solution to (6.3.33). Hence,

we apply the Monte Carlo technique with 150,000 trials to price crack spread call

options and then use the simulated values as proxy for the exact solutions. For each
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value of γ we chose F1 = 96, F2 = 83, T − t = 1
12

, r = 0.01 and three values of strike,

volatility and correlation. For each case (K, σ1, σ2, ρ), SPE and AE are calculated.

Tables 6.3-6.5 list the results. In particular we note that:

• From Table 6.3 the analytic approximation formula (6.2.8) gen-

erally slightly overprices option contracts compared with the exact solution.

For any given case (σ,K), the SPE values lie within a small range, namely

(0.08%, 0.11%), (−2.54%, 0.08%), (−3.42%, 0.11%) and (−2.45%, 0.15%) us-

ing γ = 0, 1
2
, 3

4
, 1 respectively. The average absolute errors are less than

0.42 × 10−3, 0.42 × 10−3, 0.43 × 10−3 and 0.49 × 10−3 for the formulae with

γ = 0, 1
2
, 3

4
, 1 respectively. This suggests that (6.2.8) provides an excellent

approximation to the exact solution.

• From Tables 6.4 and 6.5, the prices using analytic approximation

formula (6.3.34) are generally just under or just above exact solution prices.

For any given case (σ1, σ2, ρ,K), with the exceptions7 of examples with K =

14, the SPE values lie within a small range, namely (−0.69%, 0.90%) and

(−0.69%, 0.53%) using γ = 1
2

and γ = 3
4

respectively. Moreover, the average

absolute errors are less than 0.72× 10−3 and 1.33× 10−3 for the formulae with

γ = 1
2

and γ = 3
4

respectively. This suggests that (6.3.34) also provides an

excellent approximation to the exact solution.

7When K = 14 the option is out-the-money and is thus worthless. Both exact and approximate
solutions are close to zero, yielding high percentage errors.
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σ K
γ = 0 γ = 1

2
γ = 3

4
γ = 1

SPE AE SPE AE SPE AE SPE AE

0.10 11.50 0.08 1.25 0.08 1.25 0.08 1.25 0.08 1.25
0.10 12.50 0.08 0.42 0.08 0.42 0.08 0.41 0.08 0.42
0.10 13.50 0.08 0.00 -2.54 0.00 -0.37 0.00 0.03 0.00
0.10 14.50 *** 0.00 *** 0.00 *** 0.00 *** 0.00
0.20 11.50 0.08 1.25 0.08 1.25 0.08 1.25 0.07 1.06
0.20 12.50 0.08 0.42 0.08 0.42 0.08 0.43 0.09 0.55
0.20 13.50 0.08 0.00 -0.04 0.00 0.08 0.02 0.12 0.14
0.20 14.50 0.11 0.00 *** 0.00 *** 0.00 -2.45 0.22
0.30 11.50 0.08 1.25 0.08 1.25 0.08 1.22 0.06 0.92
0.30 12.50 0.08 0.42 0.08 0.42 0.09 0.49 0.11 0.77
0.30 13.50 0.08 0.00 0.08 0.01 0.11 0.08 0.15 0.38
0.30 14.50 0.09 0.00 *** 0.00 -3.42 0.05 -0.26 0.15

average 0.42 0.42 0.43 0.49

Table 6.3: Signed percentage error
(
SPE (%)

)
and absolute error

(
AE (×10−3)

)
of analytic approximation formula (6.2.8) with τ = 1

12
(the missing values indicate

both exact and approximation solutions are close to zero, yielding high percentage
errors).
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σ1 σ2 K
ρ = 1 ρ = 0.9 ρ = 0.8

SPE AE SPE AE SPE AE

0.35 0.35 12 0.10 0.98 0.11 1.14 0.34 3.45
0.35 0.40 12 0.09 0.89 0.32 3.18 0.04 0.42
0.35 0.45 12 0.05 0.55 0.05 0.47 0.03 0.30
0.40 0.35 12 0.16 1.62 0.17 1.70 -0.16 1.62
0.40 0.40 12 0.10 0.97 0.23 2.30 0.06 0.57
0.40 0.45 12 0.08 0.80 0.08 0.82 0.09 0.92
0.45 0.35 12 0.27 2.65 0.09 0.94 0.03 0.34
0.45 0.40 12 0.02 0.24 0.39 3.90 0.36 3.70
0.45 0.45 12 0.11 1.11 0.23 2.28 -0.10 1.01
0.35 0.35 13 0.49 0.13 -0.69 1.18 0.06 0.15
0.35 0.40 13 0.32 0.08 -0.22 0.40 0.58 1.48
0.35 0.45 13 -0.42 0.32 0.09 0.20 0.90 2.52
0.40 0.35 13 -0.24 0.20 -0.38 0.76 0.16 0.43
0.40 0.40 13 0.32 0.10 0.55 1.07 0.15 0.41
0.40 0.45 13 0.44 0.09 -0.01 0.02 -0.05 0.15
0.45 0.35 13 0.42 0.59 0.42 1.00 0.40 1.23
0.45 0.40 13 0.51 0.45 -0.07 0.15 0.02 0.08
0.45 0.45 13 0.14 0.05 0.46 1.01 -0.36 1.13
0.35 0.35 14 *** 0.00 -2.23 0.03 2.38 0.29
0.35 0.40 14 *** 0.00 6.06 0.13 1.25 0.20
0.35 0.45 14 *** 0.00 -2.50 0.13 -1.35 0.34
0.40 0.35 14 *** 0.00 -0.47 0.02 -1.53 0.32
0.40 0.40 14 *** 0.00 1.65 0.06 -1.85 0.43
0.40 0.45 14 *** 0.00 0.72 0.04 -0.89 0.25
0.45 0.35 14 -0.99 0.00 1.20 0.14 0.95 0.32
0.45 0.40 14 *** 0.00 -2.46 0.21 1.81 0.60
0.45 0.45 14 *** 0.00 -2.29 0.18 -0.74 0.27

average 0.44 0.87 0.85

Table 6.4: Signed percentage error
(
SPE (%)

)
and absolute error

(
AE (×10−3)

)
of analytic approximation formula solution (6.3.34) with γ = 1

2
and τ = 1

12
(the

missing values indicate both exact and approximation solutions are close to zero,
yielding high percentage errors).
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σ1 σ2 K
ρ = 1 ρ = 0.9 ρ = 0.8

SPE AE SPE AE SPE AE

0.20 0.20 12 0.14 1.37 0.51 5.21 0.17 1.86
0.20 0.25 12 0.06 0.55 -0.07 0.78 0.02 0.22
0.20 0.30 12 -0.13 1.30 -0.22 2.44 -0.33 4.02
0.25 0.20 12 0.05 0.48 -0.15 1.67 0.02 0.24
0.25 0.25 12 0.10 1.02 -0.12 1.28 0.36 4.25
0.25 0.30 12 0.13 1.28 0.21 2.29 0.25 2.99
0.30 0.20 12 0.32 3.49 -0.30 3.54 -0.43 5.49
0.30 0.25 12 -0.14 1.46 0.45 5.07 0.11 1.38
0.30 0.30 12 0.04 0.41 0.26 2.96 0.51 6.35
0.20 0.20 13 0.53 0.38 -0.69 2.14 -0.59 2.53
0.20 0.25 13 -0.12 0.10 0.44 1.49 -0.15 0.73
0.20 0.30 13 -0.22 0.53 -0.41 1.82 0.17 0.97
0.25 0.20 13 -0.28 0.70 0.11 0.47 -0.28 1.49
0.25 0.25 13 -0.23 0.21 -0.50 1.91 0.41 2.18
0.25 0.30 13 -0.30 0.20 0.02 0.07 -0.14 0.80
0.30 0.20 13 -0.17 0.71 -0.63 3.52 0.06 0.39
0.30 0.25 13 -0.09 0.25 0.09 0.44 0.39 2.46
0.30 0.30 13 -0.22 0.24 0.16 0.74 -0.39 2.50
0.20 0.20 14 *** 0.00 1.99 0.69 -0.18 0.19
0.20 0.25 14 *** 0.00 -0.74 0.38 0.99 1.31
0.20 0.30 14 -2.31 0.25 0.51 0.53 -0.28 0.57
0.25 0.20 14 1.39 0.21 0.82 0.77 -1.04 1.85
0.25 0.25 14 *** 0.00 0.19 0.14 0.00 0.01
0.25 0.30 14 *** 0.00 -1.07 0.98 0.15 0.31
0.30 0.20 14 -0.47 0.49 0.50 0.98 0.54 1.54
0.30 0.25 14 -1.15 0.25 -0.07 0.09 0.04 0.12
0.30 0.30 14 *** 0.00 0.76 0.93 0.65 1.67

average 0.59 1.60 1.79

Table 6.5: Signed percentage error
(
SPE (%)

)
and absolute error

(
AE (×10−3)

)
of analytic approximation formula (6.3.34) with γ = 3

4
and τ = 1

12
(the missing

values indicate both exact and approximation solutions are close to zero, yielding
high percentage errors).

6.6 Empirical Test

In this section we examine our new analytic approximation formulae for crack spread

call option prices (6.2.8) and (6.3.34) in their ability to capture market prices. In ad-

dition, we compare their performance with other well-known formulae. This section
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is sub-divided into three parts. In the first part we provide a description of the data

used in our empirical tests, while in the second part an outline of the methodology

used to estimate the parameters is presented. The results of our empirical tests are

presented in the final part.

6.6.1 Data Description

The data used in this empirical work consists of daily observations of Heating Oil

Crack Call Spread option contracts prices8 selected from the NYMEX. Heating Oil

Crack Call Spread options represent options with a long position in the underlying

Heating Oil futures contract, FHO, and a short position in the underlying light

“sweet” crude oil futures contract, FCL. We note that the price of a Heating Oil

Crack Spread Option is quoted per barrel, and the price of a Heating Oil futures

contract is quoted per gallon. Hence, the payoff is given by max(42FHO−FCL−K, 0).

We used 42 groups9 of call option contracts with 1
365
≤ τ ≤ 62

365
, where τ represents

the time to expiry and is measured in years.

The crack spread prices (i.e. Fsp = 42FHO − FCL) of the nearest expiring futures

contracts between the years of 1994 and 2013 are plotted in Figure 6.1. From

this figure, it can be seen that the behaviour of the crack spread prices differed

significantly in the period 1994-2004 from that of the period 2004-2013. In the first

period (1994-2004), the crack spread prices exhibited constant fluctuations about

an apparently stationary mean of approximately US $3.41 per barrel, indicating

a mean-reverting nature; while in the second period (2004-2013) the mean spread

prices has mostly steadily increased (apart from the slump in 2008/2009) to reach

about $18 per barrel. Table 6.6 presents the standard statistics for the nearest

expiring crude light sweet oil futures, the nearest expiring heating oil futures and

8These options are quoted as American style. However, as no dividends are paid the value of
the American call options is the same as European call options.

9A group of option contracts can be defined as observations of option contracts (observed at a
given time t) that have the same type (i.e. call or put), expiration date but with different strike
prices.
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FHO FCL Fsp

average 58.40 48.57 9.84
standard deviation 39.38 31.10 9.90

Table 6.6: Standard statistics for the nearest expiring crude light sweet oil futures
(FCL), the nearest expiring heating oil futures (FHO) and the crack spread prices
(Fsp = 42FHO − FCL) ($ per barrel).

Figure 6.1: The crack spread prices (Fsp = 42FHO−FCL) between the years of 1994
and 2013 ($ per barrel).

the crack spread prices between these contracts.

6.6.2 Estimation of Parameters

In this part the formulae for crack spread call option prices are calibrated to market

prices. For each pricing formula we estimate the volatility parameter(s) as well as

the correlation parameter for the explicit models.

To estimate the parameters (for each pricing formula and group) we fit three near

at-the-money market prices using the pricing formulae, and we choose to do this as

follows:

We define Cij (Ĉij) to be the market (estimated) price of the crack spread call

option contract with strike price Ki that belongs to the group of option contracts j
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(j = 1, ..., 42). We define eij to be the error of contract i that belongs to group j

with strike price Ki. Hence eij is the difference between the market price and the

estimated price of the call option contract Cij with strike price Ki, i.e.

eij = Ĉij − Cij .

For each pricing formula we let θ(j) be the parameter vector for group j. We use

three near at-the-money market prices (i∗ = 1, 2, 3) and minimise the sum of squares

of errors (SSE) i.e.

minSSE(θ(j)) =
3∑

i∗=1

e2
i∗j . (6.6.75)

This results in the parameter vector θ(j) for each pricing formula and for each group

j. The estimated parameter vector θ(j) is used to compute the values of crack spread

call options for other strike prices that belong to the group of option contracts j.

6.6.3 Performance of Options Models

The following measures are used to compare errors in the performance of the call

options pricing models:

• The total sum of squared errors

SSE =
∑
i

(Ĉij − Cij)2, j = 1, .., 42 (6.6.76)

• The total root mean squared errors

RMSE =

√
1

N − 42q

∑
i

(Ĉij − Cij)2, j = 1, .., 42 (6.6.77)

• Signed percentage errors

SPE =
∑
i

Ĉij − Cij
Cij

× 100%, j = 1, .., 42 (6.6.78)
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• Unsigned percentage errors

USPE =
∑
i

|Ĉij − Cij
Cij

| × 100%, j = 1, .., 42 (6.6.79)

where N is the number of observations and q is the number of the parameters.

The results of signed and unsigned percentage errors will be presented in various

ranges of moneyness M , defined as M = ln(
Fspj
Kij

) where Fspj = 42FHOj−FCLj is the

crack spread price of the group of option contracts j and the Kij are various strike

prices of the same group of option contracts j. The average of signed and unsigned

percentage errors are calculated for each range of moneyness.

Tables 6.7-6.9 list the results of our analysis. In particular, we note that:

• Comparison of SSE (Table 6.7) indicates that all univariate pricing

models with the exception of (6.4.60) have lower SSE values compared to

explicit pricing models. The lowest values of SSE are reached by our new

pricing formulae. In particular, the lowest value of SSE (0.5308) is reached

by our new analytic approximation formula (6.2.8) with γ = 3
4

followed by

the same formula with γ = 3
5

and γ = 1
2

receptively. See Figure 6.2 for a

comparison of option prices under (6.2.8) with γ = 3
4

to market data.

• Comparison of RMSE values (Table 6.7) indicates that all univari-

ate pricing models produce lower RMSE values compared to explicit pricing

models. In particular, the lowest values of RMSE are also reached by our

new pricing formulae; the lowest value ($0.0470 per contract) reached by our

new analytic approximation formula (6.2.8) with γ = 3
4
, followed by the same

pricing model but with γ = 3
5

and γ = 1
2

respectively.

• Comparison of average signed percentage errors (Table 6.8) indi-

cates that all univariate pricing models (with the exception of (6.4.60)) under-

price in-the-money option contracts compared to market prices, and generally
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the extent of underpricing decreases as moneyness, M , increases. However, for

near at-the-money option contracts all prices under univariate pricing models

are above those of market prices. For out-the-money option contracts, all uni-

variate models prices (with the exception of (6.4.60)) are higher than market

prices, and all univariate models prices are lower than market prices when op-

tions become deep out-of-money. In contrast, all explicit pricing models over-

price in-the-money option contracts compared to market prices and generally

the extent of overpricing decreases as M increases. However, with (6.4.67) the

extent of overpricing increases as M increases. For near at-the-money option

contracts all prices under explicit models are slightly over those of market

prices. Finally, all explicit pricing models underprice out-the-money options

compared to market prices, and the extent of underpricing (with exception of

(6.4.67)) increases as M decreases.

• Comparison of average unsigned percentage errors (Table 6.9) in-

dicates that the lowest averages generally are reached using the Kirk formula

(6.4.67). This formula produces the lowest averages when the options are

near at-the-money, in-the-money and out-the-money. However, for deep in-

the-money and deep out-the-money option contracts the lowest averages are

reached by our new analytic approximation formula (6.2.8) with γ = 3
5

and

the Schwartz model (6.4.63) respectively.

In summary, firstly we can infer from our empirical analysis that for our given data,

that univariate models perform better than explicit models. This is contrary to what

we would expect but agrees with the results of Mahringer and Prokopczuk (2010).

Further the best performing univariate model is the new CEV model (6.2.8) with

γ = 3
4

which outperforms other models in describing the prices of crack spread call

option contracts and performs best in pricing in-the-money and deep out-the-money

options. Moreover, our empirical results lead to suggestions for practitioners on the

use of the new univariate CEV model. Given that the model correctly prices at-the-
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Figure 6.2: Comparison of crack spread call option prices using analytic approxima-
tion formula (6.2.8) with γ = 3

4
with market data on 08 Oct 2010.

money option contracts then for out- and near at-the-money call option contracts,

options holders (writers) expect to pay (receive) premiums that are slightly lower

(higher) than those predicted by the formulae. However, for in-the-money and deep

out-the money option contracts holders (writers) expect to pay (receive) premiums

that are slightly higher (lower) than those predicted by the formulae.
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6.7 Quotient Options

In this section, we take a brief look at an exotic option that is related to spread

options in its functionality. The quotient (or ratio) option has a payoff based on

the ratio of two underlying assets. Given that the price of the underlying assets at

expiry T of the option are given by F1T and F2T respectively, then the value of a

ratio call option contract with strike price K is given by max
(
F2T

F1T
−K, 0

)
and by

max
(
K − F2T

F1T
, 0
)

for a ratio put option. Quotient options, like spread options, can

thus be used to take advantage of the relative performance of two underlying assets.

When lognormal underlying models are assumed, the quotient options have the

advantage over spread options in having a closed-form solution of the Black-Scholes

type. Various solution techniques can be found in the literature to value quotient

options. For example Zhang (1998), Zhu (2000) and Buchen (2012) assumed that

the changes in both underlying prices follow two correlated GBMs and derived a

closed-form formula for pricing European quotient option contracts.

6.7.1 Pricing Quotient Options

The aim of this section is to price European quotient call option contracts on futures.

As in Sections 6.2 and 6.3, both univariate and explicit models can be considered

for the pricing of quotient call options. When we assume that the change in the

risk-neutral futures quotient price follows the CEV process with zero drift

dFq = σFq
γdZ̃ , (6.7.80)

where Fq = F2

F1
, then an exact solution and an approximate solution valid for short

times to expiry for a European quotient call option contract can be easily found10

as in (6.2.7) and (6.2.8) respectively. Alternatively, we can model the dynamics of

10By replacing Fsp with Fq.
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each of the underlying futures prices explicitly. We assume here that each of the

risk-neutral underlying futures prices follows a CEV process with zero drift namely

dFi = σiFi
γdZ̃i, where i = 1, 2 and Corr(dZ̃1, dZ̃2) = ρdt , (6.7.81)

where σi, −1 ≤ ρ ≤ 1 and γ ∈ R are constant. If the underlying prices follow

(6.7.81) then the PDE for pricing quotient call options with expiry T and strike

price K is given by

∂C

∂t
+
σ2

1F
2γ
1

2

∂2C

∂F 2
1

+
σ2

2F
2γ
2

2

∂2C

∂F 2
2

+ ρσ1σ2F
γ
1 F

γ
2

∂2C

∂F1∂F2

− rC = 0 (6.7.82a)

subject to the final condition

C(F1, F2, T ) = max
(F2

F1

−K, 0
)
. (6.7.82b)

We now give an exact solution to (6.7.82a,b) when γ = 1 and an approximate

solution for γ 6= 1.

Theorem 6.7.1 Given that the two underlying futures prices F1 and F2 follow the

risk neutral process (6.7.81), then an exact solution for a European quotient call

option contract with expiry T and strike price K is given by

C(F1, F2, t) = e−r(T−t)φ0(z, w) (6.7.83a)

when γ = 1 and an approximate solution for a European quotient call option

contract for γ = 1− ε, 0 < ε� 1, is given by

C(F1, F2, t) = e−r(T−t)
[
φ0(z, w) + (1− γ)φ1(z, w)

]
(6.7.83b)
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where

w = (T − t)F 2γ−2
1 , (6.7.83c)

z =
F2

F1

, (6.7.83d)

φ0(z, w) = zeθ2w N(d1)−K N(d2) , (6.7.83e)

φ1(z, w) = zne−
θ21n

2w

2

∫ w

0

∫ ∞
−∞

f(ξ, ϑ)e
− (h−ξ)2

2θ21(w−ϑ)

θ1

√
2π(w − ϑ)

dξdϑ , (6.7.83f)

f(h,w) = e−nh+
θ21n

2w

2

[
θ3h(

∂2φ0(h,w)

∂h2
− ∂φ0(h,w)

∂h
)

+ θ4w
∂2φ0(h,w)

∂h∂w
+ θ5he

−h∂φ0(h,w)

∂h
+ σ2

1

∂φ0(h,w)

∂w

]
, (6.7.83g)

θ1 =
√
σ2

1 + σ2
2 − 2ρσ1σ2 , (6.7.83h)

θ2 = σ1(σ1 − ρσ2) , (6.7.83i)

θ3 = σ2(ρσ1 − σ2) , (6.7.83j)

θ4 = 2θ2 , (6.7.83k)

θ5 = ρσ1σ2 , (6.7.83l)

d1 =
ln( z

K
) + (θ2 +

θ2
1

2
)w

θ1

√
w

, (6.7.83m)

d2 = d1 − θ1

√
w , (6.7.83n)

n =
θ2

1 − 2θ2

2θ2
1

, (6.7.83o)

h = ln(z) . (6.7.83p)

Proof : Letting τ = T − t, equation (6.7.82a) can be written as

∂C

∂τ
=
σ2

1F
2γ
1

2

∂2C

∂F 2
1

+
σ2

2F
2γ
2

2

∂2C

∂F 2
2

+ ρσ1σ2F
γ
1 F

γ
2

∂2C

∂F1∂F2

− rC (6.7.84)

subject to the initial condition C(F1, F2, 0) = max
(
F2

F1
− K, 0

)
. The computer

package DIMSYM (see Sherring (1993)) was used to find the following classical Lie
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symmetry generator of (6.7.84) which leaves invariant the initial condition:

Ψ = 2τr(γ − 1)C
∂

∂C
− 2τ(γ − 1)

∂

∂τ
+ F1

∂

∂F1

+ F2
∂

∂F2

. (6.7.85)

We consider the two cases, γ = 1 and γ 6= 1.

For the case when γ = 1

When γ = 1 in (6.7.85), the functional form of the invariant solution is C(F1, F2, τ) =

e−rτφ(z, τ); z = F2

F1
. Substituting this form into equation (6.7.84) we get that φ needs

to satisfy

∂φ

∂τ
=
θ2

1z
2

2

∂2φ

∂z2
+ θ2z

∂φ

∂z
(6.7.86)

where θ1 =
√
σ2

1 + σ2
2 − 2ρσ1σ2 ,

θ2 = σ1(σ1 − ρσ2) .

Equation (6.7.86) needs to be solved subject to the initial condition φ(z, 0) =

max(z −K, 0), while the boundary conditions are given by

φ(z, τ) ∼ z as z → +∞ and φ(z, τ)→ 0 as z → 0.

Comparing (6.7.86) with the the Black-Scholes PDE (1.14a), we see that (6.7.86) is

a special case of (1.14) with τ = T − t, D = −θ2, r = 0 and σ = θ1. Hence, we can

write the solution to (6.7.86) as

φ(z, τ) = zeθ2τ N(d1)−K N(d2) , (6.7.87a)

where d1 =
ln( z

K
) + (θ2 +

θ2
1

2
)τ

θ1

√
τ

, (6.7.87b)

d2 = d1 − θ1

√
τ . (6.7.87c)

Hence with C(F1, F2, t) = e−rτφ(z, τ) we get the solution as given in (6.7.83a) with

γ = 1 (this pricing formula agrees with the formula provided by Zhang (1998)).



6.7. Quotient Options 192

For the case when γ 6= 1

Using the method of characteristics to solve the corresponding invariant surface

condition (see Section 1.4.1) corresponding to (6.7.85), we have

dF2

dF1

=
F2

F1

⇒ c1 =
F2

F1

(6.7.88a)

dF1

dτ
= − F1

2τ(γ − 1)
⇒ c2 =τF 2γ−2

1 (6.7.88b)

dC

dτ
= −rC ⇒ c3 =erτC (6.7.88c)

where c1, c2 and c3 are constants, so that invariants are F2

F1
, τF 2γ−2

1 and erτC. Hence,

the solution can be written as C(F1, F2, τ) = e−rτφ(z, w); z = F2

F1
and w = τF 2γ−2

1 .

By substituting this form into equation (6.7.84) we get that φ needs to satisfy

(σ2
1z

2 + σ2
2z

2γ − 2ρσ1σ2z
γ+1)

∂2φ

∂z2
+ 4σ2

1w
2(γ − 1)2 ∂

2φ

∂w2
+ 2σ1(σ1z − ρσ2z

γ)
∂φ

∂z

+ 2
(
σ2

1w(2γ − 3)(γ − 1)− 1
) ∂φ
∂w

+ 4w
(
σ2

1z(1− γ) + ρσ1σ2z
γ(γ − 1)

) ∂2φ

∂z∂w
= 0 .

(6.7.89)

For γ = 1− ε where ε is a small parameter 0 < ε� 1, we assume that the solution

(6.7.89) can be written as a series in ε i.e.

φ(z, w) =
∞∑
i=0

εiφi(z, w) . (6.7.90)

The term zγ in (6.7.89) can be expanded in a series about ε = 0 as

zγ = z − ε z ln(z) + O(ε2) (6.7.91a)

and so

z1+γ = z2 − ε z2 ln(z) + O(ε2) (6.7.91b)

z2γ = z2 − ε 2z2 ln(z) + O(ε2) . (6.7.91c)
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Substituting (6.7.90) and (6.7.91a-c) into (6.7.89) and collecting terms of O(1), we

get an equation for φ0(z, w), namely

∂φ0

∂w
=
θ2

1z
2

2

∂2φ0

∂z2
+ θ2z

∂φ0

∂z
(6.7.92a)

where θ1 =
√
σ2

1 + σ2
2 − 2ρσ1σ2 (6.7.92b)

θ2 = σ1(σ1 − ρσ2) (6.7.92c)

which needs to be solved subject to the initial condition φ0(z, 0) = max(z −K, 0),

and boundary conditions

φ0(z, w) ∼ z as z → +∞ and φ0(z, w)→ 0 as z → 0 .

Hence, φ0(z, w) is the exact solution we found for φ(z, w) when γ = 1, namely

(6.7.87a) i.e.

φ0(z, w) = zeθ2w N(d1)−K N(d2) (6.7.93a)

d1 =
ln( z

K
) + (θ2 +

θ2
1

2
)w

θ1

√
w

, (6.7.93b)

d2 = d1 − θ1

√
w . (6.7.93c)

Collecting terms of O(ε) in (6.7.89), we get an equation for φ1(z, w)

∂φ1

∂w
=
θ2

1z
2

2

∂2φ1

∂z2
+ θ2z

∂φ1

∂z
+ f1(z, w) (6.7.94a)
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where

f1(z, w) = θ3z
2 ln(z)

∂2φ0(z, w)

∂z2
+ θ4zw

∂2φ0(z, w)

∂z∂w

+ θ5
∂φ0(z, w)

∂z
+ σ2

1

∂φ0(z, w)

∂w
, (6.7.94b)

θ3 = σ2(ρσ1 − σ2) , (6.7.94c)

θ4 = 2θ2 , (6.7.94d)

θ5 = ρσ1σ2 . (6.7.94e)

Equation (6.7.94a) needs to be solved subject to the initial condition φ1(z, 0) = 0,

and the boundary conditions φ1(z, w) → 0 as z → ∞ and z → 0. Now we let

φ1(z, τ) = zne−
θ21n

2w

2 u1(h,w), where h = ln(z) and n =
θ2
1−2θ2
2θ2

1
. Substituting this

form into (6.7.94a) yields an equation in u1(h,w)

∂u1

∂w
=
θ2

1

2

∂2u1

∂h2
+ f(h,w) (6.7.95a)

where

f(h,w) = e−nh+
θ21n

2w

2

[
θ3h(

∂2φ0(h,w)

∂h2
− ∂φ0(h,w)

∂h
)

+ θ4w
∂2φ0(h,w)

∂h∂w
+ θ5he

−h∂φ0(h,w)

∂h
+ σ2

1

∂φ0(h,w)

∂w

]
, (6.7.95b)

to be solved subject to the initial condition u1(h, 0) = 0, and the boundary condi-

tions u1(h,w)→ 0 as h→ ±∞. The solution of (6.7.95a) (see e.g. Polyanin (2002))

is given by

u1(h,w) =

∫ w

0

∫ ∞
−∞

f(ξ, ϑ) e
− (h−ξ)2

2θ21(w−ϑ)

θ1

√
2π(w − ϑ)

dξdϑ (6.7.96)



6.7. Quotient Options 195

and so φ1(z, w) is given by

φ1(z, w) = zne−
θ21n

2w

2 u1(ln(z), w) . (6.7.97)

Hence, we get an approximate price for a quotient call option contract to O(ε2) as

φ(z, w) = φ0(z, w) + εφ1(z, w) where φ0(z, w) and φ1(z, w) are given in (6.7.93a)

and (6.7.97) respectively and then using our change of variables C(F1, F2, τ) =

e−rτφ(z, w) where τ = T − t, w = (T − t)F 2γ−2
1 and z = F2

F1
to get (6.7.83b). 2

Figure 6.3 displays a comparison of quotient call option prices using the approximate

solution (6.7.83b) with the numerical solution11 of (6.7.82a) for two values of γ

namely 0.50 and 0.75, and various exercise prices. From this figure with the given

parameter values, it can be seen that the approximate solution (6.7.83b) provides

an excellent approximation to the numerical solution of (6.7.82a).

11The central implicit finite-difference method, with ∆z = ∆τ = 10−4, is used to obtain nu-
merical solutions of (6.7.89). Then we use our change of variable (i.e. C(F1, F2, τ) = e−rτφ(z, w),
where z = F2

F1
, w = τF 2γ−2

1 and τ = T − t) to obtain quotient call option prices.
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Figure 6.3: Comparison of call option prices prices (C) using the approximate so-
lution (6.7.83b) with the numerical solution of (6.7.82a) for various exercise prices
(K) ((a) γ = 0.5, (b) γ = 0.75, r = 0.02, F1 = 100, F2 = 110, T − t = 0.5, σ1 = 0.5,
σ2 = 0.65 and ρ = 0.85).

.
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6.8 Conclusion

In this chapter we proposed univariate and explicit CEV models for futures spread

prices, and then derived analytic approximation formulae for European crack spread

call option prices with small times to expiry. A sample of market data was used

to estimate the power in the diffusion term of our proposed models, and numerical

examples showed that our analytic approximation formulae provided an excellent

approximation to the exact solution. The analytic approximation formulae were

calibrated to market data and compared with calibrations of option prices for other

well-known formulae. Our calibration results showed that the analytic approxi-

mation solution under the simple univariate CEV model outperforms all the other

formulae in its ability for fitting market data. Furthermore, both univariate and

explicit CEV models for futures quotient prices were proposed and then analytic

and analytic approximation formulae for European quotient call option prices were

derived.



Chapter 7

Summary

In this thesis we studied the dynamics of oil prices and priced a variety of financial

derivatives on oil. In particular, various one- and two-factor models were proposed

for oil price movements and then used to derive a set of analytic and analytic approx-

imation formulae for pricing futures and option contracts on oil. Where possible,

the performance of these formulae were empirically examined.

In Chapter 2, we reviewed the most popular one-factor models found in the litera-

ture for modelling commodity dynamics and proposed two new models ((2.1.55) and

(2.1.57)). Then, the estimation technique GMM (Generalized Method of Moments)

was used to compare the performance of various one-factor stochastic models in

their ability to capture the behaviour of Brent crude oil prices. The results of the

GMM analysis showed that our new proposed models are not only acceptable in

describing the behaviour of Brent crude oil prices but perform better than current

popular models.

Using our empirical results for oil price models we then focussed on pricing futures

contracts on oil. In particular, using our proposed models (which are acceptable

in describing the behavior of Brent crude oil prices) we derived simple analytic so-

lutions for futures prices. These new analytic solutions were calibrated to market

data and compared with calibrations of futures prices for two of the most well-known

198
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formulae (Gabillon(1990) and Schwartz (1997)). Our calibration results show that

the derived formula (3.2.25) outperforms all the other models in its ability for fitting

market data and forecasting futures prices over the next five days. Our approach to

pricing futures contracts was then extended by considering two-factor models. Par-

ticularly, net demand, interest rate and convenience yield were in turn considered as

additional factors to oil prices. For each model, an analytic formula for futures con-

tract prices was derived. Moreover, an analytic formula for futures contract prices

was derived under a regime-switching model, whereby the price of oil was assumed

to follow a one-factor stochastic model in each regime.

Following on from the study of pricing futures contracts, we studied the pricing of

another important financial derivative, namely a European option contract on oil fu-

tures. By considering our proposed one-factor models for oil prices, i.e. (2.1.55) and

(2.1.57), we derived analytic solutions for European option prices in integral form.

As the solution was in integral form, we then derived simple analytic approximations

to the solution of European call option prices valid for short times to expiry. These

approximations only involve known functions. All derived solutions were calibrated

to market data and compared with calibrations of option prices under the Schwartz

(1997) model. Our calibration results show that the analytic approximation solu-

tion under our proposed model with the mean-reverting property, namely (5.3.61),

outperforms the other models in its ability for fitting market data.

In Chapter 6, we focussed on pricing correlation option contracts. In particular, uni-

variate and explicit CEV (constant elasticity of variance) models were assumed and

new analytic approximation formulae were derived for pricing European crack spread

and quotient call options. Our proposed formulae for European crack spread options

were calibrated to market data and compared with calibrations of option prices for

other well-known formulae (Bachelier (1900), Black-Scholes (1973), Schwartz (1997),

Kirk (1995) and Carmona and Durrleman (2003)). Our calibration results showed

that our purposed formulae, namely (6.2.8) and (6.3.34), outperformed all the other
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well-known formulae.

In summary, the main empirical results (using the given data) of this thesis, which

we hope will be a useful guide to traders and researchers, are reiterated in the

following points:

• The results of the GMM analysis show that our new proposed models, which

have a three-quarters exponent in the diffusion term, are acceptable in their

ability to describe the movement of Brent crude oil prices and perform better

than many well-known models.

• The analytic formula for futures prices, namely (3.2.25) under model (2.1.57),

outperforms two of the most well-known models (Gabillon(1990) and Schwartz

(1997)) in its ability for fitting market data and forecasting futures prices over

the next five days.

• The analytic approximation formula for European call option prices, namely

(5.3.61), outperforms one of the most well-known models (Schwartz (1997)) in

describing market data.

• The univariate (explicit) analytic approximation formula for European crack

spread call option prices, namely (6.2.8) and (6.3.34), outperforms other pop-

ular univariate (explicit) formulae (Bachelier (1900), Black-Scholes (1973),

Schwartz (1997), Kirk (1995) and Carmona and Durrleman (2003)) in cap-

turing market prices.

These results point to several interesting areas for future research. For instance,

it would be interesting to measure the performance of our formulae in describing

market prices of financial derivatives under other underlying assets or financial in-

struments (i.e. rather than oil). For example, univariate and explicit constant

elasticity of variance models ((6.2.3) and (6.3.32)) with their analytic approxima-

tion formulae ((6.2.8) and (6.3.34)) could perhaps be applied to price exotic option

contracts on grains.



Appendix A

GMM Code

| 1 OPTIONS MEMORY=6;

| 2 READ(FILE=‘file name’) P ;

| 3 GENR LNP=LOG(P);

| 4 dt=1/252;

| 5 GENR P2=S^2;

| 6 GENR P3=S^3;

| 7 GENR P12=P^(0.5);

| 8 GENR PLNP=P*LOG(P);

| 9 LIST LAGXS C,P,PLNP,P2,P12;

| 10 LIST UEQS U1EQ U2EQ;

| 11 FRML U1EQ P(1)-P-(C1+C2*P+C3*PLNP+C4*S2+C5*P12)*dt;

| 12 FRML U2EQ (P(1)-P-(C1+C2*P+C3*PLNP+C4*P2+C5*P12)*dt)^2

| 12 -sigma^2*P^(2*gamma)*dt;

| 13 PARAM C1 C2 C3 C4 C5 sigma gamma;

| 14 READ(NROW=5,NCOL=2) SPEC;

| 14 1 1

| 14 1 1

| 14 1 0

| 14 1 0

| 14 1 0

| 14 ;

| 15 GMM(HET,INST=LAGXS,MASK=SPEC)UEQS;

| 16 MAT CM1=@COVOC;

| 17 PARAM C2;

| 18 CONST C1 0 C3 0 C4 0 C5 0 gamma 1;

| 19 GMM(HET,INST=LAGXS,MASK=SPEC,COVOC=CM1)UEQS; ? for model 1

| 20 MAT CM1=@COVOC;

| 21 PARAM C1 C2;

| 22 CONST C3 0 C4 0 C5 0 gamma 0;

| 23 GMM(HET,INST=LAGXS,MASK=SPEC,COVOC=CM1)UEQS; ? for model 2
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| 24 MAT CM1=@COVOC;

| 25 PARAM C1 C2 ;

| 26 CONST C3 0 C4 0 C5 0 gamma 1;

| 27 GMM(HET,INST=LAGXS,MASK=SPEC,COVOC=CM1)UEQS; ? for model 3

| 28 MAT CM1=@COVOC;

| 29 PARAM C2 C3;

| 30 CONST C1 0 C4 0 C5 0 gamma 1;

| 31 GMM(HET,INST=LAGXS,MASK=SPEC,COVOC=CM1)UEQS; ? for model 4

| 32 MAT CM1=@COVOC;

| 33 PARAM C2 C4 ;

| 34 CONST C1 0 C3 0 C5 0 gamma 0;

| 35 GMM(HET,INST=LAGXS,MASK=SPEC,COVOC=CM1)UEQS; ? for model 5

| 36 MAT CM1=@COVOC;

| 37 PARAM C2 C4 ;

| 38 CONST C1 0 C3 0 C5 0 gamma 1;

| 39 GMM(HET,INST=LAGXS,MASK=SPEC,COVOC=CM1)UEQS; ? for model 6

| 40 MAT CM1=@COVOC;

| 41 PARAM C2 C4 ;

| 42 CONST C1 0 C3 0 C5 0 gamma 1.5;

| 43 GMM(HET,INST=LAGXS,MASK=SPEC,COVOC=CM1)UEQS; ? for model 7

| 44 MAT CM1=@COVOC;

| 45 PARAM C2;

| 46 CONST C1 0 C3 0 C4 0 C5 0 gamma 0.75;

| 47 GMM(HET,INST=LAGXS,MASK=SPEC,COVOC=CM1)UEQS; ? for model 8

| 48 MAT CM1=@COVOC;

| 49 PARAM C5;

| 50 CONST C1 0 C2 C3 0 C4 0 gamma 0.75;

| 51 GMM(HET,INST=LAGXS,MASK=SPEC,COVOC=CM1)UEQS; ? for model 9

| 52 MAT CM1=@COVOC;

| 53 PARAM C2 C5;

| 54 CONST C1 0 C3 0 C4 0 gamma 0.75;

| 55 GMM(HET,INST=LAGXS,MASK=SPEC,COVOC=CM1)UEQS; ? for model 10

EXECUTION



Appendix B

DIMSYM Codes

B.1 For equation (4.3.20).

freeunknown(sigma2,a,g,delta);

loaddeq(u(1,1,1)=1/(sigma2^2*x(1)^3)*(-a*x(1)*(g-x(1))*u(1,1)

+u(1,2)-(x(1)-delta)*u(1)));

mkdets(point);

showdets();

solvedets(std);

showdets();

mkgens();

B.2 For equation (6.7.84).

freeunknown(sigma1,sigma2,gamma,rho);

loaddeq(u(1,1,1)=1/(sigma1^2*x(1)^(2*gamma))*(r*u(1)+u(1,3)

-rho*sigma1*sigma2*x(1)*x(2)*u(1,1,2)-sigma2^2/2*x(2)^(2*gamma)*u(1,2,2)));

mkdets(point);

showdets();

solvedets(std);

showdets();

mkgens();
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