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Abstract -- This paper presents a regression based moving 

window model for solving the short-term electricity forecasting 
problem. Moving window approach is employed to trace the 
demand pattern based on the past history of load and weather 
data. Regression equation is then formed and least square 
method is used to determine the parameters of the model. In this 
paper, a new concept associated with cooling and heating degree 
is used to establish the relationship between electricity demand 
and temperature, which is one of the key climatic variables. In 
addition, Pearson’s correlation has been employed to investigate 
the interdependency of electricity demand between different 
time periods. These analyses together with the data in the 
holiday period provide the supportive information for the 
appropriate selection of the window size. A case study has been 
reported in this paper by acquiring the relevant data for the 
state of New South Wales, Australia. The results are then 
compared with a neural network based model. The comparison 
shows that the proposed moving window approach with the 
different window sizes outperforms conventional neural 
network technique in small time scales i.e., from 30 minuntes to 
1 day ahead. 
 

Index Terms-- Climatic variables, Electricity demand 
forecasting, Moving window, Neural network 

I.   INTRODUCTION 

Short-term electricity demand forecasting is crucial for 
power generation, operation and planning. The improvement 
in short-term demand forecasting accuracy leads to the 
reduction of operating costs [1], [2] and decrement in risk to 
the power system operations [3]. Furthermore, a short-term 
forecasting model is a critical decision support mean for 
operating electrical power system securely and efficiently. It 
also helps in coordinating the generation and area 
interchange to meet the load demand. 

The short-term forecasting often deals with the time scale 
from few minutes up to few weeks ahead [4]. For this time 
scale, the load demand at a given hour is predominantly 
dependent on not only the load at previous hour, but also the 
load at the same hour on the previous day, and load at the 
same hour on the day with the same rank in the previous 
week [5]. In addition, the impacts of the exogenous variables, 
especially weather-related variables [6], and holidays events 
can cause enormous changes in load consumption. 
Consequently, accurate forecasting of load demand is more 
difficult due to the random variation of load and exogenous 
variables. As a result, consideration of all the impacts of 

these uncertainties on load forecasting, in short-term period, 
is necessary to develop the efficient model. 

A considerable amount of literature on forecasting models 
and strategies has been reviewed in [7], and most of these 
methods can be applied to forecast the load in short-term 
period [4]. Regression-based method is employed in short-
term forecasting as it can represent the linear relationship 
between demand and temperature, one of the most important 
weather variables [8], [9]. This approach is based on the 
weather sensitive variables but it does not include the 
important information from the historical load data. On the 
other hand, the ARMA model [10] is widely used in short-
term forecasting since it can utilize the strong correlation 
between the load at a given time and load in previous times 
but it is non-weather sensitive model. While these methods 
exploit the linear relationship of load demand and other 
variables, neural network [11], [12] is employed in load 
forecasting because it has the ability to capture the non-linear 
relationship between demand and other variables. In regards 
to the development of neural network models, they can serve 
as forecasting benchmarks for short-term load forecasting 
[13], [14]. However, the neural network models are based on 
black box approach with minimal flexibility of use for 
network operators. 

In this paper, a regression based moving window model is 
developed for solving the short-term forecasting problem. 
Moving window is used to correlate the demand at a given 
time to the demand at previous times and associated 
exogenous variables. The appropriate window sizes are 
selected based on demand pattern analysis and Pearson 
correlation analysis in conjunction with the holiday 
information. The balance point temperature is estimated 
based on the scatter plot between temperature and electricity 
demand data for every 30 minutes. The cooling and heating 
degree concepts are then used to linearize the relationship 
between temperature and demand. The Pearson correlation 
analysis has been employed to reveal the importance of 
climatic variables and historical demand data. The built 
window is then represented in the form of regression model 
which includes the significant variables. The forecasting 
results are then compared with the results obtained from 
neural network model to gauge the effectiveness of the 
proposed model.  

The paper is organized as follows: Section II highlights 



 

the sensitivity of electricity demand to climatic variables. In 
section III, the electricity demand patterns and correlation are 
discussed. Section IV gives the description of the selected 
forecasting model. Section V provides the results and 
discussion, and Section VI details the concluding remarks. 

II.   WEATHER VARIABLES 

The weather variables may have significant impacts on 
electricity demand, and temperature is one of the key 
variables since it controls atmospheric condition and affects 
other weather variables on the earth [15]. 

A.   Balance point Temperature 

Balance point temperature is a threshold temperature, at 
which the electricity demand is minimum. When the 
temperature increases or decreases from the balance point, 
the demand grows up due to cooling and heating 
requirements respectively.  Ideally, a “V-shaped” trend curve 
[16] can be used to represent the balance point temperature. 
This balance point temperature is commonly considered to be 
around 18.30C for the moderate environment, and at round 
21.00C for warmer environment [17]. In practical, the value 
of balance point temperature however, often varies in 
different regions due to geographical configuration. This 
value is also expected to be changed during a day due to the 
diversity in the dependence of electricity demand on 
temperature during each day. Therefore, consideration of 
these factors is necessary in estimating the balance point 
temperature. In the proposed study, balance point 
temperature has been estimated based on electricity demand 
and temperature data for typical time periods in one day. 

B.   Cooling and Heating Degree 

According to the law of thermodynamics, if a substance 
weighing m and having specific heat capacity of C requires 
change in temperature from t1 to t2, then the requisite energy 
E can be expressed as in (1) 
 )(** 12 ttCmE   (1)  

With the same substance, m and C are constant, so the 
energy needed to change the temperature is proportional to 
the change of temperature. This implies that there is a strong 
relationship between the cooling and heating requirement 
with the change of temperature, and it leads to the use of 
cooling degree (CD) and heating degree (HD). Instead of 
using the specific unit of days [18] or hours [19], CD and HD 
can be used with respect to different units of time. In this 
paper, they are used to represent the relationship between 
demand and temperature every 30 minutes. 

CD represents the requirement of cooling due to 
temperature being higher than the balance point temperature, 
and it is calculated as in (2). 
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Where, Tdi is the average temperature at time i of day d, Tbi is 
the balance point temperature at time i. 

Similarly, HD represents the heating energy requirement 
because of the temperature being lower than the balance 
point temperature, and it is calculated as in (3). 
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III.   ELECTRICITY DEMAND PATTERN 

Analysis the electricity demand pattern is critically 
important since it can reveal the seasonality of the demand, 
and provide more precious information for building the 
forecasting model. Specifically, including more seasonality 
into the forecasting model can significantly improve the 
accuracy of the forecasting results [13]. 

A.   Load Characteristics of Typical Days 

The load characteristic is normally different between 
working days and non-working days [20]. For the state of 
New South Wales, Australia, the differences in electricity 
demand patterns are shown in Fig. 1. It can be seen from this 
figure that there are two clear patterns of load demand which 
are working days (from Monday to Friday) and non-working 
days (Saturday, Sunday, and holiday). The demand 
requirement in the working days is greater than that in the 
non-working days. In the working days, the demand pattern 
is very strong, which can lead to nearly repetition of demand 
curve in the following day. In the non-working days, the 
demand on Sunday is generally lower than that on Saturday, 
but higher than that of a public holiday. Furthermore, the 
variation of load in one day is strongly affected by seasons 
such as Summer, Autumn, Winter and Spring. 

 
a. Summer 

 
b. Autumn 

 
c. Winter 

 
d. Spring 

Fig. 1.  The pattern of electricity demand in typical days in different seasons. 

For more details in the winter season in Fig. 1.c, the 
demand gets peak at around 9:00am in the morning and 
around 18:00pm in the afternoon, and the latter peak is 
higher than the former one. This is because of the habits 
using electric heater to warm up the office in the morning, 
and in the afternoon, not only warm up the house after 
arriving home, people often cook diner, and relax. Between 
the two peaks, the electricity consumption decrease due to 



 

more heat from the sunshine to the Earth surface, so less 
heating is required. 

The variation of demand is considered in more detail for 
different days in one week in Fig. 2. This figure presents the 
average value, and the variation of demand for seven days in 
a week during four different seasons. It can be seen that the 
average demand in summer and winter is roughly higher than 
that in autumn and spring during a day. This difference is due 
to more heating required in winter, and more cooling needed 
in summer than the other seasons. It is also clear that the 
average demand is highest for winter due to extreme weather 
condition in this season in NSW, Australia. The demand 
variation in summer is only lower than that in winter in 
weekend, while during week days, it is quite similar for the 
both seasons. For the other seasons, autumn and spring, both 
the average value and variation are much lower than that in 
winter season, and they are similar to each other in each 
typical day. 

 
Fig. 2.  Average demand for different days in a week. 

B.   Correlation of Electricity Demand in Different Hours 

In order to estimate the interdependency among different 
variables, the Pearson correlation technique is commonly 
used.  Using this technique, a correlation coefficient, which is 
between -1.0 and +1.0, is generated to estimate the degree of 
correlation between different variables [21]. While +1.0 
indicates a perfect positive correlation; -1.0 signifies a perfect 
inverse correlation; and 0 means no correlation. Commonly 
used formula of Pearson correlation is given in (4). 
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where rxy is the correlation index between variables x and y, 
and n is the total number of data points. 

The Pearson correlation between the historical data in 
different hours was calculated for January, 1999, and the 
results are given in Fig. 3. It can be seen from Fig. 3.a that 
the correlation of demand in different hours decrease vastly 
when the hour-gap between demand increases. This 
illustrates that the link between the demand at a given time 
and that at previous time is extremely loosen when the hour-
gap increases. Fig. 3.b which represents a zoom of 
correlation in a small time scale, shows that the correlation 
between the demands is very high (above 0.97) in a short-
period of less than 2 hours. On the other words, the demand 
is much dependent on the very-close previous value of 

demand. 

 
a. Large time scale 

 
b. Small time scale 

Fig. 3.  Correlation of electricity demand at different time instants in 
January 1999. 

C.   Correlation of Electricity Demand in Different Days 

Fig. 4 presents the correlation calculated for the typical 
working days to other days in January 1999. Although the 
correlation values are very low between these working days 
and non-working days (around 0.86), the correlation between 
the working days to other working days remains very high 
(above 0.95 in most of the time). This correlation value is 
even higher than that between hours in one day if the hour-
gap is big as shown in Fig. 3.a. This means that the demand 
value at the same hour in other working days is some time 
more significant than that at different hour in the same day 
with big hour-gap in term of correlation.  

 
Fig. 4.  Correlation of electricity demand in different days in January, 1999. 

IV.   SHORT-TERM LOAD FORECASTING 

In this section, the regression based moving window 
model is developed to be size-adjustable to forecast the 
electricity demand in short-term period. Moreover, the basic 
neural network model is then introduced to validate the 
developed model. 

A.   Moving Windows Model 

As discussed in Section III, the demand has strong 
correlation with that in previous hours and previous days in 
prevalent patterns. This property of load can be utilized in 
moving window approach to advance the forecasting results. 



 

The size of the window indicates the link between the 
demands at a given time to the demand in the past. The 
typical window with the size of (3x3) is given in Fig. 5. In 
this example, the window is used to link the current demand 
to the demand at previous 30 minutes and three closest values 
of demands in two previous days. The smallest step of this 
window to move is 30 minutes. 

 
Fig. 5.  Moving window approach. 

From Fig.5, the representative equation for moving 
window approach can be described as in (5). 
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where ),( jiy  is demand value at time instant i of day j, 

7210 ,...,, aaaa are the coefficients, and   is the error term.  

In the other representation form, if we set: 
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Then the equation (5) becomes: 
 10),( Wajiy  (7) 

For generalization, the moving window in Fig. 5 and (5) or 
(7) can be represented for the demand, temperature, or other 
variables. 

In this study, the aim is to forecast the future demand, so 
the temperature and other variables can be used in 
conjunction with demand in a multiple-layers window. Fig. 6 
shows the case of moving window with two layers which are 
demand and temperature. In this multiple-layers window, the 
temperature layer is used to support the demand layer. Other 
layers representing other variables can be attached in similar 
manner if necessary to provide more supportive information 
to electricity demand. Furthermore, not only the past data but 
also the updated forecasts of other variable can be selected 
based on the relationship with demand, and the size of the 
windows can be different in different layers. 

 
Fig. 6.  Multiple layer moving window representation. 

The representative equation for the multiple-layers 

window in Fig. 6 can be extended to n layers, and the 
obtained equation is shown in (8). 

 nWWWajiD ...),( 210  (8) 

Where ),( jiD  is demand value at time instant i of day j, 

0a is the constant coefficient, nWWW ,...,, 21 are the 

representative of the window in different layers from 1 to n, 
and   is the error term.  

Each of the value of windows ),( jiD  in (8) is 

representative for load demand at one specific time in a day. 
If each of them represents each hour of day, then 24 models 
can be used together to forecast 24 hours in one day [22]. In 
this article, with the fixed window size, the ability of the 
model only can be used to forecast one step ahead. It means 
that at one time instance, only the forecasting for next hour is 
available. Moreover, the article uses the temperature layer 
directly but not transform to HD and CD layers. This reduces 
the correlation of the associated variables to the demand, and 
lead to less accuracy results. 

In this paper, the window is designed to be size-
adjustable, and it can extend the ability to forecast demand in 
a range from 30 minutes to 1 day ahead for each time 
instance of day. In addition, the size-adjustable moving 
window help improve the forecasting results significantly due 
to the appropriate tracing demand patterns. Furthermore, CD 
and HD layers are used to improve the utilization of 
dependence of temperature on demand. The process to 
choose the window size and to form the forecasting model is 
given in Fig. 7. 

 
Fig. 7.  Conceptual framework to derive electricity demand using 

multiple moving window approach. 

B.   Neural Network Model 

In this paper, a neural network is introduced as a bench 
marking model to evaluate the accuracy of the above multiple 
moving window approach. The neural network is a feed-
forward neural network which composes of an input layer, 
one or more hidden layers, and an output layer [13]. As 
shown in Fig. 8, the n inputs nxxx ,..., 21  and a bias constant 

are fed to m neurons mNNN ,..., 21  in the hidden layer via a 

weight matrix wjk. The output of the hidden layer is provided 
to the output layer which contains only one neuron oN . The 

output layer produces the output y which provides the 
information to forecast the electricity demand. In each neuron 

mNNN ,..., 21 and oN , there are two processes: (1) the inputs 

are summed by the summation function S, and (2) this 
summation is put through an activation function f to produce 



 

the output.  

 
Fig. 8.  Architecture of a neural network 

C.   Mean Absolute Percentage Error (MAPE) 

MAPE vale is very useful in estimating the accuracy of 
the forecasting model. The formula of MAPE is given as in 
(9). 
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Where tA and tM are actual demand and modeled demand at 

time t respectively, and n  is the number of forecasting 
points.  

V.   RESULTS AND DISCUSSION 

A case study has been reported with the aid of historical 
data collected from the state of NSW, Australia for the years 
1999 to 2000. The electricity demand data including all 
sectors, were collected from Australian energy market 
operator (AEMO) [23]. The climatic parameters at Sydney 
airport station [24] are assumed to be representing the entire 
state of NSW as around 75% of population of NSW are in 
Sydney and the surrounding areas. Matlab and Microsoft-
excel are employed to implement the requisite calculations. 
The data in year 1999 is used to train moving window and 
neural network models. These models are then tested on the 
data in year 2000. The results for two typical extreme seasons 
which are winter and summer, and entire period are 
presented. 

A.   Balance Point Temperature 

The scatter plots were used to characterize the relationship 
between demand and temperature in different certain time 
interval, and the typical results are illustrated in Fig. 9. The 
different slopes in each graph reflect the different 
dependence during a day. From 0:00am to 4:00am, the 
demand seems to increase when the temperature decreases 
below a value of 200C, and it is nearly constant when the 
temperature is above this value. Around 6:00am, the 
dependence of demand on temperature is at minimum, and 
this can be considered as the zone which demand is 
independent from temperature as people often have deep 
sleep at this time. For the other hours of day (from 8:00am to 
22:00pm), there seems to be strong relationship between 
demand and temperature in the V-shape due to differently 
elevated heating and cooling requirement for archiving the 

living comfort. The balance point temperature is calculated 
for each of these hours, and the results are given in the Table 
I. 

The balance point temperature varies from 19.20C to 
23.00C, and the average value of the balance point 
temperature is calculated to be 20.80C. This value can be 
used as balance point temperature for the other hours before 
8:00am wherein almost zero cooling demand required. The 
balance point temperature is then used to transform the 
temperature to CD and HD in every 30 minutes, which are 
employed as inputs for the forecasting models. 

Although the balance point temperature can be considered 
as the mean value (20.80C) for every hour, the dependence of 

 

 

 

 

 

 
 

Fig. 9.  Relationship between electricity demand and temperature 
at some typical time intervals. 



 

demand on temperature is significantly different between 
different hours. It can be seen in Fig. 9 that the dependence is 
stronger in the hour of 18:00pm and 20:00pm due to steeper 
slope of the trend-line. This leads to different moving 
window models should be used to take into account of these 
differences in the dependence. 

TABLE I 
BALANCE POINT TEMPERATURE IN DIFFERENT HOURS 

Hour Equation 
Balance point 
temperature 

[0C] 

8:00am y = 15.448x2 - 598.89x + 13833  19.4 

9:00am y = 18.66x2 - 717.48x + 15233  19.2 

10:00am y = 18.397x2 - 771.76x + 16596  21.0 

11:00am y = 16.118x2 - 674.42x + 15479  20.9 

12:00pm y = 14.581x2 - 606.77x + 14650  20.8 

13:00pm y = 13.387x2 - 544.55x + 13802  20.3 

14:00pm y = 13.882x2 - 557.25x + 13771  20.1 

15:00pm y = 14.331x2 - 563.13x + 13620  19.6 

16:00pm y = 16.976x2 - 672.72x + 14743  19.8 

17:00pm y = 20.955x2 - 877.2x + 17306  20.9 

18:00pm y = 25.527x2 - 1160.2x + 21318  22.7 

19:00pm y = 23.993x2 - 1102.9x + 20685  23.0 

20:00pm y = 25.789x2 - 1104.1x + 19706  21.4 

21:00pm y = 23.017x2 - 996.62x + 18274  21.6 

22:00pm y = 19.482x2 - 786.82x + 15371  20.2 

23:00pm y = 11.705x2 - 500.76x + 12978  21.4 

B.   Moving Window Approach 

In this study, there will be four layers of moving window, 
including demand, CD, HD, and humidity layers. The 
improvement in performance of the model with participant of 
more layers is indicated in Fig. 10. It can be seen from this 
figure that the inclusion of all four layers is necessary to 
improve the accuracy of the results. 

 
Fig. 10.  Performance of model with the participant of different layers. 

More practical works have been carried out with bigger 
size of the window for CD, HD, and humidity layer, but it is 
shown that those inclusions does not help improve the model 
further.  

Keeping the size of the window in these layers for 1x1, 
and increase the size of window in demand layer, it can be 
found that the accuracy of the model was increased 
significantly for four first steps, and then does not increase 
any more with the bigger size of window. The limitation is at 
5 refers back as in Fig. 11. 

From Fig. 11, it is clear that the model has significant 
improvement when the number of past data points increase 
from 1 to 2, and small improvement from 2 to 4. When the 

reference amends from 4 to 5, an appreciably significant 
improvement of MAPE is noted. However, when the number 
is more than 5, there is not much improvement in MAPE. 
Accordingly, 5 data points, as in Table II, are used as optimal 
number for predicting demand using the proposed moving 
window approach.  

 
TABLE II 

CHOOSING THE WINDOW SIZE FOR SHORT-TERM FORECASTING 
 Steps refer back 

Demand window (i-h,j); (i-1,j-1); (i,j-1); (i,j-1); (i-1,j-2) 
CD window (i,j) 
HD window (i,j) 

Humidity window (i,j) 

 
Due to the different load pattern in different type of days 

as in Fig. 1 and 2, the window size is adjusted for capturing 
the demand in such types of days. For the week days from 
Tuesdays to Fridays, the window size can be selected as 
typical size in Table II. For the case of Mondays, if it is not 
the holiday, then the previous day (Sunday) is different type 
of day. If the moving window with the size as in Table II is 
applied for this situation, it will cause big error due to the 
different type of day having low correlation as shown in Fig. 
4. In this case, the other working days in previous week 
(Friday for example) should be referred to. The same 
situation happens with Saturday and holidays. Those days 
should refer to the closet day in the same type of day to 
ensure the high correlation. For the holiday in this study, it is 
considered as same type with weekends. Therefore, there are 
two main types of days which are non-working days 
(including weekends and holidays), and working days (other 
days). 

In addition to covering the type of days, the size of 
window can be adjusted to cover the different dependence of 
demand on the temperature as shown in Fig. 9 because in 
some time intervals, the demand seems to be independent 
from the temperature, so the window of CD and/or HD is not 
necessary.  

C.   Neural Network Structure 

In order to compare with the moving window approach, 
the inputs of the network were chosen to be the same as the 
input of the moving window approach. The inputs for neural 
network using in this paper are CD, HD, humidity, hour of 
day, day of week, holidays, demand in the same time interval 

 
Fig. 11.  Performance of model with different size of window in demand 

layer. 



 

in previous week, the demand at the same hour in previous 
day. 

The activation functions are chosen to be nonlinear 
sigmoid and linear function for the neurons in hidden layer 
and in output layer, respectively. The performance metric of 
the network is set to be mean absolute error (MAE). The 
back propagation algorithm was used to train the network 
which applies the Levenburg-Marquardt method as the 
optimization manner. The number of neurons in the hidden 
layer is chosen based on the performance of the network 
versus the number of the neurons as shown in Fig.12. This 
figure illustrates that with the increase of the number of 
neurons in hidden layer, the performance of the network is 
improved. Practical work leads to the optimum of the hidden 
network to be selected as 20. 

  
Fig. 12.  Performance of neural network (MAPE) with different input in 

different time scales 

D.   Half an Hour Ahead Forecasting 

Fig. 13 and 14 show the comparison of the modeled load 
using moving window and neural network methods 
respectively to actual demand in a typical summer week and 
typical winter week. It can be seen from these figures that the 
response of the moving window is very close to the actual 
demand. Even on middle day of Tuesday in Fig. 13, the 
neural network model overestimates the demand, but the 
result from moving window model still keep track with the 
actual demand. 

  

Fig. 13.  Forecasting results of half an hour ahead for typical week in 
summer season.  

  

Fig. 14.  Forecasting results of half an hour ahead for typical week in 
winter season. 

 

The MAPE values are calculated for these typical periods 
of time and for whole period of year 2000 given in the Table 
III confirms the out-performance of moving window 
approach to the neural network model. This table shows that 
the accuracy of the moving window method is higher than 
that of neural network with smaller error values in each 
typical period. 

The MAPE value of moving window approach is 
extremely small in comparison to that of neural network 
method, confirming the goodness, and robustness of this 
method in short-term demand forecasting one step of 30 
minutes ahead. It also can be seen that for the both methods, 
the result in winter is better than that in summer season. This 
is due to the higher correlation of demand and temperature in 
winter than that in summer in NSW, Australia. 

TABLE III 
COMPARISON OF MAPE VALUES BETWEEN MOVING WINDOW AND NEURAL 

NETWORK METHODS FOR HALF AN HOUR AHEAD FORECASTING 
 Neural network Moving window 

Typical Winter week 0.86 0.53 
Typical Summer week 1.50 0.79 

Whole year 2000 1.04 0.59 

E.   Twenty-four Hours Ahead Forecasting 

With the ability to adjust the size of the window, the 
moving window can give the forecasts for more than one step 
ahead. In this paper, the forecasting is done in a typical range 
from 30 minutes to 24 hours ahead. The comparison of 
moving window and neural network results can be viewed as 
in Fig.15. 

   
Fig. 15.  Comparison of the performance of moving window and neural 

network results in a range of 30 minutes to 24 hours ahead  

It can be seen from Fig. 15 that in the time scale from 30 
minute to about 24 hours ahead, the moving window 
approach outperform the neural network. For a detail 
reference of forecasting value of 24 hours ahead, the results 
are presented in Fig. 16 and 17 for typical week of summer 
and winter, respectively. The MAPE values are given in the 
Table IV. 

 



 

Fig. 16.  Forecasting results of one day ahead for typical week in summer 
season. 

  
Fig. 17.  Forecasting results of one day ahead for typical week in winter 

season. 

 
TABLE IV 

COMPARISON OF MAPE VALUES BETWEEN MOVING WINDOW AND NEURAL 

NETWORK METHODS FOR ONE DAYS AHEAD FORECASTING 
 Neural network Moving window 

Typical Winter week 1.91 1.88 
Typical Summer week 3.50 4.26 

Whole year 2000 2.31 2.30 

The overall MAPE value for the proposed moving 
window model is small, especially for the small time scale 
i.e., 30 minutes ahead. This confirms the goodness of the 
model for short-term forecasting. For the longer time scale, 
the MAPE values obtained using proposed moving window 
model can increase faster and reach to more than 2% for one 
day ahead forecasting. At one day ahead forecasting, the 
result from the proposed method and the neural network 
method is quite similar as indicated in table IV. 

VI.   CONCLUSION 

This paper presents the regression based moving window 
approach to forecast the electricity demand in short-term 
period. The number of layers and the size of the window are 
selected based on the historical information and the 
correlation between demand and other related variables such 
as temperature. Also, the balance point temperature is 
calculated based on the equation representing the relationship 
between demand and temperature for a time interval of 30 
minutes. The cooling and heating degree are introduced to 
linearize the relationship between demand and temperature. 
A case study for the state of NSW, Australia has been 
reported in the paper and the results show that the moving 
window is a promising approach in forecasting electricity 
demand for short-term period. The comparative studies 
conducted using the proposed model and the neural network 
model show the effectiveness of the proposed model in small 
time scale. 
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