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EQUILIBRIUM STATES ON THE CUNTZ-PIMSNER ALGEBRAS
OF SELF-SIMILAR ACTIONS

MARCELO LACA, IAIN RAEBURN, JACQUI RAMAGGE, AND MICHAEL F. WHITTAKER

ABSTRACT. We consider a family of Cuntz-Pimsner algebras associated to self-similar
group actions, and their Toeplitz analogues. Both families carry natural dynamics im-
plemented by automorphic actions of the real line, and we investigate the equilibrium
states (the KMS states) for these dynamical systems.

We find that for all inverse temperatures above a critical value, the KMS states on
the Toeplitz algebra are given, in a very concrete way, by traces on the full group al-
gebra of the group. At the critical inverse temperature, the KMS states factor through
states of the Cuntz-Pimsner algebra; if the self-similar group is contracting, then the
Cuntz-Pimsner algebra has only one KMS state. We apply these results to a number
of examples, including the self-similar group actions associated to integer dilation ma-
trices, and the canonical self-similar actions of the basilica group and the Grigorchuk
group.

1. INTRODUCTION

We study operator-algebraic dynamical systems consisting of an action σ of the real
line R on a C∗-algebra B. Such systems have been used to model time evolution in
physics, and there the states are positive functionals on B. In models from statistical
mechanics, the equilibrium states are time-invariant states which satisfy a commuta-
tion relation called the KMSβ condition, where β is a real parameter called the inverse
temperature [3]. However, the KMS condition is purely C∗-algebraic, and there is a
great deal of evidence that the KMS states can be very interesting even when the sys-
tem (B, σ) is not physical. A famous example is the number-theoretic system studied
by Bost and Connes [2], which exhibits a phase transition like that of a freezing liquid.
Their work generated enormous interest in the computation of KMS states for systems
of purely mathematical origin (see, for example, [11, 13, 16, 15, 5]).

In [17], we analysed the KMS states on a family of Exel crossed products associated to
self-coverings of the torus Td. For an integer matrix A, the covering map e2πix 7→ e2πiAx

induces an endomorphism αA of C(Td) for which there is a natural transfer opera-
tor L; the Exel crossed product is then, almost by definition [6, 4], the Cuntz-Pimsner
algebra of a Hilbert bimodule ML over C(Td) defined using αA and L. Both the Cuntz-
Pimsner algebra O(ML) and the Toeplitz algebra T (ML) carry natural actions σ of R.
We showed in [17] that the system (T (ML), σ) has no KMS states for β less than a crit-
ical value βc := log |detA|, and a large simplex of KMSβ states for β greater than βc;
when A is a dilation matrix, there is only one KMS state with inverse temperature βc,
and this state factors through a state of (O(ML), σ).

Our analysis in [17] exploited the existence of an orthonormal basis for the right
Hilbert module ML [22, 18], which gives a Cuntz family of isometries {si} in O(ML).
The canonical embedding of C(Td) gives a unitary representation u of Zd in O(ML),
and Proposition 3.3 of [17] describes a presentation of O(ML) in terms of the un and si.
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Our present project started when we noticed that Nekrashevych had defined “Cuntz-
Pimsner algebras” for self-similar groups by specifying a similar presentation [19, 21].
In this paper we extend the analysis in [17] to cover quite general self-similar groups,
with uniqueness at the critical inverse temperature for a class of self-similar actions
that includes the contracting ones.

A self-similar group consists of a group G, a finite set X, and an action of G on the
set X∗ of finite words in the alphabet X for which there is a map (g, x) 7→ g|x satisfying
g · (xw) = (g · x)(g|x · w) for w ∈ X∗ (see §2). Each integer matrix A gives a self-
similar group (Zd, Σ) in which Σ is a set of coset representatives for Zd/AtZd (see §2.2),
but there are many more: indeed, self-similar groups have been a fertile source of
interesting examples for infinite group theory (see [20], for example).

For each self-similar group (G,X), we construct a Hilbert bimoduleM over the group
C∗-algebra C∗(G) such that the right module has an orthonormal basis {ex : x ∈ X} and
the left action of C∗(G) = span{δg} satisfies δg · ex = eg·x · δg|x . This bimodule has a
Toeplitz algebra T (M) and a Cuntz-Pimsner algebra O(M), and both carry canonical
actions σ of R. The Cuntz-Pimsner algebra is the same as that of Nekrashevych [21],
but the Toeplitz algebra appears to be new. As previous studies in this general area
have consistently showed [8, 14, 16, 17, 12], the Toeplitz system (T (M), σ) has a much
richer supply of KMS states.

As in [17], there is a critical inverse temperature βc := log |X| such that (T (M), σ) has
no KMS states for β less than βc. For β larger than βc, we show that the KMSβ states
(T (M), σ) are parametrised by the normalised traces on C∗(G), and we give a formula
for the values of these states on a set of elements which span a dense subalgebra of
T (M) (Theorems 6.1 and 5.1). When the restrictions g|v of each fixed g form a finite set
(see §2 for details), there is a unique KMSβc state on (T (M), σ), and it is the only KMS
state of (T (M), σ) which factors through a state of (O(M), σ) (Theorem 7.3). We do not
have an explicit formula for the values of this last state, but we describe a combina-
torial procedure for computing its value on a particular generator, and illustrate this
procedure in some examples (see §8.2).

Since we suspect that many operator algebraists are not familar with self-similar
group actions, we begin in §2 with a review of their basic properties. We then discuss
some key examples, including odometers, actions of Zd associated to integer matrices,
and two nonabelian groups called the basilica group and the Grigorchuk group. We
then construct our Hilbert bimodule M over C∗(G), and describe presentations of the
Toeplitz algebra T (M) (Proposition 3.2) and the Cuntz-Pimsner algebra O(M) (Corol-
lary 3.5).

Our computation of KMS states for β > βc follows the general program devel-
oped in [16], [17] and [12]. We first find an easily verified relation which allows us
to recognise KMS states (Proposition 4.1). We then prove existence of KMS states us-
ing representation-theoretic methods (Theorem 5.1). As in [17], our construction uses
induced representations, but in the setting of self-similar groups, we can use the bi-
module M and ideas from [14] involving Rieffel induction to get a more systematic
approach. We prove surjectivity of our parametrisation in §6, by showing that KMS
states are characterised by their conditioning to a small corner in T (M). In §7, we dis-
cuss KMS states on the Cuntz-Pimsner algebra, and then we close with a section on
examples.

2. SELF-SIMILAR ACTIONS

If X is a set, we write Xn for the set of words of length n in X, with X0 = {∅}, and
X∗ :=

⋃

∞

n=0 X
n. A self-similar action (G,X) consists of a finite set X and a faithful action
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of a group G on X∗ such that, for all g ∈ G and x ∈ X, there exist unique y ∈ X and
h ∈ G such that

g · (xw) = y(h ·w) for all w ∈ X∗. (2.1)

We also assume that g ·∅ = ∅, and then taking w = ∅ shows that y = g · x. We call h
the restriction of g to x and denote it by g|x. Thus (2.1) becomes

g · (xw) = (g · x)(g|x ·w) for allw ∈ X∗.

Then for g ∈ G andw = w1w2 · · ·wn in Xn, we have

g ·w = (g ·w1)(g|w1
· (w2 · · ·wn)) = · · · = (g ·w1)(g|w1

·w2) · · · (g|w1
|w2···|wn−1

·wn),

and in particular g ·w ∈ Xn.

Lemma 2.1 ([20, §1.3]). Suppose (G,X) is a self-similar action.

(1) For each (g, v) ∈ G× Xn, there exists g|v ∈ G satisfying

g · (vw) = (g · v)(g|v ·w) for all w ∈ X∗. (2.2)

(2) For g, h ∈ G and v,w ∈ X∗, we have

g|vw = (g|v)|w, gh|v = g|h·vh|v, and g|−1v = g−1|g·v.

(3) For every g ∈ G, the map g : Xn → Xn is bijective.

Suppose that (G,X) is a self-similar action. We can view X∗ as the vertices of a rooted
tree TX with root ∅ and edges from w → wx, and then (2.2) implies that G acts on
TX by graph automorphisms. Indeed, since the action is faithful, the action gives an
embedding of G in the automorphism group Aut TX. Many of the important examples
are constructed by specifying X and the subgroup of Aut TX.

A self-similar action (G,X) is finite-state if for every g ∈ G \ {e}, the set {g|v : v ∈ X∗}

is finite [20, page 11]. As in [20, §2.11], (G,X) is contracting if there is a finite subset S of
G such that for every g ∈ G there exists n with {g|v : v ∈ X∗, |v| ≥ n} ⊂ S; the smallest
such set

N :=
⋃

g∈G

∞
⋂

n=0

{g|v : v ∈ X
∗, |v| ≥ n} (2.3)

is then called the nucleus of (G,X).
Suppose that (G,X) is a self-similar action and S is a subset of G that is closed under

restriction. The Moore diagram of S is the labelled directed graph with vertex set E0 = S
and a directed edge from g to g|x labelled (x, g · x) for each x ∈ X. So an edge

g h
(x,y)

in the Moore diagram encodes the self-similar relation g · (xw) = y(h ·w).
We are particularly interested in the Moore diagram of the nucleus, and will use

Moore diagrams to help find the nucleus. Later, we will use larger Moore diagrams to
compute values of KMS states.

Proposition 2.2. Suppose (G,X) is a self-similar action and S is a subset of G that is closed
under restriction. Every vertex in the Moore diagram of S that can be reached from a cycle
belongs to the nucleus.

Proof. Suppose g ∈ G is a vertex in the Moore diagram of S, and there is a cycle of
length n ≥ 1 consisting of edges labelled (x1, y1), (x2, y2), · · · , (xn, yn) with s(x1, y1) =
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e

(0,0) (1,1)

(2,2) (3,3)

g

(0,1)

(1,2)

(2,3)

(3,0)g−1

(1,0)

(2,1)

(3,2)

(0,3)

FIGURE 1. The Moore diagram for the nucleus of the odometer with N = 4.

g, r(xi, yi) = s(xi+1, yi+1), and r(xn, yn) = g. By definition of the Moore diagram we
have g · (x1 · · ·xn) = y1 · · ·yn and g|x1···xn = g. Thus g = g|(x1···xn)m for all m ∈ N and

g ∈
⋂

n≥0

{g|v : v ∈ X
∗, |v| ≥ n} =⇒ g ∈

⋃

h∈G

⋂

n≥0

{h|v : v ∈ X
∗, |v| ≥ n} = N .

A similar argument shows that if g can be reached from a cycle, then there are arbitrar-
ily long paths ending at g. �

In the rest of this section, we discuss some key examples of self-similar actions.

2.1. Odometers. Fix an integer N > 1, and let XN = {0, 1, · · · , N− 1}. We consider the
multiplicative free abelian group G with generator g, so that G = {gk : k ∈ Z}. We
define an action of G on X∗

N by

g · v =

{
(v1 + 1)v2 · · · v|v| if v1 < N− 1

0 · · ·0(vk + 1)vk+1 · · · v|v| if v1 = · · · = vk−1 = N− 1 and vk < N− 1.

Then (G,XN) is a self-similar action with g|i = e for i < N − 1 and g|N−1 = g. This
action is contracting with nucleus N = {e, g, g−1}: indeed, if k > 0 and |w| > log

N
k,

then gk|w is either e or g, and if k < 0 and |w| > log
N
|k|, then gk|w is either e or g−1. The

Moore diagram for N for N = 4 is shown in Figure 1.
The self-similar action (G,XN) is called an odometer. To see why, identify XnN with

{0, 1, · · ·Nn − 1} by sending v to
∑n

i=1 viN
i−1, and then the action of g on XnN adds 1

(mod Nn).

2.2. Integer matrices. Suppose that A ∈ Md(Z) has N := |detA| > 1, and write B :=

At for its transpose. We choose a set Σ of coset representatives for the quotient Zd/BZd,
and we assume that 0 ∈ Σ. For n ∈ Zd, we write c(n) for the representative of n+ BZd

in Σ. We note that detB = detA = N, and hence Σ has cardinality N.
We now fix an integer k ≥ 1. Then the set Σk gives a parametrisation

{
bk(w) = w1 + Bw2 + · · ·Bk−1wk + B

kZd : w ∈ Σk
}

of Zd/BkZd. The following straightforward lemma tells us how the different bijections
bk combine.

Lemma 2.3. Write B for the injective homomorphismB : Zd/BkZd → Zd/Bk+1Zd which takes
m+ BkZd to Bm+ Bk+1Zd. Then for x ∈ Σ and w ∈ Σk we have bk+1(xw) = x+ B(bk(w)).

Proposition 2.4. The actions of the additive abelian group Zd on its quotients Zd/BkZd com-
bine to give an action of Zd on Σ∗ such that

n ·w = b−1k (n · bk(w)) for k ≥ 1 and w ∈ Σk. (2.4)

The pair (Zd, Σ) is a self-similar action, and for n ∈ Zd, x ∈ Σ we have

n · x = c(n+ x) and n|x = B
−1(n+ x − c(n+ x)). (2.5)
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e

(y,y)(x,x)

b (y,y)

a

(y,x)

(x,y)

(x,x)

b−1
(y,y)

a−1

(x,y)

(y,x)

(x,x)

ab−1

(y,x)

ba−1

(x,y)(y,x)

(x,y)

FIGURE 2. The Moore diagram for the nucleus of the basilica group.

If A is a dilation matrix (in the sense that all its complex eigenvalues λ satisfy |λ| > 1), then
(Zd, Σ) is contracting.

Proof. Since

(m+ n) · (p+ BkZd) = (m+ n) + p+ BkZd = m · (n+ p+ BkZd)

= m · (n · (p+ BkZd)),

the formula (2.4) gives an action of the additive group Zd on Σk. To establish (2.5), we
take x ∈ Σ, w ∈ Σk, and compute:

bk+1(n · (xw)) = n + x + Bw1 · · ·+ B
kwk + B

k+1Zd

= c(n+ x) + (n+ x− c(n+ x)) + Bw1 · · ·+ B
kwk + B

k+1Zd

= c(n+ x) + B
(

B−1(n+ x − c(n+ x)) +w1 · · ·+ B
k−1wk + B

kZd),

= c(n+ x) + B
(

bk(B
−1(n+ x− c(n+ x)) ·w)

)

,

which by Lemma 2.3 is bk+1
(

c(n+ x)(B−1(n + x − c(n+ x)) ·w)
)

. Thus

n · (xw) = c(n+ x)(B−1(n+ x − c(n+ x)) ·w),

which implies that (Zd, Σ) is self-similar, and gives (2.5).
Now we suppose thatA is a dilation matrix. For x ∈ Σ, the virtual endomorphismφx

associated to x ∈ X (as in [20, §2.5]) is the map n 7→ n|x from the stabiliser of x into Zd;
the stabiliser is BZd, and for n ∈ BZd, φx(n) = B−1n. Thus the linear transformation
Q ⊗ φ : Qd → Qd considered in [20, Theorem 2.12.1] has matrix B−1. Since detB =

detA 6= 0, the eigenvalues of B−1 are the inverses λ−1 of the eigenvalues of B. Since
A is a dilation matrix, we have |λ−1| < 1 for all such λ, and B−1 has spectral radius
ρ(B−1) < 1. Thus [20, Theorem 2.12.1] implies that (Zd, Σ) is contracting. �

2.3. The basilica group. Let X be the set {x, y} with |X| = 2, and consider the rooted
homogeneous tree TX with vertex set X∗. We recursively define two automorphisms a
and b of TX by

a · (xw) = y(b ·w) a · (yw) = xw (2.6)

b · (xw) = x(a ·w) b · (yw) = yw

for w ∈ X∗. Then the basilica group B is the subgroup of Aut TX generated by {a, b}. The
pair (B, X) is then a self-similar action.

We now show that the basilica action (B, X) is contracting and compute the nucleus.
This is probably well-known, but since our answer seems to contradict an assertion in
[20, page 111], we give a detailed proof.
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Proposition 2.5. The basilica group action (B, X) is contracting, with nucleus

N = {e, a, b, a−1, b−1, ab−1, ba−1};

the Moore diagram of N is in Figure 2.

Proof. Let S = {e, a, b, a−1, b−1, ab−1, ba−1}, for which we have the Moore diagram in
Figure 2. Since this Moore diagram has a cycle at every vertex, Proposition 2.2 implies
that S ⊂ N . So we have to prove N ⊂ S,

We claim that every g ∈ B \ {ab−1, ba−1} which can be written as a reduced product
of two elements of T := {a, b, a−1, b−1} has the property that g|v ∈ T ∪ {e} for every word
v ∈ X2. There are 12 non-trivial length-two words in G; we delete ab−1, ba−1 from the
list, and compute the other restrictions to x and y. We find that

a2|x = b a2|y = b ab|x = ba ab|y = e

a−2|x = b
−1 a−2|y = b

−1 a−1b|x = a a−1b|y = b
−1

a−1b−1|x = a
−1 a−1b−1|y = b

−1 ba|x = b ba|y = a

b2|x = a
2 b2|y = e b−1a|x = b b−1a|y = a

−1

b−1a−1|x = e b−1a−1|y = a
−1b−1 b−2|x = a

−2 b−2|y = e.

Now we observe that further restrictions of b−1a−1, ab, b2 and b−2 are all in T ∪ {e}, and
we have justified our claim.

Next we suppose that n ≥ 3 and that g can be written as a reduced product of n
elements of T , and take v ∈ X2. We claim that g|v can be written as a product of at most
n − 1 elements of T . We factor off the last two elements of T , say g = g ′h. Since g|v =
g ′|h·vh|v, the claim in the previous paragraph implies that, unless (h, v) = (ab−1, xy) or
(ba−1, yx), we have h|v ∈ T . Since g ′|h·v is a product of at most n− 2 elements of T , we
have g|v = g

′|h·vh|v written as a product of n− 1 elements of T . So we have to deal with
(h, v) = (ab−1, xy) and h = (ba−1, yx). Now, since g ′ is a product of n − 2 elements of
T and n ≥ 3, we can pull one element t out of g ′, and it suffices for us to prove that
(tab−1)|xy and (tba−1)|yx can be written as products of two elements of T . We compute:

(a2b−1)|x = a|(ab−1)·x(ab
−1)|x = a|yba

−1 = ba−1

(b−1ab−1)|x = b
−1|y(ba

−1) = ba−1

(bab−1)|x = b|yba
−1 = ba−1

(a−1ba−1|y = a
−1|xab

−1 = ab−1

(b2a−1)|yx = (b|x(ab
−1))|x = (a(ab−1))|x = a|yba

−1 = ba−1

(aba−1)|yx = (a|xab
−1)|x = (bab−1)|x = b|yba

−1 = ba−1.

This completes the proof of the claim.
Successive applications of the claim in the previous paragraph show that if g is a

product of n elements of T and n ≥ 3, then g|v is a product of at most 2 elements for
every v with |v| ≥ 2(n − 2). Now the calculations in the first paragraph show that a
further restriction to a word in X2 gets us into S. Thus for |v| ≥ 2(n − 1), we have
g|v ∈ S. So the inside intersection in (2.3) is contained in S, and so is N . �

Our next proposition says that B has a large abelian quotient. We believe this is
known, but we do not know where a proof has been published.

We want to use the presentation of B found by Bartholdi and Virág [1, Lemma 11],
building on work of Grigorchuk and Żuk [10]. We consider the collection Y∗ of all
nonempty words in Y := {a, b, a−1, b−1}, and the transformation σ : Y∗ → Y∗ which
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e(y,y)

(x,x)

b

a

(x,y) (y,x)

(x,x)

c

(y,y)

(x,x)

d
(x,x)

(y,y)

(y,y)

FIGURE 3. The Moore diagram for the nucleus of the Grigorchuk group.

replaces every appearance of a by bb, every a−1 by b−1b−1, every b by a, and every b−1

by a−1. For c, d ∈ Y∗, we write c−1 for the word obtained by formally inverting c, and
[c, d] for the word c−1d−1cd. Then [1, Lemma 11] says that B has the presentation

B = 〈a, b : σn([a, b−1ab]) = e for all n ∈ N〉. (2.7)

Proposition 2.6. Let [B, B] be the commutator subgroup of the basilica group B, and let q :

B → B/[B, B] be the quotient map. Then there is an isomorphism φ of B/[B, B] onto Z2 such
that φ(q(a)) = (1, 0) and φ(q(b)) = (0, 1).

Proof. Since a ′ := (1, 0) and b ′ := (0, 1) commute, we have σn([a ′, (b ′)−1a ′b ′]) = e
for all n. Thus there is a homomorphism of B into Z2 taking {a, b} to {a ′, b ′}, and this
factors through a homomorphism φ : B/[B, B] → Z2.

Since [a, b] and [a, b−1] belong to the commutator subgroup, q(a) commutes with
q(b) and q(b−1), and hence for every g ∈ B = 〈a, b〉, there are k, l ∈ Z such that
q(g) = q(akbl). Since φ(q(akbl)) = (k, l), we deduce both that φ is surjective and that
φ is injective. �

2.4. The Grigorchuk group. We again consider the set X = {x, y} and the associated
rooted tree TX with vertex set X∗. We define automorphisms a, b, c, and d of TX recur-
sively by

a · (xw) = yw a · (yw) = xw (2.8)

b · (xw) = x(a ·w) b · (yw) = y(c ·w)

c · (xw) = x(a ·w) c · (yw) = y(d ·w)

d · (xw) = xw d · (yw) = y(b ·w).

Then the Grigorchuk group G is the subgroup of Aut TX generated by {a, b, c, d}.
The first assertions of the next proposition are also in the proof of [20, Theorem 1.6.1];

the assertion about the nucleus is stated without proof on page 57 of [20].

Proposition 2.7. The generators a, b, c, d of G all have order two, and satisfy cd = b = dc,
db = c = bd and bc = d = cb. The self-similar action (G,X) is contracting with nucleus
N = {e, a, b, c, d}.

Proof. The first two relations in (2.8) imply that a2 = e. Now the other relations imply
that

b2 · (xw) = x(a2 ·w) = xw b2 · (yw) = y(c2 ·w)

c2 · (xw) = x(a2 ·w) = xw c2 · (yw) = y(d2 ·w)
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d2 · (xw) = xw d2 · (yw) = y(b2 ·w),

and we can prove by induction on n = |v| that b2 · v = c2 · v = d2 · v = v for all v ∈ X∗.
Thus b2 = c2 = d2 = e in G ⊂ Aut TX. In particular, every element of G is a product of
generators {a, b, c, d}.

Next we note that a is determined by the first two relations in (2.8), and then the
other six determine (b, c, d). A computation shows that (b ′, c ′, d ′) = (cd, db, bc) satis-
fies the same six recurrence relations, and hence we have cd = b, db = c and bc = d.
Since the generators all have order two, inverting gives dc = b, bd = c and cb = d.
Thus the only elements of Gwhich are products of two generators are the elements of

R := {ab, ba, ac, ca, ad, da}.

Twelve calculations show that for every g ∈ R, both g|x and g|y belong to {e, a, b, c, d}.
Thus if g is a product of n generators, we have g|v ∈ {e, a, b, c, d} for every word vwith
|v| ≥ n − 1. This proves that (G,X) is contracting, and that the nucleus is contained in
{e, a, b, c, d}.

Since every vertex in the Moore diagram of {e, a, b, c, d} in Figure 3 can be reached
from a cycle, Proposition 2.2 implies that {e, a, b, c, d} is contained in the nucleus. �

3. UNIVERSAL ALGEBRAS ASSOCIATED TO A SELF-SIMILAR ACTION

Suppose that (G,X) is a self-similar action, and letC∗(G) be the full group C∗-algebra
of G generated by the unitary representation {δg : g ∈ G}. We are interested in two
C∗-algebras associated to (G,X), which we construct as the Toeplitz algebra and the
Cuntz-Pimsner algebra of a Hilbert bimodule M over C∗(G).

As a right Hilbert C∗(G)-module, M is the direct sum M =
⊕

x∈XC
∗(G); thus M =

{m = (mx)x∈X : mx ∈ C∗(G)}, with module action (mx) · a = (mxa) and inner product

〈m,n〉 =
∑

x∈X

m∗
xnx.

For y ∈ Xwe define ey ∈M by

(ey)x =

{
1C∗(G) = δe if x = y

0 otherwise,

and then {ex : x ∈ X} is an orthonormal basis for M with reconstruction formula

m =
∑

x∈X

ex · 〈ex,m〉 for m ∈M. (3.1)

The left action of C∗(G) on M will be the integrated form of the unitary representation
T in the next proposition.

Proposition 3.1. Let (G,X) be a self-similar action, and let g ∈ G. Then there is an adjointable
operator Tg on M such that

Tg(ex · a) = eg·x · (δg|xa) for x ∈ X and a ∈ C∗(G), (3.2)

and T : g 7→ Tg is a unitary representation of G in L(M).

Proof. We define Tg :M→M by

Tg(m) =
∑

y∈X

eg·y ·
(

δg|y〈ey,m〉
)

.
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For a ∈ C∗(G) and m ∈M, we have

Tg(m · a) =
∑

y∈X

eg·y · (δg|y〈ey,m · a〉) =
∑

y∈X

eg·y · (δg|y〈ey,m〉a) = Tg(m) · a,

and hence Tg is C∗(G) linear. The computation

Tg(ex · a) =
∑

y∈X

eg·y ·
(

δg|y〈ey, ex · a〉
)

= eg·x · (δg|xa)

shows that Tg satisfies Equation (3.2).
We next show that Tg is adjointable with T ∗g = Tg−1 . Let g ∈ G, x, y ∈ X and a, b ∈

C∗(G). Then

〈Tg(ex · a), ey · b〉 = 〈eg·x · (δg|xa), ey · b〉

=

{
(

δg|xa
)∗
b if y = g · x

0 otherwise

=

{
a∗δ(g|x)−1b if y = g · x

0 otherwise

=

{
a∗δg−1|g·xb if y = g · x

0 otherwise

=

{
a∗δg−1|yb if x = g−1 · y

0 otherwise

= 〈ex · a, eg−1·y · δg−1|yb〉

= 〈ex · a, Tg−1(ey · b)〉.

which implies that Tg is adjointable with T ∗g = Tg−1 . Next we let g, h ∈ G, and the
calculation

Tgh(ex · a) = e(gh)·x · (δgh|xa)

= eg·(h·x) · (δg|h·xh|xa) by Lemma 2.1

= Tg(eh·x · (δh|xa))

= TgTh(ex · a).

shows that Tgh = TgTh. Since T ∗g = Tg−1 , this implies that each Tg is unitary, and that T
is a homomorphism of G into the unitary group UL(M), or, in other words, a unitary
representation in L(M). �

By [26, Proposition C.17], the unitary representation T : G → UL(M) has an inte-
grated form πT : C

∗(G) → L(M) satisfying πT(δg) = Tg, and with the left action defined
by a ·m = πT(a)m, M becomes a Hilbert bimodule over C∗(G).

A representation of M in a C∗-algebra B consists of a linear map ψ : M → B and a
homomorphism π : C∗(G) → B satisfying

ψ(x · a) = ψ(x)π(a),

ψ(x)∗ψ(y) = π(〈x, y〉C∗(G)), and

ψ(a · x) = π(a)ψ(x)

for all x, y ∈ X and a ∈ C∗(G) (see [9, Section 1]). A representation (ψ, π) of M in B
induces a homomorphism (ψ, π)(1) : K(M) → B such that (ψ, π)(1)(Θm,n) = ψ(m)ψ(n)∗
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form,n ∈M [9, Proposition 1.6], and (ψ, π) is Cuntz-Pimsner covariant if1

(ψ, π)(1)(πT(a)) = π(a) whenever πT(a) ∈ K(M).

By [9, Proposition 1.3], the Hilbert bimodule M has a Toeplitz algebra T (M) gen-
erated by a universal representation (iM, iC∗(G)) : M → T (M); if (ψ, π) is a represen-
tation of M in B, we write ψ × π for the homomorphism of T (M) into B such that
(ψ × π) ◦ iM = ψ and (ψ × π) ◦ iC∗(G) = π. The Cuntz-Pimsner algebra O(M) is the
quotient of T (M) which is generated by a universal Cuntz-Pimsner covariant represen-
tation (jM, jC∗(G)). We call T (G,X) := T (M) and O(G,X) := O(M) the Toeplitz algebra
and Cuntz-Pimsner algebra of the self-similar action (G,X). It will follow from Corol-
lary 3.5 below that O(G,X) is the same as the universal Cuntz-Pimsner algebra OG in
[21, Definition 3.1].

We will use the following presentation of T (G,X).

Proposition 3.2. Let (G,X) be a self-similar action, and set ug := iC∗(G)(δg) for g ∈ G, and
sx := iM(ex) for x ∈ X. Then

(1) u : G→ T (G,X) is a unitary representation of G,

(2) {sx : x ∈ X} is a Toeplitz-Cuntz family of isometries in T (G,X), and

(3) ugsx = sg·xug|x for g ∈ G and x ∈ X.

The set {ug : g ∈ G} ∪ {sx : x ∈ X} generates T (G,X), and (T (G,X), (u, s)) is universal for
families {Ug : g ∈ G} and {Sx : x ∈ X} satisfying (1), (2) and (3).

Proof. The map u is a unitary representation because δ : G→ UC∗(G) is, and iC∗(G) is a
unital homomorphism (which follows from [4, Corollary 3.3]). We have

s∗xsy = iM(ex)
∗iM(ey) = iC∗(G)(〈ex, ey〉) =

{
1 if x = y

0 if x 6= y,

which implies that {sx : x ∈ X} is a Toeplitz-Cuntz family. For (3), we compute

ugsx = iC∗(G)(δg)iM(ex) = iM(δg · ex) = iM(Tg(ex))

= iM(eg·x · δg|x) = iM(eg·x)iC∗(G)(δg|x) = sg·xug|x .

The ug generate iC∗(G)(C
∗(G)), and for m ∈M, the reconstruction formula (3.1) gives

iM(m) = iM

(∑

x∈X

ex · 〈ex,m〉
)

=
∑

x∈X

iM(ex)iC∗(G)

(

〈ex,m〉
)

.

Thus C∗(ug, sx) contains all the generators of T (G,X) = T (M), and must be all of
T (G,X).

To see the universal property, suppose D is a C∗-algebra, and {Ug} ⊂ D and {Sx} ⊂ D
satisfy (1), (2) and (3). We have to find a homomorphism πU,S : T (G,X) → D such that
πU,S(ug) = Ug and πU,S(sx) = Sx. Let πU : C∗(G) → D be the integrated form ofU. Since
each element of M has a unique expansion

∑
x∈X ex · ax, there is a well-defined linear

function ψ :M→M such that ψ(ex · a) = SxπU(a) for x ∈ X and a ∈ C∗(G).
We claim that (ψ, πu) is a representation of M. Let a ∈ C∗(G) and x ∈ X. Then

ψ((ex · a) · b) = ψ(ex · (ab)) = SxπU(ab) = (SxπU(a))πU(b) = ψ(ex · a)πU(a).

Next we consider the left action of b = δg, which is implemented by the operator Tg of
Proposition 3.1. We calculate using relation (3):

ψ(δg · (ex · a)) = ψ(eg·x · (δg|xa)) = Sg·xπU(δg|xa)

1This is Pimsner’s original definition [24]; many authors use a slightly different definition due to
Katsura, but the two definitions give the same algebras for the bimodules we consider.
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= Sg·xUg|xπU(a) = UgSxπ(a) = πU(δg)ψ(ex · a),

which implies that ψ(a · m) = π(a)ψ(m) for a ∈ C∗(G) and m ∈ M. For the inner
product, we have

πU(〈ex · a, ey · b〉) =

{
πU(a

∗b) if x = y

0 if x 6= y

= πU(a)
∗S∗xSyπU(b) = (SxπU(a))

∗(SyπU(b))

= ψ(ex · a)
∗ψ(ey · b).

So (ψ, πU) is a Toeplitz representation ofM, as claimed. Thus there is a homomorphism
ψ× πU : T (G,X) = T (M) → D. We have

(ψ× πU)(ug) = (ψ× πU)(iC∗(G)(δg)) = πU(δg) = Ug,

and similarly (ψ× πU)(sx) = Sx. Thus πU,S := ψ× πU has the required properties. �

We now recall some standard notation for working with the Toeplitz-Cuntz family
{sx : x ∈ X}. For v ∈ Xn, we write sv := sv1sv2 · · · svn . Then for each n, {sv : v ∈ Xn} is
a Toeplitz-Cuntz family, so we have 1 ≥

∑
v∈Xn svs

∗
v. For v,w ∈ X∗, the product s∗vsw

vanishes unless either v = wv ′ or w = vw ′, and then collapses down to s∗v ′ or sw ′ . The
relation (3) in Proposition 3.2 extends to ugsv = sg·vug|v for v ∈ X∗.

Corollary 3.3. Let (G,X) be a self-similar action, and take (u, s) as in Proposition 3.2. Then

T (G,X) = span{svugs
∗
w : v,w ∈ X∗, g ∈ G}.

As usual, we prove that A0 := span{svugs
∗
w} is a ∗-subalgebra of T (G,X), and then

since A0 contains all the generators {ug}∪ {sx}, its closure has to be all of T (G,X). Since
A0 is closed under taking adjoints, it remains to show that {svugs

∗
w} is closed under

multiplication. Since we will need the result of the computation, we state it separately:

Lemma 3.4. For v,w, y, z ∈ X∗ and g, h ∈ G, we have

(svugs
∗
w)(syuhs

∗
z) =






sv(g·y ′)ug|y ′hs
∗
z if y = wy ′

svug(h|
h−1

·w ′ )s
∗
z(h−1·w ′)

if w = yw ′

0 otherwise.

(3.3)

Proof. We have s∗wsy = 0 unless either y = wy ′ or w = yw ′, and hence a computation
using the relations ugsw = sg·wug|w gives

svugs
∗
wsyuhs

∗
z =






svugsy ′uhs
∗
z if y = wy ′

svugs
∗
w ′uhs

∗
z if w = yw ′

0 otherwise

=






svsg·y ′ug|y ′
uhs

∗
z if y = wy ′

svug(sh−1·w ′uh−1 |w ′
)∗s∗z if w = yw ′

0 otherwise.

=






sv(g·y ′)ug|y ′hs
∗
z if y = wy ′

svug(h|
h−1

·w ′ )s
∗
z(h−1·w ′)

if w = yw ′

0 otherwise,

as required. �

Corollary 3.5. Let (G,X) be a self-similar action, and take (u, s) as in Proposition 3.2. Then
O(G,X) is the quotient of T (G,X) by the ideal I generated by 1−

∑
x∈X sxs

∗
x.
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Proof. Since {ex : x ∈ X} is an orthonormal basis for M, it follows from [7, Lemma 2.5]
that a Toeplitz representation (ψ, π) is Cuntz-Pimsner covariant if and only if

1 =
∑

x∈X

ψ(ex)ψ(ex)
∗ =

∑

x∈X

(ψ× π)(iM(ex)iM(ex)
∗) = (ψ× π)

(∑

x∈X

sxs
∗
x

)

,

and hence if and only if ψ× π vanishes on I. �

We write ug and sx also for the images of the generators in O(G,X). Since 1 =∑
x∈X sxs

∗
x in O(G,X), the image of the Toeplitz-Cuntz family {sx : x ∈ X} in O(G,X)

is a Cuntz family. The same is true of the Toeplitz-Cuntz families {sv : v ∈ Xn}, so for
every n ∈ N we have 1 =

∑
v∈Xn svs

∗
v in O(G,X).

Remark 3.6. As we observed earlier, Corollary 3.5 implies that O(G,X) is the universal
Cuntz-Pimsner algebra OG in [21, Definition 3.1]. It is not necessarily the same as the
Cuntz-Pimsner algebra in [19], which is generated by a Cuntz family {sx : x ∈ X}
and a unitary representation u of G which factors through a particular “permutation
representation” of C∗(G).

Corollary 3.7. Let (G,X) be a self-similar action with nucleus N . Then

O(G,X) = span{svugs
∗
w : v,w ∈ X∗, g ∈ N }. (3.4)

Proof. Since O(G,X) is a quotient of T (G,X), Corollary 3.3 implies that the elements
{svuhs

∗
w : v,w ∈ X∗, h ∈ G} span a dense subspace of O(G,X). We will show that each

svuhs
∗
w belongs to the right-hand side of (3.4). Since (G,X) has nucleus N , there exists

n ∈ N such that h|y ∈ N for all y ∈ Xn. But then the Cuntz relation 1 =
∑

y∈Xn sys
∗
y

gives

svuhs
∗
w = svuh

( ∑

y∈Xn

sys
∗
y

)

s∗w =
∑

y∈Xn

sv(h·y)uh|ys
∗
wy,

which belongs to the right-hand side of (3.4). �

Corollary 3.8. If (G,X) is contracting with trivial nucleus N = {e}, then O(G,X) is the
Cuntz algebra O|X|.

Proof. If N = {e}, then Corollary 3.7 implies that O(G,X) is generated by the Cuntz
family {sx : x ∈ X}, and hence by the uniqueness theorem for the Cuntz algebra is
canonically isomorphic to O|X|. �

3.1. Universal algebras associated with integer matrices. We consider a matrix A ∈
Md(Z) with N = |detA| > 1, and the associated self-similar group (Zd, Σ) of §2.2. We
want to show that T (Zd, Σ) and O(Zd, Σ) are the Toeplitz algebra T (C(Td), αA, L) and
Exel crossed product C(Td)⋊αA,L N studied in [17].

As in [17] and [7], we consider the the N-to-1 covering map σA : Td → Td such that
σA(e

2πix) = e2πiAx, and the endomorphism αA : f → f ◦ σA of C(Td). The function
L : C(Td) → C(Td) defined by

L(f)(z) =
1

N

∑

σA(w)=z

f(w).

is a transfer operator for αA, and (C(Td), αA, L) is the Exel system studied in [7] and
[17]. Following [4], we write ML for the associated Hilbert bimodule over C(Td), with
inner product and operations given by

〈m,n〉 := L(m∗n), f ·m := fm and m · f := mαA(f)
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for m,n ∈ ML and f ∈ C(Td). It is shown in [18, Lemma 3.3] that ML is complete in
the norm defined by the inner product. The Toeplitz algebra T (C(Td), αA, L) in [17] is
by definition the Toeplitz algebra T (ML), and the Exel crossed product C(Td) ⋊αA,L N

is the quotient O(ML) (by [4]).
In [17, Proposition 3.1], we showed that T (ML) is the universal algebra generated by

a unitary representation u : Zd → UT (ML) and an isometry v satisfying

(E1) vum = uBmv,

(E2) v∗umv =

{
uB−1m ifm ∈ BZd

0 otherwise.

We will use this presentation and that of Proposition 3.2 to identify T (Zd, Σ) with
T (ML). (The use of the same letter u for the unitary representation of Zd in both pre-
sentations should not cause problems because our isomorphism takes one un to the
other un.)

Proposition 3.9. Suppose that A ∈Md(Z) has |detA| > 1, write B := At, and consider the
bimodule ML constructed above. Define b : Σ∗ → Zd by b(w) = w1 + Bw2 + · · · + Bk−1wk
for w ∈ Σk. Then there is an isomorphism θ of T (Zd, Σ) = C∗(u, s) onto T (ML) = C

∗(u, v)
such that

θ(syuns
∗
w) = ub(y)+Bknv

kv∗lu∗
b(w) (3.5)

= ub(y)v
kv∗lu∗

b(w)+Bln (3.6)

for y ∈ Σk,w ∈ Σl, n ∈ Zd.

Proof. We begin by building a representation of T (Zd, Σ) in T (ML) = C
∗(u, v). We have

the un, and they satisfy condition (a) of Proposition 3.2 because u : Zd → T (ML) is a
unitary representation. For x ∈ Σ, we define Sx = uxv. Then for x, y ∈ Σ, property (E2)
gives

S∗xSy = v
∗u−xuyv = v

∗uy−xv =

{
uB−1(y−x) if y − x ∈ BZd

0 otherwise;

since both x and y are in Σ, y − x ∈ BZd if and only if x = y. Thus the {Sx} are
isometries with orthogonal ranges, and form a Toeplitz-Cuntz family, as required in
Proposition 3.2 (b). Next we use (E1):

unSx = un+xv = uc(n+x)un+x−c(n+x)v

= uc(n+x)vuB−1(n+x−c(n+x))

= Sc(n+x)uB−1(n+x−c(n+x)),

which is Sn·xun|x by (2.5). Now the universal property of (T (Zd, Σ), u, s) gives us a
homomorphism θ = θu,S : T (Zd, Σ) → T (ML) such that θ(sx) = uxv and θ ◦u = u. The
range contains all the generators un and v = S0, and hence θ is onto.

To see that θ is injective, we build an inverse. We define V := s0. Then V is certainly
an isometry. For m ∈ Zd, an application of (2.5) gives

uBmV = uBms0 = sc(0+Bm)uBm|0 = s0uB−1(Bm+0−c(Bm+0)) = Vum,

which is (E1). For (E2), we use (2.5) again:

V∗umV = s∗0ums0 = s
∗
0sc(m)uB−1(m−c(m));

since the sx have mutually orthogonal ranges, this last term vanishes unless c(m) = 0,
or equivalently m ∈ BZd, in which case it is s∗0s0uB−1m = uB−1m. Now the universal
property of T (ML) gives a homomorphism θ ′ : T (ML) → T (Zd, Σ) such that θ ′(um) =
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um and θ ′(v) = V . Then θ ′ ◦ θ(sx) = θ
′(uxv) = uxs0 = sx, so θ ′ ◦ θ is the identity, and θ

is injective.
To check the formulas for θ on spanning elements, we take y ∈ Σk, w ∈ Σl and

n ∈ Zd. Then

θ(syuns
∗
w) = θ(sy1sy2 · · · sykuns

∗
w) = uy1vuy2v · · ·uykvuns

∗
w

= uy1uBy2v
2 · · ·uykvuns

∗
w

= uy1+By2+···+Bk−1ykv
kunv

∗lu∗
w1+Bw2+···+Bl−1wl

= uy1+By2+···+Bk−1yk+Bknv
kv∗lu∗

w1+Bw2+···+Bl−1wl
,

which is the first formula (3.5). For (3.5), instead of pulling un past vk using (E1) at the
last step, pull it past v∗l using the adjoint of (E1). �

Corollary 3.10. Suppose that A and ML are as above. Then the isomorphism θ of Proposi-
tion 3.9 induces an isomorphism θ̄ of O(Zd, Σ) = C∗(un, sx) onto O(ML) = C∗(ūn, v̄) such
that

θ̄(svuns
∗
w) = ūb(v)+Bknv̄

kv̄∗lū∗
b(w).

Proof. We know from Corollary 3.5 that O(Zd, Σ) is the quotient of T (Zd, Σ) by the ideal
I generated by 1−

∑
x∈Σ sxs

∗
x, and from [17, Proposition 3.3] that O(ML) is the quotient

of T (ML) by the ideal J generated by 1−
∑

x∈Σ(uxv)(uxv)
∗. Since θ(sx) = ub(x)v = uxv,

we have
θ
(

1−
∑

x∈Σ

sxs
∗
x

)

= 1−
∑

x∈Σ

(uxv)(uxv)
∗,

so θ(I) = J, and the result follows. �

4. A CHARACTERISATION OF KMS STATES

Let (G,X) be a self-similar action. The Toeplitz algebra T (G,X) = T (M) carries
a strongly continuous gauge action γ : T → Aut(T (G,X)) such that γz(iC∗(G)(a)) =

iC∗(G)(a) for a ∈ C∗(G) and γz(iM(m)) = ziM(m) for m ∈ M. We define σ : R →
Aut(T (G,X)) by σt = γeit . In terms of the presentation of Proposition 3.2, we have

σt(ug) = ug and σt(sv) = e
it|v|sv.

We also write σ for the induced action of R on O(G,X). Our main goal is to find the
KMS states of (T (G,X), σ) and (O(G,X), σ). In this section, we give a characterisation
of KMS states which will make them easier to identify.

Our conventions for KMS states are the same as those of [16] and [17], and are ex-
plained at the beginning of [16, §7], for example. For our purposes, a stateφ of a system
(B,R, α) is a KMS state with inverse temperature β (a KMSβ state) if φ(ab) = φ(bαiβ(a))
for all a, b in a family F of analytic elements which span a dense subspace of B. We
distinguish between KMS∞ states, which are by definition limits of KMSβ states as
β → ∞, and ground states, for which z 7→ φ(aαz(b)) is bounded in the upper-half
plane for all a, b ∈ F . (This distinction is not made in the standard references [3, 23].)

The spanning elements svugs
∗
w ∈ T (G,X) are analytic for σ since

σt(svugs
∗
w) = e

it(|v|−|w|)svugs
∗
w (4.1)

and the function z 7→ eiz(|v|−|w|) is entire. Thus a state φ is KMSβ for σ if and only if

φ
(

(svugs
∗
w)(syuhs

∗
z)
)

= φ
(

(syuhs
∗
z)σiβ(svugs

∗
w)
)

= e−β(|v|−|w|)φ
(

(syuhs
∗
z)(svugs

∗
w)
)

. (4.2)

We now have the following analogue of [16, Lemma 8.3] and [17, Proposition 4.1].
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Proposition 4.1. Let (G,X) be a self-similar action and suppose that σ : R → AutT (G,X)
satisfies (4.1).

(1) For β < log |X|, there are no KMSβ-states for σ.
(2) For β ≥ log |X|, a state φ is a KMSβ-state for σ if and only if

φ(uguh) = φ(uhug) for g, h ∈ G (4.3)

and

φ(svugs
∗
w) =

{
e−β|v|φ(ug) if v = w

0 otherwise
(4.4)

Proof. Suppose that φ is a KMSβ-state. First, for g, h ∈ Gwe have

φ(uguh) = φ(uhσiβ(ug)) = φ(uhug).

Next, we take v,w ∈ X∗ and calculate

φ(svugs
∗
w) = φ(ugs

∗
wσiβ(sv))

=

{
e−β|v|φ(ugs

∗
wsv) if v = wv ′ or w = vw ′

0 otherwise

=

{
e−β|v|φ(svσiβ(ugs

∗
w)) if v = wv ′ or w = vw ′

0 otherwise

=

{
e−β(|v|−|w|)φ(svugs

∗
w) if v = wv ′ or w = vw ′

0 otherwise.

Thus

φ(svugs
∗
w) 6= 0 =⇒ |v| = |w| and either v = wv ′ or w = vw ′ ⇐⇒ v = w.

If v = w, then

φ(svugs
∗
v) = φ(ugs

∗
vσiβ(sv)) = e

−β|v|φ(ugs
∗
vsv) = e

−β|v|φ(ug).

Since {sx : x ∈ X} is a Toeplitz-Cuntz family, we have

1 = φ(1) ≥ φ
(∑

x∈X

sxs
∗
x

)

=
∑

x∈X

φ(sxs
∗
x) =

∑

x∈X

e−βφ(s∗xsx) =
∑

x∈X

e−β = |X|e−β,

so that β ≥ log |X|. This completes the proof of (1) and the forward implication in (2).
For the backward implication in (2), suppose φ is a tracial state on C∗(G) satisfying

(4.3) and (4.4). We aim to show that φ satisfies (4.2). We first suppose that |y| ≥ |w|.
Since y is longer than w, the product s∗wsy in the middle of the left-hand side of (4.2)
vanishes unless y = wy ′. If y = wy ′, then Lemma 3.4 implies that

φ
(

(svugs
∗
w)(syuhs

∗
z)
)

= φ(sv(g·y ′)ug|y ′hs
∗
z),

which by (4.4) vanishes unless z = v(g · y ′). For y = wy ′ and z = v(g · y ′), we compute

φ
(

(svugs
∗
w)(syuhs

∗
z)
)

= φ(sv(g·y ′)ug|y ′hs
∗
z)

= e−β|v(g·y
′)|φ(ug|y ′

uh)

= e−β(|v|+|y ′ |)φ(uhug|y ′
) (using (4.3))

= e−β(|v|+|y ′ |)eβ|y|φ(syuhug|y ′
s∗y) (using (4.4))

= e−β(|v|+|y ′ |−|y|)φ(syuhug|y ′
s∗y ′s∗w)

= e−β(|v|−|w|)φ(syuh(sy ′ug−1|g·y ′
)∗s∗w)



16 MARCELO LACA, IAIN RAEBURN, JACQUI RAMAGGE, AND MICHAEL F. WHITTAKER

= e−β(|v|−|w|)φ(syuh(sg−1(g·y ′)ug−1|g·y ′
)∗s∗w)

= e−β(|v|−|w|)φ(syuh(ug−1sg·y ′)∗s∗w)

= e−β(|v|−|w|)φ(syuhs
∗
g·y ′ugs

∗
w)

= e−β(|v|−|w|)φ(syuhs
∗
v(g·y ′)svugs

∗
w)

= e−β(|v|−|w|)φ
(

(syuhs
∗
z)(svugs

∗
w)
)

. (4.5)

To complete the proof of (2), we observe that

φ
(

(syuhs
∗
z)(svugs

∗
w)
)

6= 0

=⇒ either v = zv ′ and w = y(h · v ′), or z = vz ′ and y = w(g−1 · z ′)

=⇒ z = vz ′ and y = w(g−1 · z ′) (because |y| ≥ |w|)

=⇒ z = v(g · y ′) and y = wy ′ (with y ′ = g−1 · z ′).

Thus if there is no y ′ satisfying y = wy ′ and z = v(g · y ′), we have

e−β(|v|−|w|)φ
(

(syuhs
∗
z)(svugs

∗
w)
)

= 0 = φ
(

(svugs
∗
w)(syuhs

∗
z)
)

. (4.6)

Together, (4.5), which holds when there exists y ′ such that y = wy ′ and z = v(g · y ′),
and (4.6), which holds otherwise, imply (4.2) for |y| ≥ |w|.

We now suppose that |y| < |w|, and take adjoints to reduce to the case in the previous

paragraph. Since φ(a) = φ(a∗), we have

φ
(

(svugs
∗
w)(syuhs

∗
z)
)

= φ
(

(szuh−1s∗y)(swug−1s∗v)
)

= e−β(|z|−|y|)φ
(

(swug−1s∗v)(szuh−1s∗y)
)

= e−β(|z|−|y|)φ
(

(syuhs
∗
z)(svugs

∗
w)
)

. (4.7)

The calculation in the previous paragraph shows that the right-hand side of (4.7) van-
ishes unless w = yw ′ and v = z(g−1 · w ′), in which case |v| − |z| = |w ′| = |w| − |y| and
|z|− |y| = |v| − |w|. Thus

φ
(

(svugs
∗
w)(syuhs

∗
z)
)

= e−β(|v|−|w|)φ
(

(syuhs
∗
z)(svugs

∗
w)
)

,

and we have proved (4.2) in the remaining case |y| < |w|. �

5. EXISTENCE OF KMS STATES ABOVE THE CRITICAL INVERSE TEMPERATURE

Theorem 5.1. Let (G,X) be a self-similar action, and let τ be a normalised trace on C∗(G).
Then for every β > log |X|, there is a KMSβ state ψβ,τ satisfying

ψβ,τ(svugs
∗
w) =






(1− |X|e−β)

∞∑

k=0

e−β(k+|v|)
( ∑

{y∈Xk : g·y=y}

τ(δg|y)
)

if v = w

0 otherwise.

(5.1)

To prove Theorem 5.1, we adapt ideas from the proofs of [14, Theorem 2.1] and [17,
Proposition 6.1]. Both involve induced representations; as in [14] rather than [17], we
apply Rieffel’s Hilbert-bimodule formulation of induced representations to the Fock bi-
module F(M) :=

⊕

∞

j=0M
⊗j. We take πτ : C

∗(G) → B(Kτ) to be the GNS-representation
of C∗(G), and then Rieffel induction gives a representation

π :=

∞
⊕

j=0

M⊗j-Indπτ on the Hilbert space Hπ :=

∞
⊕

j=0

M⊗j ⊗C∗(G) Kτ. (5.2)
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To calculate with the induced representations M⊗j-Indπτ, we need to understand the
bimodulesM⊗j.

Lemma 5.2. Suppose that (G,X) is a self-similar action and {ex : x ∈ X} is the orthonormal
basis for the Hilbert bimoduleM constructed in §3. Fix j ≥ 1. Then

{ev := ev1 ⊗ · · · ⊗ evj : v ∈ X
j}

is an orthonormal basis forM⊗j with reconstruction formula

m =
∑

v∈Xj

ev · 〈ev,m〉 for m ∈M⊗j. (5.3)

The left action of C∗(G) on M⊗j satisfies δg · ev = eg·v · δg|v .

Proof. We prove this result by induction on j. Proposition 3.1 and the surrounding
discussion give the result for j = 1. Suppose it is true for j = k. For two words
w = w1w

′ and v = v1v
′ in Xk+1, we have |w ′| = |v ′| = k, and

〈ew, ev〉 = 〈ew1
⊗ ew ′, ev1 ⊗ ev ′〉 = 〈ew ′, 〈ew1

, ev1〉 · ev ′〉

= δw1,v1〈ew ′, ev ′〉 = δw1,v1δw ′,v ′1C∗(G) = δw,v1C∗(G),

giving orthonormality. For m = m1 ⊗m ′ ∈M⊗(k+1) =M⊗C∗(G)M
⊗k, we have

m =
(∑

x∈X

ex · 〈ex,m1〉
)

⊗m ′ =
∑

x∈X

ex ⊗ 〈ex,m1〉 ·m
′

=
∑

x∈X

ex ⊗
( ∑

x∈Xk

ev ·
〈

ev, 〈ex,m1〉 ·m
′
〉

)

=
∑

x∈X, v∈Xk

ex ⊗ ev · 〈ex ⊗ ev,m1 ⊗m
′〉,

=
∑

x∈X, v∈Xk

exv · 〈exv,m〉,

which is the right-hand side of (5.3) for j = k + 1. This formula extends by linearity
and continuity of the inner product to m ∈ M⊗(k+1). Finally, let w = w1w

′ ∈ Xk+1

and g ∈ G. Then because the tensor product is balanced over C∗(G), the inductive
hypothesis gives

δg · ew = (δg · ew1
)⊗ ew ′ = (eg·w1

· δg|w1
)⊗ ew ′

= eg·w1
⊗ (δg|w1

· ew ′) = eg·w1
⊗ (eg|w1

·w ′ · δ(g|w1
)|w ′

)

= (eg·w1
⊗ eg|w1

·w ′) · δg|w = eg·w · δg|w,

and we now have the whole inductive hypothesis for j = k + 1. �

Proof of Theorem 5.1. As promised, we take the GNS representation πτ of C∗(G) on Kτ,
and consider the representation π of (5.2). Lemma 5.2 implies that every vector in
M⊗j ⊗C∗(G) Kτ is a finite sum

∑
v∈Xj ev ⊗ kv, and that the representation M⊗j-Indπτ of

C∗(G) is the integrated form of the unitary representation Uj of G on M⊗j ⊗C∗(G) Kτ

characterised by

Ujg(ev ⊗ k) = Tg(ev)⊗ k = (eg·v · δg|v)⊗ k = eg·v ⊗ πτ(δg|v)k; (5.4)

we set Ug =
⊕

Ujg. Since the {ev ⊗ k : v ∈ Xj} are mutually orthogonal, there are
isometries Sx on Hπ such that Sx(ev⊗k) = exv⊗k, and these isometries form a Toeplitz-
Cuntz family. The following calculation using (5.4) shows that U and S satisfy (SSR):

Sg·xUg|x(ev ⊗ k) = Sg·x(eg|x·v ⊗ πτ(δ(g|x)|v)k) = e(g·x)(g|x·v) ⊗ πτ(δg|xv)k
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= eg·(xv) ⊗ πτ(δg|xv)k = Ug(exv ⊗ k) = UgSx(ev ⊗ k).

Now Proposition 3.2 gives us a representation πU,S : T (G,X) → B(Hπ) such that
πU,S(svugs

∗
w) = SvUgS

∗
w.

We now take ξτ to be the canonical cyclic vector for the GNS representation πτ (so
that ξτ is the image in Kτ of the identity 1C∗(G)), and define ψβ,τ : T (G,X) → C by

ψβ,τ(a) := (1− |X|e−β)

∞∑

j=0

e−βj
(∑

z∈Xj

(

πU,S(a)(ez ⊗ ξτ) | ez ⊗ ξτ
)

)

. (5.5)

Since ψβ,τ is a norm-convergent sum of vector states with non-negative coefficients,
it is a positive functional; since |Xj| = |X|j, summing the geometric series

∑
j(|X|e

−β)j

shows that ψβ,τ(1) = 1, and ψβ,τ is a state.
To verify (5.1), we take a = svugs

∗
w. Then

(

πβ,τ(a)(ez ⊗ ξτ) | ez ⊗ ξτ
)

=
(

SvUgS
∗
w(ez ⊗ ξτ) | ez ⊗ ξτ

)

=
(

UgS
∗
w(ez ⊗ ξτ) | S

∗
v(ez ⊗ ξτ)

)

. (5.6)

We have S∗w(ez⊗ξτ) = 0 unless z = wz ′, and hence (5.6) vanishes unless z = wz ′ = vz ′′,
in which case

(

πβ,τ(a)(ez ⊗ ξτ) | ez ⊗ ξτ
)

=
(

Ug(ez ′ ⊗ ξτ) | ez ′′ ⊗ ξτ
)

=
(

eg·z ′ ⊗ πτ(δg|z ′ )ξτ | ez ′′ ⊗ ξτ
)

.

This last inner product vanishes unless g · z ′ = z ′′, which implies |z ′| = |z ′′| and |v| =
|z| − |z ′| = |z| − |z ′′| = |w|; now z = wz ′ = vz ′′ forces v = w and z ′ = z ′′. Thus the inner
product vanishes unless z = vz ′ and g · z ′ = z ′. Noticing that z = vz ′ implies |z| ≥ |v|
and writing y for z ′, we find that

ψβ,τ(svugs
∗
w) =






(1− |X|e−β)

∞∑

j=|v|

e−βj
( ∑

{y∈Xj−|v| : g·y=y}

(πτ(δg|y)ξτ | ξτ)
)

if v = w

0 otherwise.

Since (πτ(δg|y)ξτ | ξτ) = τ(1
∗
C∗(G)δg|y1C∗(G)) = τ(δg|y), taking k = j− |v| gives (5.1).

We show that ψβ,τ is a KMSβ state by checking properties (4.4) and (4.3) of Proposi-
tion 4.1. The first is straightforward. We trivially have ψβ,τ(svugs

∗
w) = 0 if v 6= w. For

g ∈ G and v ∈ Xj, we have

e−β|v|ψβ,τ(ug) = (1− |X|e−β)e−β|v|
∞∑

k=0

e−βk
( ∑

{y∈Xk : g·y=y}

τ(δg|y)
)

,

which on pulling e−β|v| inside the sum becomes the right-hand side of the formula (5.1)
for ψβ,τ(svugs

∗
v). For the second, we need to take g, h ∈ G and compare

ψβ,τ(uguh) = ψβ,τ(ugh) = (1− |X|e−β)

∞∑

k=0

e−βk
( ∑

{y∈Xk : (gh)·y=y}

τ(δ(gh)|y)
)

(5.7)

with

ψβ,τ(uhug) = ψβ,τ(uhg) = (1− |X|e−β)

∞∑

k=0

e−βk
( ∑

{z∈Xk : (hg)·z=z}

τ(δ(hg)|z)
)

. (5.8)

The function f : Xk → Xk defined by f(y) = h · y is a bijection, and

(gh) · y = y⇐⇒ g · (h · y) = h−1 · (h · y) ⇐⇒ (hg) · (h · y) = h · y,
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so fmaps the index set {y ∈ Xk : (gh) ·y = y} in (5.7) onto the one {z ∈ Xk : (hg) · z = z}
in (5.8). We claim that the function f also matches up the corresponding summands.
To see this, suppose (gh) · y = y. Then because τ is a trace, we have

τ(δ(gh)|y) = τ(δg|h·yh|y) = τ(δh|yδg|h·y
) = τ(δh|

h−1
·(h·y)

δg|h·y
).

The identity (gh) · y = y implies that h−1 · (h · y) = g · (h · y), so

τ(δ(gh)|y) = τ(δh|g·(h·y)
δg|h·y

) = τ(δ(hg)|h·y
) = τ(δ(hg)|f(y)),

as claimed. We deduce that ψβ,τ(uguh) = ψβ,τ(uhug), and now Proposition 5.1 implies
that ψβ,τ is a KMSβ state. �

While we have the formulas for the induced representations handy, we describe the
ground states and KMS∞ states of our system.

Proposition 5.3. Suppose that (G,X) is a self-similar action. Then for every stateω of C∗(G),
there is a ground state φω on (T (G,X), σ) such that

φω(svugs
∗
w) =

{
ω(δg) if v = w = ∅

0 otherwise.
(5.9)

The map ω 7→ φω is an affine homeomorphism of the state space S(C∗(G)) onto the ground
states of (T (G,X), σ). For ω ∈ S(C∗(G)), φω is a KMS∞ state if and only ifω is a trace.

That states on C∗(G) give ground states is proved in greater generality in [14, Theo-
rem 2.2]. However, as in Theorem 5.1, we can use the special features of our situation
to give specific formulas.

We begin with an analogue of [16, Lemma 8.4] which will allow us to recognise
ground states. The proof of that lemma carries over almost verbatim to this situation.

Lemma 5.4. Suppose that (G,X) is a self-similar action. A state φ of T (G,X) is a ground
state of (T (G,X), σ) if and only if

φ(svugs
∗
w) =

{
φ(ug) if v = w = ∅

0 otherwise.
(5.10)

Proof of Proposition 5.3. Given a state f of C∗(G), we take the GNS representation πf of
C∗(G) on Kf with cyclic vector ξf, and consider the representation πU,S of T (G,X) on
⊕

∞

j=0M
⊗j ⊗C∗(G) Kf, as in the proof of Theorem 5.1. Then we define

φf(a) =
(

πU,S(a)(e∅ ⊗ ξf) | e∅ ⊗ ξf
)

for a ∈ T (G,X).

Then φω is a state, and

φf(svugs
∗
w) =

(

SvUgS
∗
w(e∅ ⊗ ξf) | e∅ ⊗ ξf

)

=

{
0 unless v = w = ∅

(πf(δg)ξf | ξf
)

= f(δg) if v = w = ∅.

Lemma 5.4 implies that φf is a ground state. The map ω 7→ φf is continuous, affine
and injective, and it is onto because φ = φf for f = φ|C∗(G).

If φ is a KMS∞ state, then φ is the limit of a sequence of KMSβ states, and equation
(4.3) in Proposition 4.1 implies that τ := φ|C∗(G) is a trace. For the converse, suppose
that τ is a trace on C∗(G). Then we can use weak∗ compactness to get a sequence {ψβn,τ}
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which converges to a KMS∞ state φ. Since (4.4) gives ψβ,τ(svugs
∗
v) = e

−β|v|ψβ,τ(ug), we
have ψβ,τ(svugs

∗
v) → 0 as β→ ∞ whenever |v| > 0. On the other hand, (5.1) gives

ψβ,τ(ug) = (1− |X|e−β)
(

τ(δg) +

∞∑

k=1

e−kβ
( ∑

{y∈Xk : g·y=y}

τ(δg|y)
)

.

Now
∣

∣

∣

∞∑

k=1

e−kβ
( ∑

{y∈Xk : g·y=y}

τ(δg|y)
)
∣

∣

∣
≤ |X|e−β

∞∑

j=0

|X|je−βj =
|X|e−β

1− |X|e−β

converges to 0 as β → ∞, and hence ψβ,τ(ug) → τ(δg). Thus the limit φ is the state φτ
described in (5.9), and φτ is KMS∞. �

In the situation of [17], where the group G = Zd is abelian, every state on C∗(G) is
a trace, and we recover [17, Proposition 8.1]: every ground state of (T (Zd, Σ), σ) is a
KMS∞ state. For nonabelian G, though, there are many states of C∗(G) which are not
traces, and (T (G,X), σ) has many ground states which are not KMS∞ states.

6. PARAMETERISATION OF KMSβ STATES ON THE TOEPLITZ ALGEBRA

Theorem 6.1. Suppose that (G,X) is a self-similar action and β > log |X|. The map τ 7→ ψβ,τ
in Theorem 5.1 is an affine homeomorphism from the simplex of normalised traces on the full
group C∗-algebra C∗(G) onto the simplex of KMSβ states on (T (G,X), σ).

For the proof, we need some lemmas. As in [16, §10] and [17, §7], the idea is to show
that a KMSβ state can be reconstructed from its conditioning to a corner PT (G,X)P.
Here we take

P := 1−
∑

x∈X

sxs
∗
x ∈ T (G,X).

Lemma 6.2. Suppose that φ is a KMSβ state, and define φP : T (G,X) → C by

φP(a) =
1

1− |X|e−β
φ(PaP).

Then φP |C∗(G) is a normalised trace.

Proof. The function φP is a positive linear functional because φ is, and the computation

φ(1) =
1

1− |X|e−β
φ
(

1−
∑

x∈X

sxs
∗
x

)

=
1

1− |X|e−β

(

1− e−β
∑

x∈X

φ(s∗xsx)
)

=
1− |X|e−β

1− |X|e−β
= 1

shows that φP is a state.
With a view to proving that φP is tracial on C∗(G), we claim that ugP = Pug. Indeed,

for x ∈ X and g ∈ Gwe have

ugsxs
∗
x = ugsxs

∗
xu

∗
gug = (ugsx)(ugsx)

∗ug = (sg·xug|x)(sg·xug|x)
∗ug = sg·xs

∗
g·xug.

Thus for g ∈ G, we have

ugP = ug

(

1−
∑

x∈X

sxs
∗
x

)

= ug −
∑

x∈X

ugsxs
∗
x

= ug −
∑

x∈X

sg·xs
∗
g·xug =

(

1−
∑

x∈X

sg·xs
∗
g·x

)

ug,
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and since 1 −
∑

x∈X sg·xs
∗
g·x = P we get ugP = Pug, as claimed. Now since φ is a KMSβ

state, we have

φ(PuguhP) = φ(ugPuh) = φ(Puhσiβ(ug)) = φ(Puhug) = φ(PuhugP),

which implies that φP |C∗(G) is a trace. �

Lemma 6.3. Let (G,X) be a self-similar action. For each n ∈ N, the element

pn :=

n∑

j=0

∑

v∈Xj

svPs
∗
v

is a projection in T (G,X), and if φ is a KMSβ state of (T (G,X), σ) and a ∈ T (G,X), then
φ(pnapn) → φ(a) as n→ ∞.

Proof. Each svPs
∗
v is a projection, so we need to show that svPs

∗
v and swPs

∗
w are mutually

orthogonal when v 6= w. Since {sz : z ∈ Xm} is a Toeplitz-Cuntz family for each m, this
is trivially true for |v| = |w|. So suppose |v| 6= |w|. The product Ps∗vswP vanishes unless
v = wv ′ or w = vw ′; since (Ps∗vswP) = Psws

∗
vP, we may as well assume that |w| > |v|

andw = vw ′. Then, writing w ′
1 for the first letter in w ′, we have

Ps∗vswP = Psw ′P =
(

1−
∑

x∈X

sxs
∗
x

)

sw ′P = sw ′P − sw ′

1
s∗w ′

1
sw ′P = 0. (6.1)

Thus each pn is a projection.
Lemma 7.3 of [17] says that if φ is a state of a unital C∗-algebra A, and {pn} is a

sequence of projections in A such that φ(pn) → 1, then φ(pnapn) → φ(a) for every
a ∈ A. So we aim to show that φ(pn) → 1 as n→ ∞. The KMS condition gives

φ(pn) =

n∑

j=0

∑

v∈Xj

φ(svPs
∗
v) =

n∑

j=0

∑

v∈Xj

e−βjφ(P)

= φ(P)

n∑

j=0

(|X|e−β)j = (1− |X|e−β)

n∑

j=0

(|X|e−β)j,

which converges to 1 as n→ ∞. Thus the result follows from [17, Lemma 7.3] �

The following reconstruction formula is an analogue of [17, Proposition 7.2].

Lemma 6.4. Suppose β > log |X| and φ is a KMSβ state on T (G,X). Then for a ∈ T (G,X),

φ(a) = (1− |X|e−β)

∞∑

j=0

∑

v∈Xj

e−βjφP(s
∗
vasv). (6.2)

Proof. Lemma 6.3 gives

φ(a) = lim
n→∞

φ(pnapn) = lim
n→∞

n∑

j=0

n∑

l=0

∑

v∈Xj

∑

w∈Xl

φ(svPs
∗
vaswPs

∗
w)

= lim
n→∞

n∑

j=0

n∑

l=0

∑

v∈Xj

∑

w∈Xl

e−βjφ(Ps∗vaswPs
∗
wsvP)

= lim
n→∞

n∑

j=0

∑

v∈Xj

e−βjφ(Ps∗vasvP) (using (6.1) )

= (1− |X|e−β)

∞∑

j=0

∑

v∈Xj

e−βjφP(s
∗
vasv). �
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Proof of Theorem 6.1. By an application of the monotone convergence theorem, we can
deduce from (5.1) that τ 7→ ψβ,τ is affine and weak∗ continuous. Since both sets of
states are weak∗ compact, it suffices to show that τ 7→ ψβ,τ is bijective.

To see injectivity, suppose that ψβ,τ = ψβ,ρ, and take g ∈ G. Then the formula (5.1)
gives

ψβ,τ(ug) = (1− |X|e−β)

∞∑

j=0

∑

{y∈Xj : g·y=y}

e−βjτ(δg|y)

= (1− |X|e−β)τ(δg) + (1− |X|e−β)

∞∑

k=0

∑

{y∈Xk+1 : g·y=y}

e−β(k+1)τ(δg|y).

We can write the index set for the last sum as

{y ∈ Xk+1 : g · y = y} = {xy ′ : x ∈ X, y ′ ∈ Xk, g · x = x, g|x · y
′ = y ′},

and then another application of (5.1) gives
∞∑

k=0

∑

{y∈Xk+1 : g·y=y}

e−β(k+1)τ(δg|y) = e
−β

∞∑

k=0

∑

{x∈X : g·x=x}

∑

{y ′∈Xk : g|x·y ′=y ′}

e−βkτ(δ(g|x)|y ′
)

=
e−β

1− |X|e−β

( ∑

{x∈X : g·x=x}

ψβ,τ(ug|x)
)

.

Thus
ψβ,τ(ug) = (1− |X|e−β)τ(δh) + e

−β
( ∑

{x∈X : g·x=x}

ψβ,τ(ug|x)
)

. (6.3)

Similarly, we have

ψβ,ρ(ug) = (1− |X|e−β)ρ(δg) + e
−β
( ∑

{x∈X : g·x=x}

ψβ,ρ(ug|x)
)

. (6.4)

Since ψβ,τ = ψβ,ρ, subtracting (6.3) from (6.4) shows that τ(δg) = ρ(δg). Thus τ = ρ,
and τ 7→ ψβ,τ is injective.

To see surjectivity, suppose that φ is a KMSβ state on T (G,X). Lemma 6.2 implies
that τ := φP |C∗(G) is a normalised trace, and we aim to show that φ = ψβ,τ. By (5.1), it
suffices to show that φ(ug) = ψβ,τ(ug) for all g ∈ G. Fix g ∈ G. Then the reconstruction
formula (6.2) gives

φ(ug) = (1− |X|e−β)

∞∑

j=0

∑

y∈Xj

e−βjφP(s
∗
yugsy)

= (1− |X|e−β)

∞∑

j=0

∑

y∈Xj

e−βjτ(s∗ysg·yug|y)

= lim
n→∞

(1− |X|e−β)

n∑

j=0

∑

{y∈Xj : g·y=y}

e−βjτ(ug|y),

which by (5.1) is precisely ψβ,τ(ug). Thus φ = ψβ,τ, and τ 7→ ψβ,τ is surjective. �

For every discrete group G, there are at least two normalised traces on C∗(G). The
usual trace τe on C∗(G) satisfies

τe(δg) =

{
1 if g = e

0 otherwise.
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To see that there is such a trace, consider the left-regular representation λ ofG on ℓ2(G),
and define τe : C∗(G) → C in terms of the usual orthonormal basis {ξg : g ∈ G} by
τe(a) = (λ(a)ξe | ξe). Then it is easy to check on span{δg} that τe has the required prop-
erties, and continuity does the rest. The other trace is the integrated form τ1 : C

∗(G) →
C of the trivial representation g 7→ 1, which is a scalar-valued homomorphism, and
hence is trivially a trace.

Since τe and τ1 do not agree on the δg with g 6= e, they are distinct traces, and hence
by Theorem 6.1 give distinct KMS states. We look at these states.

Corollary 6.5. Suppose that (G,X) is a self-similar action and β > log |X|. For g ∈ G and
k ≥ 0, we set

Fkg := {v ∈ Xk : g · v = v and g|v = e}. (6.5)

Then there is a KMSβ state ψβ,τe on (T (G,X), σ) such that

ψβ,τe(svugs
∗
w) =






e−β|v|(1− |X|e−β)

∞∑

k=0

e−βk|Fkg| if v = w

0 otherwise,

where we interpret |∅| as 0.

Proof. The state ψβ,τe is the one given by Theorem 5.1, so we just need to check the
formula for ψβ,τe(svugs

∗
w). It is certainly 0 if v 6= w, so we suppose v = w. Then since

τe(δe) = 1 and τe(δh) = 0 for h 6= e, the sum on the right-hand side of (5.1) collapses to
give

ψβ,τe(svugs
∗
v) = (1− |X|e−β)

∞∑

k=0

e−β(k+|v|)
(∑

y∈Fkg

1
)

,

which on pulling out e−β|v| gives the required formula. �

Corollary 6.6. Suppose that (G,X) is a self-similar action and β > log |X|. For g ∈ G and
k ≥ 0, we set

Gkg := {v ∈ Xk : g · v = v}. (6.6)

Then there is a KMSβ state ψβ,τ1 on (T (G,X), σ) such that

ψβ,τ1(svugs
∗
w) =






e−β|v|(1− |X|e−β)

∞∑

k=0

e−βk|Gkg| if v = w

0 otherwise.

Proof. As in the proof of the previous corollary, the second sum on the right-hand side
of (5.1) counts the number of elements ofGkg, and hence this follows from Theorem 5.1.

�

Although the formulas in the last two corollaries look a bit messy, they are quite
computable, and we will later discuss ways of doing these computations using Moore
diagrams. But it is easy to give a quick example now.

Example 6.7. Consider the basilica group (B, X = {x, y}) of §2.3. The first two relations
in (2.6) imply that the generator a changes the first letter of every word, so Fka = G

k
a = ∅

for every k ≥ 1, andψβ,τe(δa) = ψβ,τ1(δa) = 0. On the other hand, b fixes xwith b|x = a,
and hence satisfies b · (xw) 6= xw for every longer word xw. Thus Fkb = {yw : w ∈ X∗}

and Gkb = {yw : w ∈ X∗} ∪ {x}. We deduce that

ψβ,τe(δb) = (1− 2e−β)

∞∑

k=0

e−βk2k−1 = 1
2
(1− 2e−β)

∞∑

k=0

(2e−β)k = 1
2
, and



24 MARCELO LACA, IAIN RAEBURN, JACQUI RAMAGGE, AND MICHAEL F. WHITTAKER

ψβ,τ1(δb) = (1− 2e−β)

∞∑

k=0

e−βk(2k−1 + 1) = 1
2
+
1− 2e−β

1− e−β
.

Remark 6.8. When the group G is abelian, the normalised traces on C∗(G) ∼= C(Ĝ)

are given by probability measures on the compact dual group Ĝ. Thus in [17] (see
also §8.1 below), the KMS states with inverse temperature β > βc on (T (Zd, Σ), σ) are
parametrised by the probability measures on Td.

When G has an abelian quotientQ, C∗(Q) is a quotient of C∗(G), and the probability

measures on Q̂ give traces on C∗(G) and KMS states on (T (G,X), σ). This applies
in particular to the self-similar action (B, X) associated to the basilica group in §2.3,
since Proposition 2.6 implies that B has a quotient isomorphic to Z2. Thus for each
β > log |X|, Theorem 6.1 gives a simplex SQ of KMSβ states of (T (B, X), σ) parametrised

by the probability measures on Q̂ = T2. The simplex SQ includes the state ψβ,τ1 of
Corollary 6.6, which corresponds to the point mass at 1 ∈ T2. However, since the trace
τe does not factor through the quotient map, Theorem 6.1 implies that SQ does not
include the state ψβ,τe of Corollary 6.5.

7. KMS STATES AT THE CRITICAL INVERSE TEMPERATURE

In this section we describe the KMS states on T (G,X) at the critical inverse temper-
ature βc = log |X|. We start by showing that we are effectively dealing with the KMS
states on the Cuntz-Pimsner algebra O(G,X).

Proposition 7.1. Let (G,X) be a self-similar action. Every KMSlog |X| state of (T (G,X), σ)
factors through a KMSlog |X| state on O(G,X).

Proof. Suppose that φ is a KMSlog |X| state of (T (G,X), σ). Then Proposition 4.1 implies
that φ(sxs

∗
x) = |X|−1, and hence

φ
(

1−
∑

x∈X

sxs
∗
x

)

= 1− |X||X|−1 = 0.

Now the argument in [16, Lemma 10.3] implies thatφ vanishes on the ideal I generated
by 1 −

∑
x∈X sxs

∗
x. (Or one could apply the more general result in [12, Lemma 2.2] to

the family F = {svugs
∗
w} of analytic elements.) Corollary 3.5 says that I is the kernel of

the quotient map of T (G,X) onto O(G,X), and hence φ factors through this quotient
map. �

To state our main results about states of O(G,X), we need some information about
the sets Fkg in Corollary 6.5.

Proposition 7.2. Suppose that (G,X) is a self-similar action. For g ∈ G \ {e} and k ≥ 0, we
consider again

Fkg = {v ∈ Xk : g · v = v and g|v = e}.

The sequence {|X|−k|Fkg|} is increasing and converges with limit cg ∈ [0, 1).

Proof. If v ∈ Fkg and x ∈ X, then

g · (vx) = v(g|v · x) = vx and g|vx = (g|v)|x = e|x = e,

so vx ∈ Fk+1g . Thus |Fk+1g | ≥ |X| |Fkg|, and multiplying by |X|−k−1 shows that {|X|−k|Fkg|} is
increasing.

Since the action of G on X∗ is faithful, g acts non-trivially on some Xj, say g · v 6= v.
Then v is not in Fjg, and no word of the form vw is in any Flg. So for k > j,

|Fkg| ≤ |X|k − |X|k−j = |X|k(1− |X|−j).
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Thus |X|−k|Fkg| ≤ 1 − |X|−j < 1 for k > j, and the sequence converges to a limit cg
satisfying cg < 1. �

We can now state our main theorem about O(G,X). Notice that part (3) applies in
particular when (G,X) is contracting.

Theorem 7.3. Suppose that (G,X) is a self-similar action.

(1) Every KMS state of (O(G,X), σ) has inverse temperature log |X|.

(2) Take cg as in Proposition 7.2. Then there is a KMSlog |X| state on O(G,X) such that

ψ(svugs
∗
w) =

{
|X|−|v|cg if v = w

0 otherwise.
(7.1)

(3) Suppose that for every g ∈ G \ {e}, the set {g|v : v ∈ X∗} is finite. Then the state in part
(2) is the only KMS state of (O(G,X), σ).

Proof of Theorem 7.3 (1). Suppose that φ is a KMS state of (O(G,X), σ) with inverse tem-
perature β. Then the Cuntz relation

∑
x∈X sxs

∗
x = 1 and the KMS condition give

1 = φ(1) = φ
(∑

x∈X

sxs
∗
x

)

=
∑

x∈X

φ(sxs
∗
x) =

∑

x∈X

φ(s∗xσiβ(sx))

=
∑

x∈X

e−βφ(s∗xsx) =
∑

x∈X

e−β = |X|e−β,

and hence β = log |X|. �

We will prove existence of the KMSlog |X| state ψ by taking a limit of KMSβ states as
β→ βc = log |X|. To evaluate the limit, we need the following analytic lemma.

Lemma 7.4. Suppose that {ck} is an increasing sequence of real numbers with ck → c. Then
∞∑

k=0

(1− r)ckr
k → c as r→ 1−.

Proof. Fix ǫ > 0, and choose K such that k ≥ K =⇒ 0 ≤ c− ck <
ǫ
2
. Choose δ > 0 such

that

0 < 1− r < δ =⇒
K∑

k=0

(1− r)ckr
k < ǫ

2
.

Then for r satisfying 0 < 1− r < δ, we have
∑

∞

k=0(1− r)r
k = 1, so

∣

∣

∣
c−

∞∑

k=0

(1− r)ckr
k
∣

∣

∣
=

∣

∣

∣

∞∑

k=0

(1− r)(c− ck)r
k
∣

∣

∣

≤
K∑

k=0

(1− r)(c− cj)r
k + (1− r)(c− cK)

(

∞∑

k=K+1

rk
)

=

K∑

k=0

(1− r)(c− ck)r
k + (1− r)(c− cK)r

K(1− r)−1,

which is less than ǫ by choice of K and δ (and because rK < 1). �

Proof of Theorem 7.3 (2). We choose a decreasing sequence {βn} such that βn → log |X|,
and consider the KMSβn states ψβn := ψβn,τe of Corollary 6.5. By weak* compactness
of the state space, we can by passing to a subsequence assume that {ψβn} converges
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weak* to a state ψ. Proposition 5.3.23 of [3] implies that ψ is a KMSlog |X| state. (Or we
could wait till we have the formula (7.1), and apply Proposition 4.1.)

We now compute the limit of ψβn(svugs
∗
w). We know from (5.1) thatψβn(svugs

∗
w) = 0

unless v = w, and satisfies

ψβn(svugs
∗
v) = e

−βn|v|(1− |X|e−βn)

∞∑

k=0

e−βnk|Fkg|

= e−βn|v|
(

∞∑

k=0

(1− |X|e−βn)|X|−k |Fkg|(|X|e
−βn)k

)

.

Now we are in the situation of Lemma 7.4 with r = |X|e−βn and ck = |X|−k |Fkg| → cg.

Since rn := |X|e−βn converges to 1 from below as n→ ∞, Lemma 7.4 implies that
∞∑

k=0

(1− rn)ckr
k
n → cg as n→ ∞.

Thus

ψ(svugs
∗
v) = lim

n→∞

ψβn(svugs
∗
v) = lim

n→∞

e−βn |v|
(

∞∑

k=0

(1− rn)ckr
k
n

)

= |X|−|v|cg,

as required. �

Proof of Theorem 7.3 (3). Suppose that φ is a KMS state on O(G,X). We need to show
that φ is the state ψ in (2). Part (1) implies that φ has inverse temperature log |X|. Now
Proposition 4.1 implies that it suffices for us to prove that φ(ug) = ψ(ug) whenever
g 6= e.

Suppose that g ∈ G \ {e}. Since {g|v : v ∈ X∗} is finite and the action of G on X∗ is
faithful, there exists j such that for each v ∈ X∗ with g|v 6= e, there exists u ∈ Xj with
g|v · u 6= u. We will show that

|X|−nj
∣

∣Gnjg \ Fnjg
∣

∣ = |X|−nj
∣

∣{w ∈ Xnj : g ·w = w} \ Fnjg
∣

∣ → 0 as n→ ∞, (7.2)

and use this to show that φ(ug) = cg = ψ(ug).
We prove by induction that

∣

∣Gnjg \ Fnjg
∣

∣ ≤ (|X|j − 1)n (7.3)

for all n ≥ 1. Our choice of j ensures that, for every v ∈ Gjg, the set {w ∈ Xj : g|v ·w = w}

is not all of Xj; thus we have (7.3) for n = 1. Assume that (7.3) holds for n. Then
∣

∣G(n+1)j
g \ F(n+1)jg

∣

∣ =
∣

∣{vv ′ : v ∈ Xnj, v ′ ∈ Xj, g · vv ′ = vv ′} \ F(n+1)jg

∣

∣,

and we have

vv ′ ∈ G(n+1)j
g \ F(n+1)jg =⇒ v ∈ Gnjg \ Fnjg and g|v · v

′ = v ′.

On the other hand, for each v ∈ Gnjg \ Fnjg , we have g|v 6= e, and thus there exists v ′ ∈ Xj

such that g|v · v ′ 6= v ′. Thus for each v ∈ Gnjg \ Fnjg ,
∣

∣

{
v ′ : vv ′ ∈ G(n+1)j

g \ F(n+1)jg

}∣
∣ ≤ |X|j − 1,

and the inductive hypothesis gives
∣

∣G(n+1)j
g \ F(n+1)jg

∣

∣ ≤
∣

∣Gnjg \ Fnjg
∣

∣

(

|X|j − 1
)

≤
(

|X|j − 1
)n+1

.

Thus (7.3) holds for all n ≥ 1. Now we have

0 ≤ |X|−nj
∣

∣Gnjg \ Fnjg
∣

∣ ≤ |X|−nj(|X|j − 1)n =
(

1−
1

|X|j

)n

→ 0 as n→ ∞,
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which gives (7.2).
To complete the proof we show that φ(ug) = cg. For every n ∈ N, we use the Cuntz

relation 1 =
∑

w∈Xnj sws
∗
w and Proposition 4.1 to compute

φ(ug) = φ
(

ug
∑

w∈Xnj

sws
∗
w

)

=
∑

w∈Xnj

φ(sg·wug|ws
∗
w)

=
∑

{w∈Xnj : g·w=w}

|X|−njφ(ug|w)

=
∑

w∈G
nj
g \F

nj
g

|X|−njφ(ug|w) +
∑

w∈F
nj
g

|X|−njφ(ue)

=
∑

w∈G
nj
g \F

nj
g

|X|−njφ(ug|w) + |X|−nj|Fnjg |. (7.4)

Let ε > 0. By Proposition 7.2, there existsN ∈ N such that

n ≥ N =⇒
∣

∣cg − |X|−nj|Fnjg |
∣

∣ < ε/2 and
(

1−
1

|X|j

)n

< ε/2.

Then for n ≥ N, (7.4) gives

|φ(ug) − cg| <
∑

w∈G
nj
g \F

nj
g

|X|−nj|φ(ug|w)|+ ε/2

≤
∣

∣Gnjg \ Fnjg
∣

∣ |X|−nj + ε/2

≤
(

1−
1

|X|j

)n

+ ε/2 < ε,

which implies that φ(ug) = cg. �

Somewhat surprisingly, our construction of KMS states at the critical inverse tem-
perature gives a third trace on C∗(G).

Corollary 7.5. Suppose that (G,X) is a self-similar action, and take {cg} as in Proposition 7.2.
Then there is a trace τ on C∗(G) such that τ(δg) = cg for g 6= e.

Proof. Proposition 4.1 (2) implies thatφ◦πu is a trace on C∗(G) for every KMS state φ of
T (G,X) or O(G,X), and taking φ to be the KMSlog |X| state of O(G,X) in Theorem 7.3 (2)
gives the required trace τ := φ ◦ πu. �

It will follow from Propositions 8.2 and 8.4 below that, for the self-similar actions of
the basilica and Grigorchuk groups, the trace of Corollary 7.5 is distinct from the traces
τe and τ1 considered in §6.

Remark 7.6. In [25, §3.4], Planchat constructs a trace Tr on a quotient C∗
ρ(G) of C∗(G),

and the value Tr(ρg) at a unitary generator is (in our notation) the limit limk→∞ |X|−k|Gkg|

of the decreasing sequence {|X|−k|Gkg|}. When (G,X) has the finite-state property of

Theorem 7.3 (3), the calculation (7.2) implies that |X|−k|Gkg| → cg also, and hence our
trace coincides with the lift of Planchat’s trace to C∗(G). For the groups generated
by automata studied in [25], the pair (G,X) always has this finite-state property. (To
see this, note that G is generated by a finite set S which is closed under restriction.
This generating family induces a length function l on G, and then the properties of
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restriction imply that l(g|v) ≤ l(g) for all g ∈ G and v ∈ X∗. Since there are finitely
many words of a fixed length, it follows that each {g|v : v ∈ X∗} is finite.)

Our calculations in the next section suggest that it may be easier to compute the
values of this trace using the formula cg = limk→∞ |X|−k|Fkg|.

We finish by showing that for a contracting self-similar action, the values of cg on
the nucleus determine the function c, and hence the KMS state at critical inverse tem-
perature. For convenience, we define ce := 1.

Corollary 7.7. Suppose that (G,X) is a contracting self-similar action with nucleus N . For
g ∈ G, choose k ∈ N such that g|w ∈ N for everyw ∈ Xk. Then

cg =
∑

{w∈Xk : g·w=w}

|X|−kcg|w .

Proof. We letφ be the unique KMSlog |X| state of (O(G,X), σ), so that in particularφ(ug) =
cg for all g (see Theorem 7.3 (2)). Now the result follows from the calculation in the first
three lines of (7.4). �

8. EXAMPLES

8.1. Dilation matrices. Suppose that A ∈ Md(Z) has |detA| > 1, and consider the
associated self-similar action (Zd, Σ) of §2.2. We first check that the states constructed
in Theorem 5.1 are the same as the ones in [17, Proposition 6.1].

The Fourier transform gives an isomorphism of C∗(G) = C∗(Zd) onto C(Td); we
choose the one which takes δn to the function z 7→ zn. Traces on C∗(Zd) are given by
probability measures on Td; given such a measure µ, we consider the trace τµ such that
τµ(δn) =

∫
Td z

n dµ(z). We want to compute the values of the state ψβ,τµ of Theorem 5.1
on an element swuns

∗
w (it vanishes on the other spanning elements). For j ≥ 0 and

u ∈ Σj, we have

n · u = u⇐⇒ n + bj(u) = bj(u) ⇐⇒ n ∈ BjZd,

so {u ∈ Σj : n·u = u} is either Σj (when n ∈ BjZd) or empty. Ifn·u = u, then n|u = B−jn
by (2.5), so the right-hand side of (5.1) is

(1− |detA|e−β)
∑

{j≥0 : n∈BjZd}

|detA|je−β(|w|+j)τµ(δB−jn). (8.1)

Thus we have n ∈ BjZd ⇐⇒ B|w|n ∈ B|w|+jZd, and writing j ′ = |w| + j in (8.1) gives

ψβ,τµ(swuns
∗
w) = (1− |detA|e−β)

∑

{j ′≥|w| : B|w|n∈Bj ′Zd}

|detA|j
′−|w|e−βj

′

∫

Td

zB
(|w|−j ′)n dµ(z).

(8.2)
The isomorphism θ : T (Zd, Σ) → T (ML) of Proposition 3.9 carries an element

swuns
∗
w into ub(w)+B|w|nv

|w|v∗|w|u∗
b(w), and we can check that the right-hand side of (8.2) is

the same as the value of the state ψβ,µ of [17, Proposition 6.1] on the spanning element
ub(w)+B|w|nv

|w|v∗|w|u∗
b(w).

Proposition 8.1 ([17, Theorem 5.3]). Suppose that A ∈Md(Z) has N := |detA| 6= 0. Then
there is a KMSlogN state φ of (O(ML), σ) = C

∗(u, v) such that

φ(umv
kv∗lu∗

n) =

{
0 unless k = l and m = n

N−k if k = l and m = n.
(8.3)

If A is a dilation matrix, then this is the only KMS state of (O(ML), σ).
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Proof. To apply Theorem 7.3 (2) to the associated self-similar group (Zd, Σ), we need to
compute the numbers |Fjn|. For u ∈ Σj, we have n · u = u ⇐⇒ n ∈ BjZd, and then
n|u = B−jn, so n|u = 0 ⇐⇒ n = 0. Thus Fjn = ∅ for all n 6= 0, and the state ψ of
Theorem 7.3 (2) satisfies

ψ(svuns
∗
w) =

{
0 unless v = w and n = 0

|Σ|−|w| = N−|w| if v = w and n = 0.
(8.4)

We take φ := ψ ◦ θ−1. Then the elements of the form θ(sws
∗
w) are the umv

kv∗lu∗
n with

k = l = |w| and m = n = b(w), and (8.4) reduces to the formula (8.3) for φ.
Now suppose that A is a dilation matrix. Then Proposition 2.4 implies that (Zd, Σ) is

a contracting self-similar action, and the uniqueness follows from Theorem 7.3 (3). �

8.2. Computing using the Moore diagram. To calculate values of the KMS states ex-
plicitly, we need to compute the sizes of the sets Fkg and Gkg defined in (6.5) and (6.6).

We begin with Gkg.

For each v ∈ Gkg we get the following path µv in the Moore diagram:

µv := g g|v1
(v1,v1)

g|v1v2
(v2,v2)

· · ·
(v3,v3)

g|v
(vk,vk)

Notice that all the labels have the form (x, x). Every path with labels (x, x) arises this
way: given

µ := g h1
(x1,x1)

h2
(x2,x2)

· · ·
(x3,x3)

hk,
(xk,xk)

we have hi = (· · · ((g|x1)|x2) · · · )|xi = g|x1···xi−1
, and v = x1x2 · · ·xk belongs to Gkg with

µv = µ. We call paths µ of this form stationary, because they give elements v of X∗ such
that s(µ) · v = v, where s(µ) ∈ G is the source of the path µ. Thus Gkg is in one-to-one
correspondence with the set of stationary paths in the Moore diagram starting at g.

For v ∈ Fkg, we have g · v = v and g|v = e, so the last vertex on µv is e. Thus the

elements of Fkg are in one-to-one correspondence with the stationary paths starting at g
and ending at e.

Thus we can compute |Gkg| and |Fkg| by counting stationary paths in the Moore dia-
gram. Notice that for a given g, we only need to draw the part of the Moore diagram
which consists of the stationary edges reachable by stationary paths from g. For exam-
ples of such computations, see Examples 8.3 and 8.5 below.

8.3. The basilica group. We now consider the self-similar action (B, X) which defines
the basilica group (see §2.3). In §6.7, we discussed KMS states on the Toeplitz system
(T (B, X), σ) at inverse temperatures greater than the critical value βc = log |X| = log 2.
At the critical inverse temperature, Proposition 7.1 implies that every KMSlog 2 state
factors through (O(B, X), σ), and we have:

Proposition 8.2. The system (O(B, X), σ) has a unique KMSlog 2 state, which is given on the
nucleus N = {e, a, b, a−1, b−1, ab−1, ba−1} by

φ(ug) =






1 for g = e
1
2

for g = b, b−1

0 for g = a, a−1, ab−1, ba−1.
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Proof. We know from Proposition 2.5 that (B, X) is contracting with nucleus N , so exis-
tence and uniqueness of φ follow from Theorem 7.3. In Figure 2, there are no station-
ary paths from g ∈ {a, a−1, ab−1, ba−1} to e, so for such g we have Fkg = ∅ for all k and

φ(ug) = cg = 0. For g ∈ {b, b−1}, the only stationary paths go straight from from g to e,
and there are 2k−1 of them; thus |X|−k|Fkg| = 2

−k2k−1 = 1
2
, and φ(ug) = cg =

1
2
. �

Corollary 7.7) implies that these computations of the KMSlog 2 state on the nucleus
suffice to determine the state. If we want to know other values of the state, we can use
the strategy outlined in §8.2. We illustrate this strategy by calculating φ(svuabas

∗
w).

Example 8.3. By Theorem 7.3 (2), φ(svuabas
∗
w) is either 0 or 2−|v|φ(uaba). To compute

φ(uaba), we draw the portion of the Moore diagram emanating from aba with a view
to finding Fkaba. From the defining relations, we calculate

aba · x = x (aba)|x = (ab)|a·xa|x = (ab)|yb = a|yeb = b

aba · y = y (aba)|y = (ab)|a·ya|x = (ab)|xe = a|b·xa = a|xa = ba.

We then note that ba · x = b · y = y, which forces ba · y = x, and hence there are
no stationary paths going from aba to e through ba. Now we can delete any edges in
the Moore diagram for the nucleus with unequal labels, and find that all the stationary
paths from aba to e lie in the diagram

e

(y,y)

(x,x)

b
(y,y)

a

(x,x)

ba

aba

(y,y)

(x,x)

We deduce that |Fkaba| = 2
k−2 for k ≥ 2, and hence

φ(uaba) = caba = lim
k→∞

2−k|Fkaba| =
1
4
.

Thus Theorem 7.3 (2) gives

φ(svuabas
∗
w) =

{
2−|v|−2 if v = w

0 otherwise.

8.4. The Grigorchuk group.

Proposition 8.4. Let (G,X) be the self-similar action of the Grigorchuk group from §2.4. Then
(O(G,X), σ) has a unique KMSlog 2 state φ which is given on the nucleus N = {e, a, b, c, d}
by

φ(ug) =






1 for g = e

0 for g = a

1/7 for g = b

2/7 for g = c

4/7 for g = d.

Proof. We know from Proposition 2.7 that the Grigorchuk action is contracting with
nucleus N , and |X| = 2, so Theorem 7.3 (3) implies that there is a unique KMSlog 2 state
φ. A look at the Moore diagram shows that there are no stationary paths starting at a,
and hence there are no stationary paths going to e through a. Thus it suffices to count
paths to e in the following diagram.
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e

(y,y)

(x,x)

c

b

(y,y) d
(x,x)

(y,y)

(y,y)

In particular, Fka = ∅ for all k, and φ(ua) = ca = 0. From d, there are 2k−1 paths of
length kwhich go straight to e, 2k−4 which first go round the cycle once, and

|Fkd| = 2
k−1 + 2k−4 + · · ·+ 2k−(3j+1) where 3j+ 1 ≤ k ≤ 3j+ 3.

Summing the geometric series gives

|Fkd| = 2
k−(3j+1)

((23)(j+1) − 1

23 − 1

)

=
2k+2 − 2k−(3j+1)

7
where 3j+ 1 ≤ k ≤ 3j+ 3.

Thus

|X|−k |Fkd| = 2
−k|Fkd| =

4− 2−(3j+1)

7
where 3j+ 1 ≤ k ≤ 3j+ 3,

and φ(ud) = cd = limk→∞ |X|−k |Fkd| =
4
7
. There are similar formulas for c and b:

|Fkc | = |Fk−1d | =
2k+1 − 2k−(3j+2)

7
where 3j+ 2 ≤ k ≤ 3j+ 4, and (8.5)

|Fkb| = |Fk−2d | =
2k − 2k−(3j+3)

7
where 3j+ 3 ≤ k ≤ 3j+ 5,

and these formulas imply that φ(uc) = cc =
2
7

and φ(ub) = cb =
1
7
. �

Example 8.5. We calculate the value of the state φ in Proposition 8.4 on the generator
ucadac. We need the part of the Moore diagram emanating from cadacwith stationary
edges. We calculate, using either the defining relations (2.8) or the same information
encoded in the Moore diagram of Figure 3:

cadac · x = x (cadac)|x = (cada)|xa = (cad)|ya = (ca)|yba = c|xba = aba

cadac · y = y (cadac)|y = (cada)|yd = (cad)|xd = (ca)|xd = c|yd = d2 = e

aba · x = x (aba)|x = (ab)|y = a|yc = c

aba · y = y (aba)|y = (ab)|x = a|xa = a.

This gets us into the nucleus. Now adding the stationary edges from the Moore di-
agram of the nucleus gives a diagram which contains all the stationary paths from
cadac to e:

e(y,y)

(x,x)

b

a

(x,x)

c

(y,y)

(x,x)

d
(x,x)

(y,y)

(y,y)

aba
(y,y) (x,x)

cadac

(y,y)

(x,x)
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We need to count the paths from cadac to e in this diagram. They go either straight to
e, or straight to c. Using the formula in (8.5) for Flc, we have

|Fkcadac| = 2
k−1 + |Fk−2c | = 2k−1 +

2k−1 − 2k−(3j+4)

7
where 3j+ 4 ≤ k ≤ 3j+ 6,

and hence

|X|−k|Fkcadac| = 2
−1 +

2−1 − 2−(3j+4)

7
where 3j+ 4 ≤ k ≤ 3j+ 6.

Thus φ(ucadac) = ccadac = limk→∞ |X|−k|Fkcadac| =
4
7
.
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