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Evaluation of gesture based interfaces for medical volume visualization tasks

Abstract

Interactive systems are increasingly used in medical applications with the widespread availability of
various imaging modalities. Gesture-based interfaces can be beneficial to interact with these kinds of
systems in a variety of settings, as they can be easier to learn and can eliminate several shortcomings of
traditional tactile systems, especially for surgical applications. We conducted two user studies that
explore different gesture-based interfaces for interaction with volume visualizations. The first experiment
focused on rotation tasks, where the performance of the gesture-based interface (using Microsoft Kinect)
was compared to using the mouse. The second experiment studied localization of internal structures,
comparing slice-based visualizations via gestures and the mouse, in addition to a 3D Magic Lens
visualization. The results of the user studies showed that the gesture-based interface outperform the
traditional mouse both in time and accuracy in the orientation matching task. The traditional mouse was
the superior interface for the second experiment in terms of accuracy. However, the gesture-based Magic
Lens interface was found to have the fastest target localization time. We discuss these findings and their
further implications in the use of gesture-based interfaces in medical volume visualization, and discuss
the possible underlying psychological mechanisms why these methods can outperform traditional
interaction methods.
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Abstract— Interactive systems are increasingly used in medical
applications with the widespread availability of various imaging
modalities. Gesture-based interfaces can be beneficial to interact
with these kinds of systems in a variety of settings, as they can be
easier to learn and can eliminate several shortcomings of
traditional tactile systems, especially for surgical applications. We
conducted two user studies that explore different gesture-based
interfaces for interaction with volume visualizations. The first
experiment focused on rotation tasks, where the performance of
the gesture-based interface (using Microsoft Kinect) was
compared to using the mouse. The second experiment studied
localization of internal structures, comparing slice-based
visualizations via gestures and the mouse, in addition to a 3D
Magic Lens visualization. The results of the user studies showed
that the gesture-based interface outperform the traditional mouse
both in time and accuracy in the orientation matching task. The
traditional mouse was the superior interface for the second
experiment in terms of accuracy. However, the gesture-based
Magic Lens interface was found to have the fastest target
localization time. We discuss these findings and their further
implications in the use of gesture-based interfaces in medical
volume visualization, and discuss the possible underlying
psychological mechanisms why these methods can outperform

traditional interaction methods.

Index Terms — gesture-based interfaces, human- computer

interaction, medical visualization, wuser study, volume

visualization.

I.  INTRODUCTION

The quality of health care depends crucially on the ease and
success with which physicians are able to construct accurate
mental representations of one or more registered 3D imaging

Manuscript Received on January 10.2012
kirmizi@gwmail. gwu.edu

modalities, such as CT and MRI scans, depicted on the 2D
displays of traditional computer monitors [1, 2]. The
consequences of failing to correctly interpret medical datasets
can be devastating, not only in terms of the human costs, but
also in terms of the financial burden incurred by the patient and
by the health care system. The common practice of visualizing
3D modalities as a series of 2D slices requires physicians to
mentally reconstruct the volume by cognitively merging the 2D
images, thereby building a 3D mental object [3, 4]. The task of
reconstructing and understanding the spatial relationships
between external and internal parts of the objects is challenging.
Therefore, 3D medical visualizations that allow displaying and
interaction of CT and MRI data are widely used in training and
diagnosis [5]. However, perceiving the depth relationship
among three-dimensional objects on a 2D screen presents a
major challenge in the field of medical visualizations. Some of
the issues of such visualizations are volume occlusion and
ambiguity (or absence) of depth cues.

To help alleviate this problem, various manipulation tools
have been created and tested. Examples include changing the
viewpoint to use parallax effects or changing rendering
parameters such as transparency. Some of the most widely used
interaction interfaces are the mouse, electromagnetic and
optical trackers. The use of real-world objects, referred to as
“props”, virtual objects guided by the user [6], and controllable
animations [7] have been proven effective in perceiving the
anatomy and depth relationship between objects. Even though
these interaction methods have been shown to be accurate and
helpful in volume visualizations, they present challenges when
introduced in surgical systems used in the operating room
(OR).

In most medical applications, interactivity is often through 2
degrees of freedom devices, such as the mouse. The high level
of wuser familiarity with the mouse might make

‘mouse-controlled interaction methods more effective than other,

newer methods. On the other hand, the mouse is a 2D
interaction tool and this requires the user to mentally transform
the 2D mouse-space onto the three dimensions of the
dataset—a transformation that adds to the cognitive load and
thus could negatively impact performance. Also,
mouse-controlled systems must be sterilized for use in the
operating room and their mere presence may disrupt the
surgical workflow. Thus, there is both a need to critically
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evaluate the utility of mouse-controlled interactivity in the
context of medical datasets, and also a need to develop
interaction methods that are not subject to the drawbacks of the
mouse. Furthermore, these sterilization and workflow concerns
apply to tactile user interfaces in general, and touchless
interfaces can prove to be a solution that overcomes these
problems.

In this paper we study the prospect of using hand gestures
acquired using depth cameras (Microsoft Kinect) in
manipulating 3D medical visualizations. We compared
accuracy and interaction speed of Kinect with respect to the
same parameters measured when using the mouse. We
conducted two user studies, which aimed to study the
performance of interaction methods in rotation tasks and
understanding the internal structures in a volumetric dataset.
This paper is an extended and revised version of our previous
work [8].

II. RELATED WORK
2.1 Interaction with Volume Visualizations

In earlier work, Hauptmann [9] suggested that users prefer to
use gestures and speech when interacting with computer
images. The most used interactions were interaction with
several fingers at the same time, moving both hands in all three
degrees of freedom for performing various tasks, and ultimately
using a combination of fingers, hands and several words to
execute any desired task. The preference for multimodal
interfaces that combine gesture and speech in order to improve
the speed and accuracy of interactions with 3D virtual objects
have been investigated and confirmed [10-12].

Two-handed interactions for 3D volume manipulations have
been observed to be more natural and better performed when
implemented with the user and the task in mind [6, 13, 14].
Zeleznik et al. developed various two-handed cursor techniques
for 3D object transformation by separating the tasks done by
the dominant hand and the non-dominant hand. The resulting
parcellation of degrees of freedom across hands helped in
making the tasks of translation, rotation and scaling more
natural and precise. Similar two-handed interactions can be
used to manipulate the position of the camera in the 3D world.
Such interactions contribute to the execution of tasks that are
difficult to do using a single mouse or tasks that require great
concentration and high precision. However, the authors note
that such a system has a few disadvantages: there are physical
constraints of the devices depending on whether relative or
absolute input devices are used.

Hinckley et al. [6, 14] discuss several useful guidelines when
designing an interactive system. For example, they propose that
not all degrees of freedom should be used in performing a task
if not all of them are necessary. Other aspects of this summary
of features of interactive interfaces is the use of clutching
mechanisms to help with the execution of the task, ergonomic
designs to make the system easier to use without introducing
fatigue, introducing transparency or other rendering techniques
to help with orientation, and adequate choice of interface
tracking method.

Until recently most gesture systems would rely on trackers or
some other technology that would require wires running to the
computer ports. However, Breuer et al. [15] and Ahn et al. [16]
point out two of the most important principles in Human
Computer Interaction systems — the action of the user should
not be invasive and the interaction device should not disturb the
user. This makes many of the methods used in motion tracking
inadequate because of the nature of the technology and the
wires connecting the device to the computer. Breuer et al. were
one of the first researchers to develop non-invasive tracking of
hands using a time of flight camera. At the early stage of this
study, the system was subject to problems with visibility,
occlusion, and data points that could not be tracked in
consecutive frames. Ahn et al. also used a time of flight camera
tracking system combined with the Kalman filter in order to
distinguish the position and depth of the user’s hands and
implement a computer system for simple manipulations of 3D
objects. However, no user studies have been done to validate
the importance and the adequacy of the system and its usability.

In the past couple of years more attention has been paid to the
integration of game controllers like the Wii remote [17, 18] and
the XBox game controller in the manipulation of 3D objects
and tracking of the user. Ardito et al. [19] conducted a user
study to test the performance of users when manipulating 3D
virtual objects using three different methods: the mouse,
Wiimote and the XBox controller. Every user had to perform
object rotation, translation and path. The controlled study
shows that the two game controllers are outperformed by the
standard mouse when precision is taken into consideration.
However, it was noted that the results are dependent on the
familiarity of the user with every device, and the Wiimote has
the chance of performing best if the user is comfortable with the
controller and experienced in properly manipulating it.

2.2 Spatial and Depth Perception

There is a wide range of literature that suggests the help of
dynamic systems for effective volume visualization. The
spatial cognition of volumetric objects is highly dependent on
the rendering mode of the system. Experiments have been
developed to study depth perception of 3D visualizations
depending on various ways of direct volume rendering
techniques [20]. This study showed an increased accuracy in
the dynamically rendered volume and improved precision in
depth perception by providing a perspective projection.

The importance of dynamic rendering for user interaction
has also been shown by Sando et al. [21]. This study confirmed
that users perform better if provided with animations of the
displayed object and when given the possibility to interact with
the object.

Volume renderings displayed on a 2D screen can cause loss
of orientation when no reference points are provided. In cases
of medical visualization where only one 3D object is shown, the
physician can easily lose perception of how the object is
oriented. User studies done by Stull et al. [22] show that
providing orientation references in the form of the three axes —
X, y and z, can help in matching the target orientation.
Compared with an experiment where no reference handles have
been provided, the study shows that accuracy in matching an



The International Jcmmal of Virt&al Reality, 2012, 1 1{2)1 13

_object to a target orientation can be increased Whlle
1mu1taneous ly decreasing periormance time by providing the
main three axes of rotatl on m the Obj ect remmnce frame.

GESTURE BA‘&ED INTERFACES F OR MEDICAL
VO LUMII VISUALIZATION

urrent staﬁdard interaction interfaces for medical

nu'qt 'be méintaine‘d“ thefe’fore' thé Visualization

Fig. 1. Rotation by hand loca

‘ A rt:ccntly and 1ap1diy dwelopmg t:end in human- compumr
interaction is the development of ‘natural’ user
_which aim to use familiar actions to control systems to improve
. perﬁmmnce and reduce the time necessary for the users o
_ become acclimated with systems, The use of gestures can
provide an alternative that can overcome the alorementioned
imitations of tactile interaction interfaces. A few research
fforts (for instance Gestix [24]) have used computer vision

chniques to track users’ hand locations for interaction with

visualizations, but this work focused more on the

_implementation aspects of designing such systems. The

introduction of Microsoft Kinect has provided researchers with
a cheap and robust alternative to track uset movemen
translate them into interactions, with applicatio  many
diverse areas [25]. In this paper, we provide human factors
analysis of a Microsoft Kinect based system w 11 the ultimate
goal being development of a device useful for use in medical
visualization settings, especially in the operating reom.

In this section, we will describe some of the mtwaétimx%

methods using Kinect for medical visualization applications.
All of these interaction methods used the track&,d location of

one or both user hands, which were extracted using the OpenNI
framework [26]. Our in providing these methods here is to
describe how they were implemented in our &Aperlrmnts whli

the alterndtives are prcwnteé for wmpamon purpme& ‘ "

Rotation

The rotation th two hands can be xmplem&nmd ina varmy .
of ways. The first method uses the relative locations of two
hand positions in the real world. In this method, the vector

~ between the hand positions (right to left in our implementation) -

was used to calculate the X- and Y- plane rotations of the object.
This is shown with cxamplw in F1g 1. One way to undcmﬁmd i
this rotation is to imagine that the user is holding the object
from its sides (as indicated by L and R in Fig, 1) and performing
the rotation accordingly (this was the way the interface was
deseribed to the subjects in our experiments).

~ The three main axes of rotation are used as mmtmn,
references. The yellow cubes denoted by L and R in the
visualization respectively correspond to left and ng:,ht hand
locations of the user, the correspondence to user’s i hand
locations can be seen in the right side of the fig igure (ddwwt
credit: OsiriX volume database [27]). ﬁ .
~_Another way to perform the rotation is by ra heting the
rotation incrementally. For this, we chose the distance between
the hands as an en&agement/d13@1’1g&gemmt trigger. While the
hands are closm to each otl ”ICI than a threghc)ld (wc used the,

Hand positions can b nsed o mampulaw the size of the
object by mapping the zoom f:«::ctor or ob;wt sm‘: to me mlatwe f
distance of the hands. , .

Gestures as a Mouse
_ The projected hand posxtion can be used ‘to contm] thu c;\mmr’ ,
location. For this, we rmed a trigger for the mouse click: two
poss;imlmes are using the dominant or non-dominant hand
distance to the camera as triggers, For this, the de

and

Yot depth value of
hand locations are compared with the depth of another joint (c.g.
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nght hand thh rxght almulder), and if the distance is more than
thrmho d, a mouse button dawn action is regwtered '

1 angmg Vlewpemt

We can use hand positions to change the Vn'mai camera

ion Fm this interaction, the vector between two hands is

as the camera look vector ( b. Tu deﬁne the camera, we
0 up vector(u), for which the up vector of the Kinect

space (u’ = {0, 1, 0}) can be used. u and the right
(f} hen ean b««: micu}aiec a8 in (l) Q)

0

hc\d kac; u%mg the left hand location as the camcm
ile the right hand always looks at the origin. If desired,

a zoom can be adjusted usmg the right hand s . ’
, , variety of medical visualization tasks. In order to evaluate the

 ctfectiveness of sesture-based interfaces, we have conducted

he leﬁ hand

szed Visualization ‘
ces are the most mmmonly uaeci vmuahmtlon method

medical datasets because of their familiarity to the

and their success in presenting size
jon since no pcrspectwc progecnon is used. These

zations can be auemented with 3D renderings where the

ists and surgeo

iboic e

gf 2. Exampleq of Magxc Lens visual 'tlbn and volume cditing. The
volumetric lens location in (a) and brush location used fo create (b) are

- pontrollcd by the users right hand _while the editing mode is ¢cuvated by -
raising left hand.

The méthods pwsentéd in this section can be useful for a

user studies of two of the most widely used tasks for interactive
volume visualizations: rotation and finding structures inside a.

volume. These two volume interactions are a necessary part in

the exploration of medical volumes, allowing the phyf;]clan to

study both the overal shape of the iject 'md m inner

Structures

n of the slice can be shown as a placcholder to help

icians understand the rblatwe Jocation of the current slice
¢ rest of the dataset. The 1ocatmn of these slicesin X Y and

lanes can be changed by gesture based interactions. In our

mplumcm Hon we used the relative helght (y value) of the
ight hand with respect to the torso location of the user
extracted by Kinect to select the slice location on the XZ plane,

with the shoulder width used to normahze thc helght to [O IJ '

_range of the datasut

' 31) Maglc Lens ‘

_ The Magic Lens interface was proposud by Bier etal [28} as

sr:attal filters to *

ify thc visual _appearance ot
enhanc’é ddta of int i , :

can be cither pe'
can be chang; by

currently sdectud regmn

Vmume Editing

Volume ed}tmg Gpmr’ltl()!“l‘«} can used by movir

~ volumetric brush to permrm accumulated sub -volume

_ selections and changing the rendering pmamuers inside

 different selected sub-volumes. The lens location again can be.

 selected by the dominant hand location in 3D. Implementation

details for such a rendering aprpmach are beyond the scope of

this paper. Interested readers can refer to our preyious work [31,
32} An exsﬂmp e ve}ume ed:tma rwauit 8 ShOWII in Flg E(b)

. ’EXPERIMENT I ROTATIO‘N

Thc first uxpunmcnt asked the u:«,ms to rotatc a volume
rendmed visualization to matc!h a target wsuahzahon which
was mtated random by one of several pre-deﬁned posmblé
orientations. The computer screen was split into two parts. The

right part dxsp ayed the target orientation of the volume. The

leﬁ side showed the same Volume bm: ma d)ffcrent orxentatxon :

aim thh this mndomwatmn of interface ordcrs was to'
"mmnmze any systematic effects of familiarity and learning by
 distributing these effects randomly '
analysis of rewlts showed m} order cffects were. prusent m
, ,ezthet of th“e e*cperxmems ' '

_ across users, and the
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it provides a known shape with

i condicled & pzk)t":x '
research g gmup (not including

L

he sub;c,ctiz were mstructed to gct clo% m the mrgct
,,as p0551ble and to mdlcme when they thmk they are reaso

~ hands *arc used fm miemctmn
. pesture to mchuate advancement, and usmg meaqums lik 5 1 .
_ distance to indicate encra,gemenb’dlsengagcment was found cction of the current mouse
be distracting and insufficiently robust in our pre-experim for clicking was sclected to
tests. Second, the use of numerical similarity (e.g. advanc o the camera than the right
_ when the current difference in X and Y axes are less than endicular to the image. 131@“@% ;
~ degrees for 2 seconds) or the use of changing background color cation was Ub‘fd to control the
_when the orientation is within an acceptable range was found to ibed above. This threshold
~ have fluctuating effects in performance because of the t clbow for most users. which we
 difficulty of perceiving rotations from 3D renderings. In some  bel distance. The rotation process was
cases, the user would think s/he was close and wait for oth (i.c. the same function was C*‘HU«T
_ auto-advancement when outside the accepted range, or would ith nd clicking %130“3) '
exhibit overreliance on the background change, whichisnota  Th t study reinforced our as&;umptmn .
 realistic assumption in a real application setting. We believed ntation would not be comparable to the
these advancunem me,thods wou[d mtroduce undt,sued errors ~ Other two The HSGW mmmented the mtertaw wa

- expmmcnts was significantly hlgher ﬂmn, on _the orh_ex
interfaces — average time for KMR was 29.3s versus

_ omit KMR from our experiment anc
using only TMR and K2HR.

; Controlled User Study

22 and 38, with an avu‘agc age of29. .@L
' 12 were male and 3 were femaie Om

- their pufmmamu rec,orded The users tmmcd on a different
~ volumetric dataset (Piggy bank dataset [33]) so that they do not
_ learn the shape (and the internal structure for Experun 1D of
~ the dataset for the experiment, but get familiar with th
_ interaction methods and the nature of the tasks. For th
, preumcnt we used thc, ‘thmfcprd Bunny {’%3}, because of 1t
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mouse and Kinect locations. Our setup can be seen in Fig. 4.

Fig 4. Expmjnmmzii Scm}m

uthr:)rs prwratmm in this part of the study were

vofold. First, we hypmhesnzed that users would fmd it casier
yf equal difficulty to rotate and match the tm get orientation
‘hen using K2HR than when using TMR. We beheved that
(ZHR was more ﬂexxblc in trying to qmckly re-orient the
olume and adjust to the correct orientation. K2HR was also
believed to be a more natural interface to use than TMR
because it mimics holding an object in one’s hands and rotating
it in the X- and Y-axes. Second, we expected that the time it
 takes for the correct matcbmg between the object and target
orientation to be compambk between the two orientation
interaction methods. However, the TMR interface could prove
to be more accurate than K2HR since it 1s po‘;sxblc, tha 'premsc
small mov&mems could be performcd
mouse. '

Data Analysns an Result\

Each SLIbJCLt )

Accuracy and time wi

independent variable in each te

(KEHR or TMR). Fm the accuracy me

quararmon reprmentatmn with rotation crrm calculated as the
_ quaternion norm of the difference between target and the user
selected rotations. The box plots of the mqulm are dwplayed in

r rotation error, and in Fig.6 for time,

«acy.  The rotation error analysis showed that the
aémn ‘
O 09 qnatemmﬂ units) was b1gmhwm1y ‘higher than the

accuracy using TMR (m*erag error of 0.13 umts !{14] 3.19;
<0.007). '

and tended to perfbr '
interface. ‘ :

 Box-Whisker Plot Comparison
Experiment | - Quaternion Distance

Kinect
2Hand
Rotation :

Mouse
Rotation

Box-Whisker Plot Comparison
Experiment | - Time

, Kinect 2
_ Hand
_ Rotation

Mouse
Rotation

e K2 ‘R mtelface
ore simi arly to each othar using that

In sum we can conclude that for both testmg conditions,

_ performance using the gesmre—bawd interface was reliably
. . better than when using the mouse as a rotation interface. The'
y in nrmntatmn ma’tchmg with K2H R (werage emn of  results are significant in showing that the K2HR is Zan'accura’t‘e

and fast interface'forfrotaﬁon matching taSks. ;




Thi*‘ Immwammai Jazmzal 0]‘ V rrizea[ Re'a[m

v EXPERIMENT it TA‘RGE’I‘ LOC‘;‘ALLZATION'

Fm this expemmem the task wis locahang artificially created
gets inside a volume This task aimed to replicate the way
sicians display volumetric datasets in a variety of medical
mosis and treatment applications - ie. by ﬁtudymg
cutwe 2D slices of the volumc to detect abnommhﬂe@ or

es in the intern structurecz Three interfaces were tested:

slice (MS). Kmect slice (KS) and 3D Magc, L ens (ML)

~and KS, the users conholled the location of a

on, shown i n the nght half of the window. The slice

vith respect to the volume was also dlsplayed on the

f the window, along with an opaque volume rendering

et. which did not s}mw any of th@ zaraet structures
he ML interface was provided as an alternative
o explore the i inner structures in 3D instead of using
The Magic Lens filter was defined as %howzmgp the
ctures but not the dataset boundary surface, in effect

a transparent volumetric sub-region that reveals the

ructures. A cylinder was selected as the lens shape The
ies of the lens were mdlmtcd by drawing hnes showing
Shapé of the cylmder The center of the lens (which the
ects are mstrucud to match to the target) was di splayed as a
1 square on the top of the cylinder. , :
he targets were created by copying a smallci' vc}ﬁlumé

ture to specific locations of the v’i)lume dataset. which were
cfined manually beforchand and were common across all
10 poss1ble target locatzom were defined. In cach trial,

4-subject§
9of thtse were used as dlatractors while the rnmammg one was
the target fm that tnal The difference between targets and
_ distractors was the size: targets had a radius of 1 5 voxels while
, "dlstractorfs had a radius of 10 voxels. The users were instructed
to search the volume by elther changmg the slice rlocatlcm

obtained from the pilot study and tl v
_ participants, we concluded that ML could be wmp’uab& in

performance to the other interaction methods. Therefore, we
decided to include all

2012, @113

scrwn for

tonally for consistenct

tthe ML interface.

: Pllot Study

We again purformcd a pl lot xmdy bef’omhdnd thh the same

;,roup of pilot users. I or this mpmmwt we were concerned if
the performance of ML would be mmpdrabl to MS and K8,

au e 1t wmlld be an unfamiliar mtcmcmn mothc)d

of the users, while juat changmg the slice location using aslide
”was thougl it to be a cognitively simpler and more tamlha.r task, v
Moreover, while ML presented the targets with 3D mndeszmgx .
(and pasbxble size amblgumes because of the per spective
projection), MS and KS essentially required the us

rto infer the
lowever, amly/mg ﬂu, dam
he foedback given by the

3D shape by looking at 2D slices.

. three inl 'actxon mctmds m our

the tmmmg, and 6 mmums to perform and col fect all ﬁam For :
trammg, the mrgu zmci dxxtmm,r c}b ects were pz)wtmmé mmdn .

ldrgem objmt u&si g ti}ﬁ: ii}rw li‘it‘fﬁld(/{] nm
&tanfc:-rd Barmy with data recording of time and accuracy, B

mtcrfam was tested With 5 target Iomt:o s, and the pos&zb ‘c “
target iocaumzs in the training and cx periment were ¢

xpetiment 1 (for shce-based visualizgtiony

ies. Afmr thé -
 training, the user pmfarmed the real cxpmmmﬁ usmg the;' '
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from each other (one half of the 10 used in training, while the
remaining half used for the experiment). After all three
interfaces were tested, the experiment was repeated again in an
independently random order, in the same manner of
Experiment [.

Our hypothesis for the experiment was that users would
locate the target object slightly faster when using the MS rather
than using KS. The first reason for this expectation is the
greater familiarity of the mouse than the KS interface. Secondly,
in the MS interaction the user is presented with an on-screen
slider, and the movement of the mouse corresponds to the
relative position of the slider with respect to its full range. In
KS, even though the origin location depends on the location of
the torso joint, that information may not be apparent to the user:
as far as the users are concerned, they are moving their hands in
air without a real frame of reference. Moreover, precise
movements could be more difficult with the KS and ML
because of the accuracy of the skeleton extraction from depth
images. However, based on previous research and our pilot
study, we expected to see a close correspondence in
performance when using MS or KS and that user’s accuracy
could be comparable. This would be a good indication of a
successful interface that would allow physicians to scan
through a series of 2D slices of the patient while in the OR and
without any danger of contamination of the physician’s hands
from the mouse.

We also expected that the time it takes for the user to locate
abnormal structures in the inside of the volume when looking at
2D slices would be close to the time it takes to use the Magic
Lens interface, since the user is presented with the 3D shape
using ML. We aimed to determine if the ML helps the user
better understand the internal structures of the volume and the
spatial relationship between objects, which could improve the
success of pre-operative planning and diagnosis, and volume
dataset understanding during surgery.

Data Analysis and Results

We performed two separate 1x3 repeated measures analyses
of variance (ANOVA) on the accuracy and time data, with
interface type as the repeated measures factor. For accuracy,
either the slice distance from the target center (for MS and KS),
or the projected pixel distance in Y-axis (for consistency) of the
Magic Lens center was used for analysis (for ML). The dataset
contained 361 slices, and the volume rendering occupied about
360 pixels on the screen; therefore, a rough equivalence of 1
pixel equaling 1 slice was assumed. Thus, we will use ‘units’
when discussing error in this section. However, comparing an
essentially 2D visualization of slices with the Magic Lens (3D
visualization) might complicate this analysis. This possibility
will be discussed in more detail in Section VII. The results of

Experiment II are presented as box plots in Fig. 9 and Fig. 10.

The mean performance for KS (7.2s) was on average faster
than MS (8.0s). However, the between-subject variance for MS
was lower than for KS (3.8 vs. 9.8, respectively). Furthermore,
both the error in identifying the target slice and the response
variance was lowest for MS. Thus, in general, performance in
using MS to select the correct slice was highest along several
criteria.

ML is a substantially different interface for studying the
internal structure of objects than MS and KS. While ML had a
better mean time (6.6s) than either KS or MS, the resulting
between-subject variance of 8.0 fell between that of MS and KS
(see above for comparisons). Furthermore, the mean error for
ML (9.9 units) was higher than for either MS or KS (3.3 vs. 5.3,
respectively). The between-subject variance was likewise
higher for ML (20, versus 5.7 and 1.0 for KS and MS,
respectively). This is not surprising, as we expected the mouse
afforded more precise control movements. The high variance
in error shows that users did not perform as consistently as a
group when interacting with this interface as compared to using
the mouse.

Box-Whisker Plot Comparison
Experiment [l - Error
— kK f— 0
Magic
Lens
T ag
Mouse
Slice
— X p——————
Kinect
Slice
0 5 10 15 20 25
]

Fig. 9. Box plot of results for Experiment II (error).
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Box-Whisker Plot Comparison
Experiment Il - Time
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Slice

Kinect
Slice

|
]

Fig. 10. Box plot of results for Experiment II (time).

There was a marginal main effect of interface type in the
time ANOVA (F[2, 28] = 3.18; p = 0.056). Pairwise planned
comparisons showed that this marginal effect was due solely to
differences between the ML and MS conditions (p = 0.017; all
other comparisons > 0.18). In the error ANOVA, there was a
significant main effect of interface type (F[2, 28] = 19.86; p
<.0001). Pairwise planned contrasts showed that performance
using either KS or MS was reliably better than performance
using ML (both p’s < 0.001); performance was only marginally
better using MS than for KS (p = 0.068). These results suggest
that even though ML can be used as an interface for quick
exploration of datasets, the mouse is more useful in tasks
requiring precise targeting. We discuss possible reasons and
further implications of these results in Section VII.

VI.  QUALITATIVE RESULTS

The informal feedback from the users was very positive, with
many users spontaneously expressing that the Kinect interfaces
were interesting and fun to use without being asked by
experiment administrators. The users were also asked to fill out
a survey to evaluate their experience, the results of which will
be discussed in this section.

For the rotation experiment, the K2HR was mostly preferred
by the users, with 11 out of 15 (69%) indicating they thought
K2HR was easier to use than TMR. When asked which
interface helped them understand the shape of the object, an
even larger preference (14 out of 15, 93%) towards K2HR was
indicated.

The Magic Lens interface was also received favorably by the
users. When asked about the ease of use of the interface on a
scale of 1 (very easy) to 5 (difficult), mostly very easy (5) and

somewhat easy (6) responses were given, with an average of
2.06 difficulty. Similarly, users responded with an average of
2.13 to the question asking about the ease of exploring the
internal structures of the object. Moreover, the users showed a
preference toward the ML interface compared to the
slice-based visualizations, with 11 out 15 indicating the ML
interface helped them understand the internal structure of the
object better than KS and MS interfaces. The details of these
results are given in Table I.

Comparison of the KS and MS interfaces produced results
that are more balanced, with 8 users indicating the KS interface
was easier to use compared to 7 for MS. However, 10 out of 15
users said KS slice traversal helped them understand the
internal structures of the object better (the synthetic targets in
this case).

TABLE 1. MAGIC LENS SURVEY RESULTS.
How easy was it to use the Magic Lens interface:

Very easy Somewhat Neutral Somewhat Difficult
easy difficult
5 6 2 2 0

How easy was it to explore the internal structures of a 3D dataset
using the Magic Lens:

Very easy Somewhat Neutral Somewhat Difficult
easy difficult
4 S 4 i 0

Do you think this tool would improve your understanding of 3D
datasets and their relation to the real world (e.g. the patient)?
Yes Maybe No

12 3 0

VII.  ANALYSIS OF RESULTS

Our experiments have yielded several interesting results. In
Experiment 1, performance using the gesture-based interface
exceeded our expectations. Users performed significantly
better using Kinect as compared to the mouse in the rotation
task. We believe the success of the interface comes from its
similarity to an action that users can relate to (holding and
rotating an object), as opposed to the mouse rotation, which is a
more abstract mapping. Furthermore, these results were
achieved after a short training time using an unfamiliar
interface, which points to the intuitiveness of using gestures for
rotation tasks. However, because the interface presented here
can only handle rotations in two degrees of freedom, it would
be interesting to see if users can perform rotations with three
degrees of freedom with other gesture-based interfaces (such as
using ratcheting as mentioned in Section IlI). We believe
gesture recognition methods that can detect hand gestures such
as grasping would be very beneficial for such tasks and can
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extend the possibilities of tasks that can be handled with these
kinds of interfaces.

In the second experiment, the mouse outperformed both
gesture-based interfaces in terms of accuracy, which was an
expected result given the suitability of the mouse in making
precise movements. For the Magic Lens interface, some other
factors might have contributed to the high error rate. In
slice-based visualizations, an accurate match requires the slice
to be in an exact position since only a cross-section of the data
is displayed. However, even though Magic Lens is not perfectly
centered at the target location, the target might be inside the
lens volume and completely visible. Furthermore, due to
perspective projection, the orientation of the Magic Lens might
change depending on its location, making it more difficult to
center it exactly on the target. These factors, combined with the
fact that gesture-based interfaces outperformed the mouse in
terms of time makes us believe that gesture based interfaces
might be particularly beneficial for exploration of volumetric
datasets. Another interesting follow-up to this study might be
studying the effects of the precision of the Kinect interface: for
instance making larger gestures necessary for the same amount
of virtual movement of objects, allowing the non-dominant
hand to perform coarse movements while the dominant hand is
used for refined movements as presented by Bier et al. [28], or
applying smoothing filters, to see the effect of these to the time
and accuracy of tasks. Moreover, the Magic Lens interface was
received favorably by users, and the fact that it can present the
inner structures of the dataset in 3D means that it can contribute
to understanding of medical datasets and shapes of internal
structures. Furthermore, users could locate targets more quickly
with Magic Lens, thus in situations where the user has to
compare information between several spatial locations (e.g. if
the experiment had more than one target with varying sizes
larger than the distractors), the Magic Lens can prove to be
effective for quick spatial exploration.

Another interesting result of Experiment I was the fact that
the subjects were more accurate as well as faster, even though
as Experiment II suggests the mouse interface might be better
for precise movements. Several factors might have contributed
to this result. The first is more technical: in Experiment II most
of the interactions were made with the hand around the area
between the shoulder and camera (making the hand almost
perpendicular to the camera), which might sometimes cause
problems in the accuracy of the pose extraction algorithm used
in Kinect. To alleviate this, working space location and arm
poses used should be considered in designing gesture based
interaction systems. A second possibility comes from the fact
that users indicated when to advance in the trials. This result
might be interpreted as that the users actually understood that
they had a more accurate understanding of how close they were

to the target orientation using the gesture-based interface. This
might possibly be helped by using the cues presented by their
inherent knowledge of relative locations of their hands, while
with the mouse interface they only have a visual feedback to
decide whether they are close to the target orientation. Yet
another possible factor is that the mouse interface was simply
more difficult to use for matching rotations, and the users were
more :likely to be frustrated and advance to the next trial even
though a good match was not achieved. All of these factors
could be interesting to study in future research and interface
design.

VIII. DISCUSSION AND FUTURE WORK
Even though our experiments yielded promising results, there
are many questions to be answered for optimal use of
gesture-based interfaces in particular, and interactive systems
in general in medical applications. The prevailing zeitgeist
holds that interactivity should improve interpretation of
medical datasets. However, research shows that interactivity
does not universally help. In some contexts, users who lack
domain knowledge or who have low spatial ability do not
benefit from interactivity [35, 36]. Much remains unknown
about the cognitive factors that link expertise, spatial ability
and interactivity. Similarly for gesture-based methods, future
work about what kind of gestures are most useful for operating
room (OR) physicians for minimizing their cognitive workload
is crucial. These gestures must be feasible within the
constraints of standard OR practices and also functional within
the limits of motion-tracking and gesture analysis technology.
Gesture-based interaction offers several potential benefits for
interactivity over and above the mouse. Physical movement can
improve mental rotation performance [37], so on the plausible
assumption that our tasks draw upon some of the same
gesture-based
interactions should facilitate the ability to construct 3D mental
models on the basis of medical datasets. In particular, relative

cognitive processes as mental rotation,

to using a mouse, gesture-based interactivity generally involves
larger-scale movements and can accommodate using 2 hands
rather than being restricted to 1 hand. Both of these factors
could engage the processing advantages of physical motion
more than mouse-based interactivity. Therefore, the study
about the effects of varying movement scales and spatial ability
would yield clear findings regarding the possible benefit of
increasing the amount of body motion (by using both hands
and/or larger-scale movements) for constructing 3D mental
models on the basis of medical datasets. If either or both of
these factors enhance performance, this would provide clear
confirmation of the commonly-held intuition that the body
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motions underlying gesture-based interactions have a tangible
benefit. If neither factor impacts performance, this would lead
to the surprising conclusion that the magnitude of body motion
when interacting with a simulated medical dataset plays little
role. Of particular interest is whether low-spatial individuals
benefit more from increased body motion than do high-spatial
individuals. Because people with low spatial ability are thought
to have difficulty with mental transformations [38], they

potentially have the most to gain from gesture-based interaction.

If this idea is confirmed, it would suggest a likely mechanism
for the observed benefits of gesture-based interaction: when
mental transformations are difficult, the transformations can be
externalized through physical body motion, thereby freeing up
cognitive resources to improve performance. In the unlikely
event that there are no differences dependent on spatial ability,
this would provide valuable evidence that constructing 3D
mental models on the basis of medical datasets does not draw
upon the cognitive processes underlying mental rotation ability.

IX. CONCLUSION

In this paper, we presented and evaluated effectiveness of
gesture-based interfaces to be used in volume dataset rotation
and exploration tasks. The gesture-based interface
outperformed the mouse for rotation tasks. For locating targets,
the mouse outperformed gesture-based interfaces in terms of
accuracy but not in terms of time. We hope these results will
provide insight for further exploration of these kinds of
interfaces, as their use in the operating room might solve
several problems currently encountered. Especially, methods to
increase the precision of gesture-based interfaces and smooth
ways to perform engagement/disengagement actions would be
valuable. When designing these kinds of gestures, the limited
space of the operating room, accurate differentiations between
gestures to interact with the system and expressive or
explanatory gestures, and maintaining the surgical workflow
need to be considered.

The experiments presented in this paper were designed to
study the effectiveness of gesture-based interfaces with medical
applications in mind. However, we wanted to have abstract
datasets and non-medically trained subjects in this stage of our
research to establish the intuitiveness of these kinds of
interfaces to users unfamiliar with them (as we expect most
physicians will be). We are aiming to conduct similar studies
using abstract datasets, as well as using medical datasets and
medically relevant tasks with medically trained professionals of
different levels of expertise to see if these results translate to
real medical applications. We believe studies of effects of
inherent abilities on performance using gesture-based

interfaces are also a valuable avenue of research.
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