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Rossby modes (r-modes) of rotating neutron stars can be excited by the gravitomagnetic forces
in coalescing binary systems. The previous study by Flanagan and Racine [Phys. Rev. D 75,
044001 (2007)] showed that this kind of dynamical tide (DT) can induce phase shifts of ∼ 0.1 rad on
gravitational waveforms, which is detectable by third-generation (3G) detectors. In this paper, we
study the impact of this DT on measuring neutron-star parameters in the era of 3G detectors. We
incorporate two universal relations among neutron star properties predicted by different equations
of state: (i) the well-known I-Love relation between momentum of inertia and (f -mode) tidal Love
number, and (ii) a relation between the r-mode overlap and tidal Love number, which is newly
explored in this paper. We find that r-mode DT will provide rich information about slowly rotating
neutron stars with frequency 10− 100 Hz. For a binary neutron star system (with a signal-to-noise
ratio ∼ 1500 in the Cosmic Explorer), the spin frequency of each individual neutron star can be
constrained to 6% (fractional error) in the best-case scenario. The degeneracy between the Love
numbers of individual neutron stars is dramatically reduced: each individual Love number can
be constrained to around 20% in the best case, while the fractional error for both symmetric and
anti-symmetric Love numbers are reduced by factors of around 300. Furthermore, DT also allows us
to measure the spin inclination angles of the neutron stars, to 0.09 rad in the best case, and thus
place constraints on NS natal kicks and supernova explosion models. Besides parameter estimation,
we have also developed a semi-analytic method that accurately describes detailed features of the
binary evolution that arise due to the DT.

I. INTRODUCTION

Gravitational-wave (GW) astronomy recently provided
us a new way to study neutron star (NS) physics, with
events GW170817 [1, 2] and GW190425 [3] already impos-
ing new constraints on NS properties [4–12]. With future
upgrades for Advanced LIGO and Virgo [13–24], LIGO-
India [25], KAGRA [26, 27], as well as third-generation
detectors like the Einstein Telescope [28–31] and the Cos-
mic Explorer (CE) [32, 33], we expect to detect more
events, as well as achieving much higher signal-to-noise
ratios [34]. These new opportunities motivate the more
accurate modeling of NSs in coalescing binaries, and the
GWs they emit [35–40].
During the last few minutes of a binary neutron star

inspiral, the orbital frequency sweeps through tens of
Hertz to hundreds of Hertz; internal fluid motions of NSs
may get resonantly excited by tidal forces exerted by their
companions. Such fluid motion will also act back onto
the orbital motion. This phenomenon is called dynamical
tide (DT), which was first investigated by Cowling [41].
For non-spinning NSs in binaries with circular orbits, only
g-modes can be resonantly excited, but their effect on
gravitational waveforms is negligible [42–45]. However,
DT can be enhanced by orbital eccentricity [46–49] and
rotation [50–53].
The effect of rotation on DTs was first studied by Lai

et al. [50, 51], who aimed to explain the orbital decay of
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the PSR J0045-7319/B binary system. They pointed out
that stellar rotation can excite f -modes and lower-order
g-modes. Since these modes couple more strongly to the
tidal field, DTs should be more pronounced. The same
formalism was then applied to coalescing binaries by Ho
and Lai [52] to investigate the impact of DTs on GW. It
was found that f -mode resonances require NSs to rotate
at very high frequencies — and only in this case it induces
significant GW phase shift. On the other hand, g-mode
resonances are still too weak to be detected. Several
authors later extended the above Newtonians studies, and
discussed the excitation of f -modes and g-modes in the
context of general relativity [35, 54–58].

Although f -mode resonances can significantly influence
GW, the high rotation rate required here is disfavored
by the astrophysics of formation scenarios. It is generally
believed that NSs in binaries have already spun down to
low frequencies (. 40 Hz) when their GW frequencies
enter the band of ground-based detectors [59, 60]. For
example, recent events GW170817 [1] and GW190425
[3] were all consistent with low spins. In this way, f -
mode resonance might not be very promising for GW
observations.

For spinning neutron stars, besides f -, p- and g-modes,
there also exist inertial modes (hybrid modes) that are
mainly supported by the Coriolis force [61–63]. As pointed
out by Lockitch and Friedman [62], for isentropic stars1,
rotation mixes purely axial modes and purely polar modes,

1 Isentropic stars have no buoyancy; both g-modes and r-modes
(purely axial modes) have vanishing mode frequency in the non-
spinning limit, and they are mixed even without rotation.
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and leads to a class of modes which have hybrid parity,
where each of them can be classified into axial-led or
polar-led For Newtonian stars, there is a special subclass
of modes that has a purely axial parity, which is usually
referred to as the Rossby modes (or r-modes) [64, 65],
although this particular subclass also obtains a polar
part for relativistic stars [66–68]. On the other hand, for
non-isentropic NSs, the mixing of g-modes and r-modes
takes place at relatively high rotation rate (where the
Coriolis force dominates over the buoyancy), leading to
the so-called inertial-gravity modes.

Previous studies have shown that inertial modes (includ-
ing r-modes) and inertial-gravity modes can be excited
by the (gravito-electric) Newtonian tidal field [52, 69, 70].
The resonance takes place as the orbital angular velocity
becomes comparable to the spin frequency, which requires
a minimum NS spin of only tens of Hertz. Although
this spin requirement is more likely fulfilled, the effect of
such resonances are too weak to be detectable. However,
inertial modes (including r-modes) can also be excited
by the gravitomagnetic force [71–75]. As pointed out by
Flanagan et al. (hereafter FR07) [72], this kind of DT
can induce ∼ 0.1 rad of GW phase shift — detectable by
third-generation detectors, like ET and CE. Their studies,
though, did not provide detailed discussions on how those
DTs impact parameter estimation. Later on, Yu et al.
[76] proposed that the r-mode DTs can improve the accu-
racy in measuring tidal Love numbers. The aim of this
paper is to build upon FR07 and Ref. [76], and study the
r-mode DTs with more details, including a Fisher-matrix
analysis. Especially, we will investigate the impact of
universal relations among NS properties [77, 78].

This paper is organized as follows. We first give a sum-
mary on the implication of r-mode DT on GW parameter
estimation in Sec. II, and the rest of this paper presents
the details. In Sec. III, we briefly review the coupling be-
tween the r-mode and the gravitomagnetic force. In Sec.
IV, we discuss features of r-mode excitation and the r-
mode’s impact on the orbital evolution. We first focus on
the orbital part in Sec. IVB, where we compare the model
presented in FR07 [Eq. (1)] with numerical integration.
Next we study the tidal excitation in Sec. IVC, where we
give an analytic formula for r-mode tidal evolution that is
valid in the entire evolution regime. In Sec. V, we explore
the universal relation between the normalized r-mode
overlap and the normalized tidal Love number. Sec. VI
focuses on the construction of gravitational waveforms.
We first propose a hybrid GW waveform in Sec. VIA,
which incorporates both r-mode and other PN effects.
Next in Sec. VIB we provide a model for the GW phase
of r-mode, following FR07. In Sec. VII, we use the Fisher
information matrix formalism to discuss the influence of
r-mode excitation on parameter estimation. Finally in
Sec. VIII we summarize our results.

Throughout this paper we use the geometric units with
G = c = 1.

II. SUMMARY OF PARAMETER
DEPENDENCIES

In this section, we shall give a brief summary of r-mode
resonance’s impact on the gravitational waveform, and on
how physical parameters of neutron-star and neutron-star–
black-hole binaries influence the gravitational waveform,
via point-particle, spin-orbit, f -mode tide, and r-mode
resonance effects. We shall divide binaries into four cat-
egories, and discuss in each category how some, or all,
of the physical parameters of the neutron stars can be
measured.

A. The role of r-mode dynamical tide

As discussed in FR07 [72], r-mode excitation is mainly
controlled by the spin frequency Ωs and r-mode coupling
coefficient I [Eq. (30)], which play different roles: (i) spin
frequency determines the location (both in time and fre-
quency domains) of resonance during orbital evolution,
because resonance takes place as the tidal driving fre-
quency (related to the orbital frequency) coincides with
the pattern frequency of the mode (determined by the
spin frequency) in the inertial frame; (ii) the r-mode
coupling coefficient I characterizes the strength of the
r-mode DT, therefore determines the effect of this DT on
orbital evolution [See Sec. IV for details]. As proposed in
FR07, the orbital evolution before and after the r-mode
resonance can described as two different point-particle
(PP) orbits, with orbital-frequency evolution given by

φ̇(t) =
{
φ̇

(pre)
PP (t), if t < tr

φ̇
(post)
PP (t), if t > tr

, (1)

with tr the time of resonance2. These two frequency
evolutions satisfy the same evolution equation, with the
same set of parameters (including mass, spin, inclination
angles, etc) which, at Newtonian order, reads

d

dt
φ̇(PP) = 96

5 M
5/3φ̇

11/3
(PP), (2)

whereM is the chirp mass. The two orbits are related to
each other by a “jump” at tr

φ̇
(post)
PP (tr)− φ̇(pre)

PP (tr) = ∆φ̇tid, (3)

where ∆φ̇tid depends on I (see Sec. IVB for more details).
As a result, by studying the GW emitted from the orbit
in Eq. (1), we can obtain the constraints on Ωs and I.

2 The resonance condition is given by Eq. (19). Hereafter we use
the subscript r to refer to the value at the resonance time.
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B. The impact of r-mode DT on parameter
estimation

In order to explore how the additional information from
the r-mode DT can improve parameter estimation, we
consider both BNS and BHNS binaries, and distinguish
whether universal relations between neutron-star proper-
ties are used as input. This will divide these binaries into
four categories.

1. BNS systems without r-mode DT and universal relations

A spinning BNS system is sketched in Fig. 1. Without
r-mode DT (but with f -mode adiabatic tide), the system
has 6 intrinsic parameters: chirp mass M; mass ratio
Ξ = m1/(m1 +m2); two individual tidal Love numbers
λ

(i)
f ; and two dimensionless spin along the direction of

orbital angular momentum χ
(z)
i (The index i = 1, 2 labels

the two NSs). In absence of DT, the system evolves under
four main effects: the Newtonian gravity, post-Newtonian
(PN) corrections from mass ratio, PN corrections from
spin-orbit (SO) coupling, and the adiabatic (f -mode) tidal
effect, as summarized in Table I. Here we do not include
the PN spin-spin coupling [79] and PN spin precession [80],
because their effects are negligible even for 3G detectors
for the range of spins we consider (10 ∼ 80 Hz, see
Appendix A for more details). For a BNS system, the
waveform only depends on a combination of λ(i)

f and a
combination of χzi , not individually; as a result, we can
only measure four parameters to meaningful accuracy:
M, Ξ, χeff, and λefff , with λefff and χeff defined by [81, 82]

χeff = m1χ
(z)
1 +m2χ

(z)
2

M
,

λeff
f =

(
11m2

m1
+ M

m1

)
λ

(1)
f +

(
11m1

m2
+ M

m2

)
λ

(2)
f ,

where M = m1 +m2. The two individual Love numbers
λ

(i)
f , as well as the two χ(z)

i , are degenerate. Even among
the constrainable parameters, errors in Ξ, χeff, and λefff
are highly correlated with each other. In order to ob-
tain a good constraint on λefff , a low-spin prior based on
the observed Galactic binary NS population has to be
assumed [1, 4]. As we shall discuss later, such assumption
is not necessary if r-mode resonance can be incorporated.

2. BNS systems with the I-Love universal relation but
without DT

For the same BNS system (without DT), the I-Love
universal relation of NSs [77, 78] can be used to improve
parameter estimation. This is a relation between momen-
tum of inertia and tidal Love number, that is insensitive
to the EoS. To use this relation, we express χ(z) of each

~S1

Dm1

ψ1

~L

m2

ψ2

~S2

χ
(z)
1 = I1Ωs1

m2
1

cosψ1 χ
(z)
2 = I2Ωs2

m2
2

cosψ2

FIG. 1. A BNS system m1 − m2 with two spin vectors ~S1
and ~S2. The neutron stars’ spin axis are tilted by angles ψ1,2
with respect to the direction of the orbital angular momentum
~L. Here the azimuthal angle of the spins are unimportant,
because the effect of precession is negligible.

TABLE I. Parameters and constraints for a BNS system with-
out r-mode DT and not applying the universal relations be-
tween NS properties. We have 6 parameters and 4 independent
constraints; as a result, the two individual Love numbers are
degenerate, so are the two individual dimensionless spins.

All variables Effect Variables in Constrainable
in GW the effect variable

M,Ξ
λ

(1)
f , λ

(2)
f

χ
(z)
1 , χ

(z)
2

PN (PP part) M M
PN (PP part) Ξ Ξ
SO coupling χ

(z)
1 , χ

(z)
2 χeff

Adiabatic tide
λ

(1)
f , λ

(2)
f λefff(f -mode)

NS as

χ
(z)
i = IiΩsi

m2
i

cosψi. (4)

In this case, we have a total of 10 parameters: chirp mass
M; mass ratio Ξ; two Love numbers λ(i)

f ; two moments
of inertia Ii; two inclination angles ψi; and two spin
frequencies Ωsi. As listed in Table II (“Non-DT sector”),
there are 6 constraints on these parameters: four are
from GW (M,Ξ, χeff , λeff

f ), as discussed above; and two
are from universal relations (each star contributes one
constraint). This is still not enough to independently
constrain all 10 parameters.

Introducing the universal relations did not reduce the
number of degeneracies because more parameters, namely
spin frequency and inclination angle for each NS, are
needed to be introduced in order to use these relations.
The situation will change as we consider r-mode DT.
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TABLE II. Parameters and constraints for a BNS system with
universal relations (for both NSs). In the “Non-DT sector”,
when r-mode DTs does not take place, we have 10 parameters
and 6 constraints, with 4 degeneracies. In prescence of r-mode
DTs, we have 2 more parameters, but 6 more constraints. As
a result, we have in total 12 parameters and 12 constraints;
the system can in principle be decoded without degeneracy.
Variables Sector Effect Variables Constrainable
in GW in effect variable

M,Ξ
λ

(1)
f , λ

(2)
f

I1, I2
ψ1, ψ2

Ωs1,Ωs2

Non-
DT

sector

PN M M(PP part)
PN Ξ Ξ(PP part)
SO- I1,Ωs1, ψ1,M

χeffcoupling I2,Ωs2, ψ2,Ξ
Adiabatic

λ
(1)
f , λ

(2)
f λeffftide

(f -mode)
I-Love λ

(1)
f , λ

(2)
f

I1, I2universal I1, I2
relation Ξ

I1, I2
DT

sector

r-mode Ωs1,Ωs2 Ωs1,Ωs2
resonances I1, I2 I1, I2

r-mode I1, ψ1, λ
(1)
f

ψ1, ψ2universal I2, ψ2, λ
(2)
f

relation Ξ

3. Resonant BNS systems with universal relations

Now take the r-mode resonance into account. As shown
in Table II , we have in total 12 parameters: chirp massM;
mass ratio Ξ; two Love numbers λ(i)

f ; two momentum of
inertia Ii; two spin frequencies Ωsi; two inclination angles
ψi; and two r-mode coupling coefficients Ii. Meanwhile,
we can obtain 12 constraints from GW and the universal
relations. Six of them (M,Ξ, χeff , λeff

f , I1,2) have already
been discussed in Sec. II B 2. The rest of 6 constraints
involve the r-mode. Four are constraints on Ωsi and Ii, as
we discussed in Sec. II A. The other two constraints come
from a new universal relation found in this paper, namely
the relation between the normalized r-mode overlap and
the normalized Love number (cf. Sec. V). As a result, the
number of constraints are the same as the number of pa-
rameters. In principle, this breaks degeneracy, and allows
us to estimate all parameters independently, given high
enough signal-to-noise ratio. However, as it later turns
out, even in the era of 3G detectors, for each individual
binary, we still may not fully constrain all parameters
with relative error less than 100%, since the DT sector is
not strong enough.

4. Resonant BHNS systems with universal relations

For BHNS systems, the r-mode resonance only takes
place once before merger. As shown in Table III, the
system has 8 parameters: chirp massM; mass ratio Ξ;

TABLE III. Parameters and constraints for a BHNS system
with universal relations and r-mode DT. We have 8 parameters
and 8 constraints, and the system can be decoded without
degeneracy.
All variables Effect Variables Constrainable

in GW in the effect variable

M,Ξ

PN (PP part) M M

λ
(1)
f , I1

PN (PP part) Ξ Ξ

ψ1,Ωs1

SO I1,Ωs1, ψ1
χeff

I1, χ
(z)
2

coupling χ
(z)
2 ,Ξ,M

Adiabatic tide
λ

(1)
f λ

(1)
f(f -mode)

I-Love
λ

(1)
f , I1 I1universal relation

r-mode Ωs1, I1 Ωs1, I1resonances
r-mode I1, ψ1 ψ1universal relation Ξ, λ(1)

f

NS Love number λ(1)
f ; NS moment of inertia I1; NS spin

frequency of NS Ωs1; NS inclination angle ψ1; NS r-mode
coupling coefficient I1, and the spin of BH along the
direciton of orbital angular momentum χ

(z)
2 . We can

obtain 8 constraints on these parameters, with 6 of them
from GW (M,Ξ, χeff , λ

(1)
f ,Ωs1, I1), and 2 from the two

universal relations. In this way, the BHNS system is also
expected to be decoded without degeneracy, given enough
signal-to-noise ratio.

III. BASIC EQUATIONS OF DYNAMICAL
TIDES

In this section, we briefly review the coupling between
r-modes and gravitomagnetic force in coalescing binary
systems. We refer the reader to Refs. [72, 83] by Flana-
gan and Racine for further details. In Sec. III A, we first
provide some basic information about r-modes in NSs.
All equations are kept to linear order in spin frequency.
In Sec. III B, we show how r-modes are driven by the
gravitomagnetic force. Finally in Sec. III C, we discuss
the tidal back reaction to the orbit and present the full
equation of motion (EOM). In this section, as done in
FR07, the slowly rotating NS is treated in Newtonian
gravity. This will lead to the correct form of evolution
equations, although parameters may eventually need rela-
tivistic corrections. We shall incorporate PN and f -mode
adiabatic tide corrections using a hybrid approach de-
scribed in Sec. VI.

A. Rossby modes

For a rotating NS with mass m1, we introduce a co-
rotating frame (x′, y′, z′), in which the spin of the star
Ωs1 is along the z′ direction. In this coordinate system,
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the perturbation equation of the rotating star is given by

∂2ξ

∂t2
+ 2Ωs1 ×

∂ξ

∂t
+C · ξ = aext, (5)

where ξ is the Lagrangian displacement of fluid elements,
and C is a self-adjoint operator, and aext the external
driving, which will arise from gravitomagnetism in our
case. We refer the interested reader to Ref. [84] for more
details.
In the phase-space mode expansion framework [71], ξ

and its time derivative ξ̇ can be expanded as a summation
of modes (

ξ

ξ̇

)
=
∑
lm

clm(t)
(

ξlm
−iωlmξlm

)
, (6)

where the angular quantum numbers l and m are integers
with m = ±l,±(l − 1) . . . 0. Here ωlm is the co-rotating
frame eigenfrequency of the mode. Each mode ξlm satis-
fies the following eigenvalue problem,

− ω2
lmξlm − 2iωlmΩs1 × ξlm + C · ξlm = 0 , (7)

and modes with (l,m) 6= (l′,m′) satisfy the following
orthogonality condition,

〈ξlm, 2iΩs1 × ξl′m′〉+ (ωlm + ωl′m′) 〈ξlm, ξl′m′〉 = 0,
(8)

with the inner product defined by

〈u,v〉 =
∫
d3x′ρu∗ · v, (9)

where ρ is the density profile of NS.
In presence of driving, the mode amplitudes satisfy

ċlm(t) + iωlmclm(t) = i

blm
〈ξlm,aext〉 , (10)

where the coefficient blm is given by

blm = 〈ξlm, 2ωlmξlm + 2iΩs1 × ξlm〉 . (11)

To linear order in spin frequency, the (l,m) r-mode has
Lagrangian displacement vector field as

ξlm(r′, θ′, φ′) = − iflm(r′)√
l(l + 1)

r′ ×∇Ylm(θ′, φ′), (12)

where Ylm(θ′, φ′) are spherical harmonics, and (co-
rotating frame) eigenfrequency given by [84]

ωlm = − 2mΩs1
l(l + 1) . (13)

The radial profile function flm(r′) can only be determined
if one includes the next-order correction of spin frequency.
For barotropic stars, only the modes |m| = l exist, whose
coefficients flm(r′) are given by [84]

flm(r′) ∝ r′l. (14)

The constant of proportionality can be determined by the
normalization condition

〈ξlm, ξlm〉 = m1R
2
1, (15)

where R1 the radius of the star. As for other modes with
|m| 6= l, flm = 0. Henceforth, we restrict our discussions
to barotropic stars, and only focus on the (2, 2) r-mode,
since it gives the strongest effect [72].

B. Gravitomagnetic coupling: stellar part

To investigate the coupling between the (2, 2) r-mode
and gravitomagnetic force, i.e., the RHS of Eq. (10), we
place the spinning NS, m1, in a binary system. It is per-
turbed by the gravitomagnetic tidal field Bij(t) exerted
by the companion m2. For convenience, we introduce a
non-rotating, co-moving coordinate system (x, y, z) cen-
tered at m1, as shown in Fig. 2, with z axis placed along
the spin axis. The co-moving frame is related to the
co-rotating frame (the primed frame) though a rotation
about the z (z′) axis by Ωs1t. (Note that the co-moving
frame can be non-rotating because in this paper we treat
the spin directions of NSs as fixed.)

Using the same convention as Ref. [72], we parameterize
the location of m2, z, as

z(t) = D(t)[cosψ1 cosφ(t), sinφ(t), sinψ1 cosφ(t)],
(16)

where ψ1 is the inclination angle between the stellar spin
vector and the orbital angular momentum; D(t) is the
separation between two NSs. With this parametrization,
the orbital angular moment, ~L, is in the x−z plane. This
plane and the orbital plane intersect at ~N . The orbital
phase of m2, φ(t), is the angle between ~z and ~N .
The expressions of Bij(t) and aext are given in Sec. V

C of Ref. [72]. Plugging them and Eq. (12) into Eq. (10),
we obtain the evolution equation for c22

ċ22 + iω22c22 = i

ω22

√
16π
5
Ir22m2R1

D2 φ̇(φ̇− 2Ωs1)

× sinψ1 cos2 ψ1

2 e2iΩs1t−iφ, (17)

where we have ignored the exp[+iφ] part of driving force
that does not give rise to resonance, since its effect is
negligible. On the RHS of Eq. (17), we have used Ir22 to
denote the (2, 2) r-mode overlap. For Newtonian NS, Ir22
is given by

Ir22 =

√
1

m1R4
1

∫ R1

0
ρr6dr. (18)

This is an analogue of tidal Love number for f -mode.
In Eq. (17), ψ1 is treated as a constant, because for a

typical BNS system, this angle changes on a timescale
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m1 m2

ψ1

~z

~N

~L

x
y

z

FIG. 2. A co-moving coordinate system (x, y, z) that centers at
m1. The companion NS m2 orbits around m1, whose orbital
plane intersects with the x − z plane at ~N , and intersects
with the x− y plane at the y-axis. The orbital phase φ(t) is
the angle between ~N and the location of m2, ~z. The orbital
angular momentum ~L is in the x− z plane, with polar angle
ψ1.

of ∼ 70 s, which is much longer than the duration of
resonance (∼ 0.52 s) and the time to merger (∼ 4 s); see
Appendix A for more details.

From Eq. (17), we can obtain the resonant condition
in terms of orbital frequency φ̇r

φ̇r = 2Ωs1 + ω22 = 4
3Ωs1, (19)

where we have used Eq. (13) to replace the mode fre-
quency by spin frequency. Note that the driving force is
porportional to ∼ sinψ1 cos2 ψ1/2, therefore no r-mode
DT takes place for ψ1 = 0, π, when spins are aligned or
anti-aligned with the orbital angular momentum.

C. Gravitomagnetic coupling: orbital part

Let us now use the standard osculating equations to
study the orbital evolution. Assume that there is a per-
turbing force F on the Newtonian binary system, which
takes the form of

F

µ
= Sλ, (20)

where µ is the reduced mass, and λ is the unit azimuthal
vector in the orbital plane. The evolution of orbital
separation D(t) is given by [85]

dD

dt
= 2
√
D3

M
S. (21)

In our case, S contains two parts. The first one is the back-
reaction force due to GW radiation, given by the averaged
(over orbital timescale) Burke-Thorne dissipation term
[85]:

SGW = −32
5 η
(
M

D

)3√
M

D3 . (22)

The other part is the stellar induced force. The current
quadrupole moment Jij induced by the r-mode (to the
linear order in ξ22) is given by3 [72]

Jij ∼ Ir22m1R
3
1ω22e

−2iΩs1tc22 + c.c., (23)

leading to an azimuthal acceleration Stide [83]

Stide =8
3

√
π

5 I
r
22

Ωs1(ω22 + 2Ωs1)
D3 MR3

1 sinψ1 cos2 ψ1

2
× 2<(−ieiφ−2iΩstc22). (24)

The total acceleration is given by

S = Stide + SGW. (25)

Note that the current quadrupole moment also induces
forces along the radial axis, and along the axis of orbital
angular momentum. These will lead to the evolution
in orbital eccentricity and semi-latus rectum. However,
as argued in Ref. [72], these effects are negligible, and
the orbit keeps quasicircular within the entire evolution
process. We have also confirmed this numerically. Here
we do not include those effects.

So far we have only considered the r-mode of m1. The
resonance for m2 can be treated by a direct replacement
(1↔ 2). Since we only consider the (2, 2) r-mode in the
two stars, henceforth we will drop the labels of (l,m),
and add a new subscript to refer to individual star. For
example, Ir1 and ω1 stand for the r-mode overlap and
frequency of m1, respectively.

Combining Eqs. (17), (21), (22) and (24), we finally

3 This is different from the f -mode dynamical tides, where the
leading term is mass quadrupole moment.
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arrive at a complete set of EOM for the binary system

dφ

dt
=
√
M

D3 , (26a)

dD

dt
=− 64

5 η
(
M

D

)3

+ 16
3

√
π

5 I
r
1

Ωs1(ω1 + 2Ωs1)
D3/2 M1/2R3

1

× 2 sinψ1 cos2 ψ1

2 <(−ieiφ−2iΩs1tc1)

+ 16
3

√
π

5 I
r
2

Ωs2(ω2 + 2Ωs2)
D3/2 M1/2R3

2

× 2 sinψ2 cos2 ψ2

2 <(−ieiφ−2iΩs2tc2), (26b)

ċ1 =− iω1c1 + i

ω1

√
16π
5
Ir1m2R1

D2 φ̇(φ̇− 2Ωs1)

× sinψ1 cos2 ψ1

2 e2iΩs1t−iφ, (26c)

ċ2 =− iω2c2 + i

ω2

√
16π
5
Ir2m1R2

D2 φ̇(φ̇− 2Ωs2)

× sinψ2 cos2 ψ2

2 e2iΩs2t−iφ. (26d)

By simultaneously integrating stellar and orbital parts,
we can obtain the evolution of the system, and the gravi-
tational waves it emits.

IV. DYNAMICS OF R-MODE EXCITATION

In this section, we discuss features of r-mode excitation
and its back action onto orbital motion. In Sec. IVA, we
first cast equations of motion Eqs. (26) into forms that
only depend on independent parameters, and provide the
appropriate initial conditions. In Sec. IVB, we analyti-
cally describe orbital motion across tidal resonance, and
compare with results in FR07. In Sec. IVC, we provide
analytical formulas for tidal excitation.

A. Equation of motion

Although Eqs. (26) are complete, and can be integrated
straightforwardly, it is difficult to see the actual depen-
dence of solutions on specific parameters. For example,
it is well known that the inspiraling process of a binary
system is controlled by the chirp massM = Mη3/5 at the
leading order, since the direct observable is GW phase
as a function of frequency. However both the total mass
M and the symmetric mass ratio η appears in equations.
The degeneracy between them is hidden. This problem

can be fixed by rescaling parameters in the following way:

c1 = c̄1
Ir1m2R1

ω1M2/3 sinψ1 cos2 ψ1

2 , (27)

c2 = c̄2
Ir2m1R2

ω2M2/3 sinψ2 cos2 ψ2

2 , (28)

and replace separation D by orbital frequency φ̇. In terms
of these new parameters, the equations of motion become:

dφ̇

dt
= 96

5 M
5/3φ̇11/3 + 32

√
π

5 I1Ωs1φ̇8/3<(−ieiφ−2iΩs1tc̄1)

+ 32
√
π

5 I2Ωs2φ̇8/3<(−ieiφ−2iΩs2tc̄2), (29a)

˙̄c1 −
2
3 iΩs1c̄1 = i

√
16π
5 (φ̇− 2Ωs1)φ̇7/3e2iΩs1t−iφ, (29b)

˙̄c2 −
2
3 iΩs2c̄2 = i

√
16π
5 (φ̇− 2Ωs2)φ̇7/3e2iΩs2t−iφ. (29c)

Here we have defined the r-mode coupling coefficient for
each individual NS as :

Ii = Īr2i m
4
i sin2 ψi cos4 ψi

2

(
1− mi

M

)
, (30)

with the normalized r-mode overlap Īr defined by

Īr =

√
1

m5
NS

∫ RNS

0
ρr6dr. (31)

where mNS and RNS are the mass and the radius of the
NS. In Eqs. (29), Ii characterizes the tidal backreaction
of NS i onto the orbit. Note that I (the effect of r-mode
DT) vanishes when ψ = 0, π, and its maximized when
ψ = π/3.

Initial conditions for Eqs. (29) are chosen such that the
orbit is quasicircular and tides are in equilibrium:

φ̇(0) = 2πF0, φ(0) = 0,

c̄
(0)
1 = (2πF0)4/3

√
16π
5

(2πF0)2 − 4Ωs1πF0
4
3Ωs1 − 2πF0

,

c̄
(0)
2 = (2πF0)4/3

√
16π
5

(2πF0)2 − 4Ωs2πF0
4
3Ωs2 − 2πF0

.

Written in this way, the EOM (as well as initial conditions)
depend on five parameters of the binary system: M, Ii,
Ωsi, with i = 1, 2.

In the rest of this section, we shall numerically integrate
the EOM and discuss features of solutions. For example,
we choose a (1.4, 1.4)M� BNS system, with one of the
stars spinning at frequency Ωs1 = 2π × 30Hz, and the
other one non-spinning. We choose an inclination angle
ψ1 of π/3. The EoS is polytopic with Γ = 2, and the
radii of both stars are chosen to be RNS = 13km. This
gives the r-mode overlap of Ir1 = 0.185. There is only
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one resonance during the inspiral whose resonant orbital
frequency is given by

φ̇(tr) = 4
3Ωs = 2π × 40 Hz. (32)

We set an initial orbital frequency F0 as 4.5 Hz, and evolve
the system up to the contact separation of rstop = 2RNS.

B. Orbital evolution

As argued in FR07, the pre- and post-resonance orbit
can well approximated as two point-particle (PP) orbits,
with orbital phase given by

φ(ana)(t) =
{
φ

(pre)
PP (t), if t < tr

φ
(post)
PP (t), if t > tr

, (33)

Both φ(post,pre)(t) evolve without being affected by tides,
following the same equation:

d

dt
φ̇(post,pre) = 96

5 M
5/3
[
φ̇(post,pre)

]11/3
. (34)

The initial condition for pre-resonance orbit is simply
(same as the one we used for numerical integration)

φ(pre)(t = 0) = 0 , φ̇(pre)(t = 0) = 2πF0, (35)

the resonance orbital frequency is given by

φ̇
(pre)
PP (tr) = 4

3Ωs1 . (36)

At resonance, φ(post)
PP (tr) is related to φ(pre)

PP (tr) with con-
tinuity in value and a jump in derivative, and one can
write

φpost
PP (tr) = φpre

PP(tr), (37)

∆φ̇tid = φ̇
(post)
PP (tr)− φ̇(pre)

PP (tr) = φ̈
(pre)
PP (tr)δtr. (38)

In fact, Eqs. (37) and (38) can be grouped into a compact
form [cf. Eq. (1.6) in FR07]

φpost
PP (t) = φpre

PP(t+ δtr)− δφr, (39)

with [cf. Eq. (5.37) in FR07]

δtr = −5π2

192

(
4
3

)−1/3 Ω−1/3
s1
M10/3 I1

= −2.64× 10−4 s
(

Ωs1

2π × 30 Hz

)−1/3( sin2 ψ1 cos4 ψ1/2
0.422

)
×
(

m1

1.4 M�

)3(
M

2.8 M�

)−7/3 ( η

0.25

)−1
(
Īr1

7.32

)2

.

(40a)

δφr = φ̇(tr)δtr = −5π2

192

(
4
3

)2/3 Ω2/3
s1

M10/3 I1

= −6.65× 10−2 rad
(

Ωs1

2π × 30 Hz

)2/3( sin2 ψ1 cos4 ψ1/2
0.422

)
×
(

m1

1.4 M�

)3(
M

2.8 M�

)−7/3 ( η

0.25

)−1
(
Īr1

7.32

)2

,

(40b)

Here δtr and δφr are effective orbital time and phase
shifts between the pre- and post-resonance PP orbits.

29.38 44.38 59.38
Orbital frequency (Hz)

278 280 282 284 286
t (s)

10-6

10-5

10-4

10-3

10-2

10-1

100

101

∆
φ̇

ti
d
 (×

2π
 H

z)

P

φ̇
(pre)
PP -φ̇(num)

φ̇
(pre)
PP -φ̇(post)

PP

FIG. 3. The orbital dynamics near the r-mode resonance. The
BNS system has individual masses (1.4, 1.4)M�. One of them
spins at Ωs1 = 30Hz with the inclination angle ψ1 = π/3,
whereas the other one is non-spinning. The EoS is Γ = 2
polytrope with radius RNS = 13km. The vertical dashed line
represents for the time of resonance tr. The pre-resonance
PP orbit φ̇(pre)

PP (t), which has the same initial condition as the
numerical one, is compared with the numerical integration, as
shown by black curve. Before the resonance, |∆φ̇tid| is below
∼ 2π × 10−4 Hz, which is mainly caused by the adiabatic r-
mode. After the resonance, there are some oscillatory features,
which are from the r-mode oscillation. Eq. (38) gives the new
orbital frequency after the r-mode is excited, which is labeled
by “P” in the figure. Using “P” as a new initial condition, we
obtain the other PP orbit φ̇(post)

PP (t). The difference between
φ̇

(pre)
PP (t) and φ̇

(post)
PP (t) is shown as red dashed line, which

tracks the averaged numerical result very well.

Note that ∆φ̇tid < 0, and φ̇(post)
PP (tr) < φ̇

(pre)
PP (tr), the
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resonance transfers the energy from star to orbit, which
is different from the case for f -mode (cf. Fig. 8 in Ref.
[53]). This can be understood by the relation [71, 72]

∆Estar = Emode

ωlm
(ωlm +mΩs1)

= −9.9× 1046 erg
(

Ωs1
2π × 30 Hz

)3(
Īr1

7.32

)2(
m1

1.4M�

)4

×
(

sin2 ψ1 cos4 ψ1/2
0.422

)(
1− Ξ

0.5

)
, (41)

where Emode = blmωlm|clm|2 > 0, and ∆Estar is the
change of stellar energy. Therefore, for any mode that is
subjected to the Chandrasekhar-Friedman-Schutz insta-
bility condition [86, 87]

ωlm(ωlm +mΩs1) < 0, (42)

the tidal excitation leads to the loss of stellar energy, and
the decrease of spin frequency.4 For completeness, the
angular momentum transfer can be written as

∆Lstar = Emode

ωlm

= −3.9× 1044 erg · s
(

Ωs1
2π × 30 Hz

)2(
Īr1

7.32

)2(
m1

1.4M�

)4

×
(

sin2 ψ1 cos4 ψ1/2
0.422

)(
1− Ξ

0.5

)
, (43)

and the change of spin frequency is given by

∆Ωs = −2π × 3.6× 10−2 Hz
(

Ωs1
2π × 30 Hz

)2(
Īr1

7.32

)2

×
(

m1

1.4M�

)4( sin2 ψ1 cos4 ψ1/2
0.422

)(
1− Ξ

0.5

)(
Ī

14.6

)−1

,

(44)

which is negligible in our study.
Using the binary system above, we first investigate

how the numerical integration of the EOM deviates from
φ̇

(pre)
PP (t). In Fig. 3, we plot φ̇(pre)

PP (t) − φ̇(num)(t) in the
black line. The vertical, blue-dashed line stands for the
time of resonance. In the pre-resonance regime t < tr,
|∆φ̇tid| < 2π × 10−4 Hz, and is mainly contributed by
the adiabatic tide. During the resonance, |∆φ̇tid| quickly
grows to 2π × 10−3 Hz. Then in the post-resonance
regime, there is a small oscillation on the top of major
deviation, which is caused by the r-mode oscillation. We
also saw this feature in the case of f -mode [53]. Note that
φ̇(num) ∼ 2π × 102 − 2π × 103 Hz for the time interval
we present, the deviation caused by the resonance is
extremely small.

4 For a given baryon number and total angular momentum, uniform
angular velocity is the minimum-energy state [88, 89].

Eqs. (40) show that typical values for δφr and δtr
are −6.65 × 10−2 rad and −2.64 × 10−4 s, respectively.
The induced change in orbital frequency |∆φ̇tid(tr)| is
2π × 10−3 Hz, which corresponds to “P” in Fig. 3. With
“P” as a new initial condition, we obtain φ̇

(post)
PP (t) by

solving Eq. (34). In Fig. 3, we show φ̇
(pre)
PP (t)−φ̇(post)

PP (t) as
red dashed line. We can see φ̇(post)

PP (t) tracks the averaged
φ̇(num)(t) well in the post-resonance regime.

C. Tidal evolution

Let us move on to the stellar part. Following the
procedure in Sec. III of Ref. [53], we define two real-valued
quadratures, A and B, from the r-mode amplitude,

A+ iB = c̄1e
iφ−imΩs1t and m = 2, (45)

with A determining the radial force, and B the torque
back-reacting onto the orbit, respectively. Here m = 2
since we are focusing on the (l = 2,m = 2) mode. Using
integration by parts, we obtain analytic expressions of A
and B as

A = −φ̇7/3
√

16π
5

(2Ωs1 − φ̇)
−φ̇+ 4

3Ωs1

+ φ̇
10/3
r√
Ω̇r

√
4π
5

[√
πFC

(
t̂√
π

)
sin Θ +

√
π

2 sin
(

Θ− π

4

)
−
√
πFS

(
t̂√
π

)
cos Θ −

cos(Θ− 1
2 t̂

2)
t̂

]
, (46a)

B = − φ̇
10/3
r√
Ω̇r

√
4π
5

[√
πFC

(
t̂√
π

)
cos Θ

+
√
π

2 cos
(

Θ− π

4

)
+
√
πFS

(
t̂√
π

)
sin Θ +

sin(Θ− 1
2 t̂

2)
t̂

]
.

(46b)

where [Eq. (34)]

1
Ω̇1/2
r

=
[

96
5 M

5/3
(

4
3Ωs1

)11/3
]−1/2

= 0.2 s
(

M
1.22 M�

)−5/6( Ωs1
2π × 30 Hz

)−11/6
. (47)

The phases of A and B in the post-resonance regime is
controlled by two quantities,

Θ = χr − ω1t+ φ− 2Ωs1t, (48a)

t̂ =
√

Ω̇r(t− tr), (48b)

with the constant defined by χr = ω1tr − φr + 2Ωs1tr,
which results in Θr = 0 on resonance. Note that 1/

√
Ω̇r ∼

0.2 s in Eq. (48b) is the duration of tidal excitation,
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which is much longer than the effective orbital time shift
δtr ∼ 10−4 s induced by tide [Eq. (40a)].
In Fig. 4, we compare Eqs. (46) with numerical inte-

gration, for the same binary system mentioned above.
We can see that our formulas are accurate in all regimes:
adiabatic, resonance and post-resonance. The evolutions
of A and B are similar to those of f -mode [53], except
the fact that A increases toward infinity as the two stars
become close to each other (recall that the amplitude of
A for f -mode remains constant after the resonance.) This
can be easily understood from Eq. (46a). The first line of
Eq. (46a), i.e, the adiabatic part, diverges as φ̇7/3 when
φ̇ → ∞. On the other hand, the term remains ∼ 1 for
f -mode, which stays constant as two stars contact. In
spite of the diverging feature of r-mode in the late time
evolution, our numerical calculation shows that it does
not lead to any detectable effect (for 3G detectors).

V. ROSSBY-MODE OVERLAPS FOR
DIFFERENT EQUATIONS OF STATE: A NEW

UNIVERSAL RELATION

In the last section, we have seen that the effect of
r-mode enters into the EOM through the normalized
overlap Īr. Here we shall identify a new universal relation
between Īr and the tidal Love number λf . We consider
five realistic EoS for cold NSs: APR [90], FPS [91], GM1
[92, 93], QHC19 [94–96], SLY [93], which are shown in Fig.
5. Among them, the data of FPS are from Ref. [97] and the
rest of them are obtained from a EoS database CompOSE
[98]. For comparison, we also include a polytropic EoS
with P ∝ ρΓ and Γ = 2. The mass-radius relations from
those EoS are shown in Fig. 6.
In Sec. VA, we first calculate Īr by solving Tol-

man–Oppenheimer–Volkoff (TOV) equations. Then in
Sec. VB, we explore the universal relation between Ir

and λf .

A. The calculation of Ir

We calculate Ir at the zeroth order, i.e., using an unper-
turbed NS with spherical symmetry. Its metric is given
by

ds2 = −eνdt2 + eλdr2 + r2(dθ2 + sin2 θdφ2), (49)

we can obtain the density profile ρ(r) by solving the TOV
equations (see Appendix B for more details). We then
perform a numerical integration to get Ir based on its
definition in Eq. (18). Īr is related to Ir by

Ir = ĪrC2, (50)

where C is the compactness of the NS

C = mNS

RNS
. (51)

30.72 45.72 60.72
Orbital frequency (Hz)

278 280 282 284 286
t (s)

6

4

2

0

2

4

6

A 
(×

10
−

2
)

Num
Ana

30.72 45.72 60.72
Orbital frequency (Hz)

278 280 282 284 286
t (s)

4

3

2

1

0

1

2

3

4

B 
(×

10
−

2
)

Num
Ana

FIG. 4. Time evolution of r-mode amplitudes, A (upper panel)
and B (lower panel). Black curves are from the numerical
integration of Eqs. (29), and red dots are from our analytic
approximations in Eqs. (46). The vertical dashed line is the
time of resonance from numerical simulation. Our analytic
results agree with numerical ones to high accuracies. Unlike
f -mode, the variable A diverges as two NSs become close to
each other, this is caused by differences in adiabatic tide. [see
first line of Eq. (46a)].

B. Universal relations

To establish the universal relation between the tidal
Love number and the moment of inertia, Yagi et al. [77, 78]
normalized the tidal Love number λf and the moment of
inertia I as: λ̄f = λf/m

5
NS and Ī = I/m3

NS (The calcu-
lation of λ̄f is summarized in Appendix C.). Universal
relation between λf and Ī are shown in the left panel of
Fig. 7.

Similarly, we plot Īr as functions of λ̄f for various EoS
in the right panel of Fig. 7. We can see that their relation
is also insensitive to EoS. Same as Yagi et al., we fit the
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FIG. 5. Several EoS for NSs used in this paper.
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FIG. 6. NS mass-radius relation with different EoS.

relation with a polynomial on a log-log scale

log y = a+ b log λ̄f + c(log λ̄f )2 + d(log λ̄f )3 + e(log λ̄f )4,
(52)

where y = Īr or Ī. Results are shown in Table IV, where
we also list the I-Love relation for comparison. In Fig.
7 we compare fitted results with true values. We can
see that relative errors for both relations are similar and
within 10−2.

Note that although the profile of ρ comes from the
solution of Einstein’s equation (i.e., TOV equations), our
definition of Īr in Eq. (31) still used a Newtonian model
of the NS, and post-Newtonian equations for the grav-
itomagnetic coupling. We conjecture that a universal
relation will still exist after relativistic corrections are
made, but we anticipate systematic corrections to the
form of the relation.

TABLE IV. Coefficients for the fitting formulae of the NS
I-Love and Īr-Love relations.
y a b c d e

Īr 0.121 0.169 1.25× 10−2 −9.38× 10−5 −1.92× 10−5

Ī 1.47 8.17× 10−2 1.49× 10−2 2.87× 10−4 −3.64× 10−5

VI. GRAVITATIONAL WAVES

This section focuses on gravitational waves emitted by
binaries that contain at least one spinning NS with r-mode
resonance. In Sec. VIA, we construct a hybrid waveform
model that incorporates both r-mode and PN effects. In
Sec. VIB, we compare Flanagan and Racine’s analytical
formula for r-mode-resonance-induced GW phase with
numerical results.

A. A hybrid PN-r-mode waveform model

Once we obtain the orbital evolution from the EOM, we
can extract numerical GW waveform through the (mass)
quadrupole formula [85]

h(t) = 1
DL

(Q̈xx − Q̈yy), (53)

where DL is the distance between the detector and the
source. Here we assume the BNS is optimally oriented
for the plus polarization. The quadrupole moment of the
system is given by

Qij = µ(xixj − r2δij/3), (54)

where only the orbital part is included, because r-mode
does not induce additional mass quadrupole moment5.

It is usually convenient to analyze data in the frequency
domain (FD). Following Ref. [53], we first sample the
numerical h(t) in the time domain with a rate of 8192Hz,
and then use the fast Fourier Transform algorithm to
transform the data to FD. Finally, we select data in
the frequency band [2F0, 2Fcontact]. (Note that at the
mass quadrupole order, GW freuqency is twice the orbital
frequency.)
Our numerical FD waveform h̃N+r(f) contains the

leading-order PP contribution as well as the effect of
r-mode resonance; its phase ΨN+r can be written as

ΨN+r = ΨN + Ψr. (55)

where Ψr is the phase induced by the r-mode resonance;
and ΨN corresponds to the leading order of PP waveform.

5 R-mode does contribute to gravitational radiation through the
current quadrupole moment [Eq. (23)]. However, it is 10−7 smaller
than the orbital mass quadrupole moment, which is negligible in
our case.
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Ī
f
it
|/
Ī
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FIG. 7. The I-Love and Īr-Love universal relations for several EoS, as well as the fitting formulae in Eq. (52). The bottom two
plots are fractional errors between true values and fitted results; errors of both relations are within 10−2 for λ̄f ranging from
O(1) to O(104).

With the stationary phase approximation (SPA), ΨN can
be written as

ΨN = 2πftc − φc + 3
128(πMf)−5/3, (56)

where tc and φc are the time and GW phase of coalescence.
To incorporate other PN and (f -mode) tidal effects into

the waveform, we introduce a phase correction within the
SPA framework, writing

h̃(f) = h̃N+r(f)eiΨSPA . (57)

The total phase of h̃(f), Ψtot, can be written as

Ψtot = ΨN + Ψr + ΨSPA , (58)

with

ΨSPA = ΨPP + ΨSO + Ψ
λ̄

(1)
f

+ Ψ
λ̄

(2)
f

. (59)

Here ΨPP is the PN correction to the phase of non-
spinning PP, up to 3.5PN6 [99]; ΨSO is the spin-orbit
coupling term [100–103]; and Ψ

λ̄
(1)
f

and Ψ
λ̄

(2)
f

are f -mode
tidal effects from m1 and m2, respectively [104, 105]. We
have ignored the spin-spin coupling and the spin preces-
sion, because their effects are negligible (cf. Appendix A).
Expressions of phase terms are shown in Appendix D.

Let us briefly review the parameter dependence of our
waveforms. The Newtonian-plus-r-mode part of the wave-
form, h̃N+r, depends on 8 independent parameters: chirp

6 It excludes the leading-order contribution which is already con-
tained in ΨN .

massM; two individual spin frequencies Ωsi; two individ-
ual r-mode coupling coefficients Ii; luminosity distance,
DL; the coalescing time and phase, tc and φc. The phase
correction, ΨSPA, depends on 5 additional parameters:
mass ratio Ξ = m1/M ; the (anti-)symmetric tidal Love
numbers λ̄s(a)

f = (λ̄1
f ± λ̄2

f )/2; the (anti-)symmetric di-
mensionless spin along the orbital angular momentum
χ

(z)
s(a) = (χ(z)

1 ± χ
(z)
2 )/2. Here we use the normalized

Love number (Sec. VB) because in this way it is more
convenient to incorporate universal relations into the cal-
culation.

B. Analytic model for Ψr

As discussed in Sec. IVB, DTs only affect the orbital
evolution significantly near the resonance. In the post-
resonance regime, the orbit is well described by a PP
orbit. Similarly, in the FD, resonance only leads to a
phase shift δΦr and a time shift δtr to the waveform, i.e.,
[72]

Ψr = (δΦr − 2πfδtr)Θ(f − fr), (60)

where the resonant GW frequency is given by [Eq. (19)]

fr = φ̇r
π

= 4
3πΩs1. (61)

The Heaviside step function Θ(f − fr) is introduced here
because there is no DT when f < fr

7. Using Eqs. (40b),

7 Here we assume that the pre-resonance PP orbit is aligned with
the true orbit, so the phase and time shifts appear after the
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(40a) and the relation

δΦr = 2δφr, (62)

we obtain

δtr = δΦr
2πfr

, (63)

we arrive at

Ψr =
(

1− f

fr

)
δΦrΘ(f − fr). (64)

We refer the interested reader to Appendix B in Ref. [45]
for a strict derivation. In Fig. 8, we compare Eq. (64)
with the numerical result, using the same BNS system
as Fig. 3, except that Ωs1 = 80 Hz. We can see that the
phase difference induced by the r-mode, Ψ(num)

GW −Ψ(pre)
GW ,

agrees well with the expression of Ψr in Eq. (64). Here
Ψ(num)

GW stands for the real GW phase, and Ψ(pre)
GW is the

GW phase of the pre-resonance PP orbit (extending to
the post-resonance regime).
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(num)
GW -Ψ(pre)
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Ψr

fr

FIG. 8. The GW phase difference induced by the r-mode DT
versus GW frequency. It is compared with the expression of
Ψr in Eq. (64). The BNS system is the same as the one we
used in Fig. 3, except that Ωs1 = 80 Hz.

The expression of Ψr results in

∂h̃N+r

∂I
∼ ∂h̃N+r

∂δΦr
= i

(
1− f

fr

)
Θ(f − fr)h̃N+r, (65a)

∂h̃N+r

∂Ωs
∼ ∂h̃N+r

∂fr
+ ∂h̃N+r

∂δΦr
∂δΦr
∂Ωs1

∼ f

f2
r

δΦrΘ(f − fr)h̃N+r,

(65b)

resonance. It is also equivalent to align the post-resonance PP
orbit with the real orbit. Then the Heaviside step function should
be changed to Θ(fr − f).

which are important to understand the result Fisher anal-
ysis, as we will discuss in the next section. In Eq. (65b),
we have ignored the term ∂h̃N+r/∂δΦr, because it is
suppressed by the factor (1− f/fr) when f ∼ fr.
With Eqs. (65), we can learn two things. First,

∂h̃N+r/∂δI is proportional to (1−f/fr), which is close to
0 when f ∼ fr, so the constraint for I from GW detection
is weaker than the one for Ωs. Second, the constraint for
I is independent from the magnitude of δΦr (or I); while
the constraint for Ωs is proportional to δΦ−1

r ∼ I−1 (see
also Ref. [45]).

101 102 103
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10-22

√ S n
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z−
1
/
2
)

CE

FIG. 9. The noise spectral density of CE.

VII. CONSTRAINTS OF PARAMETERS USING
r-MODE DYNAMICAL TIDE

In this section, we discuss parameter estimation based
on the hybrid PN-r-mode waveform obtained in Sec. VIA.

A. Fisher-matrix formalism and signal strength

We shall do this by computing the Fisher information
matrix, defined by

Γij =
(
∂h

∂θi

∣∣∣∣ ∂h∂θj
)
, (66)

where θi are parameters of the waveform, and derivative
will be computed numerically. The inner product between
two waveforms (h|g) is defined as

(h|g) = 4<
∫
h̃∗(f)g̃(f)
Sn(f) df, (67)

with the superscript ∗ standing for complex conjugation,
and Sn(f) the noise spectral density of the detector. By
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TABLE V. A summary of properties of NS for GM1 and FPS.

EOS m/M� R/km k2 Īr Ī
GM1 1.4 13.79 0.116 6.151 15.85
GM1 1.35 13.78 0.121 6.578 16.87
FPS 1.4 10.90 0.0668 3.709 10.09
FPS 1.35 10.95 0.0711 4.000 10.77

inverting the Fisher information matrix, we obtain pro-
jected constraints on θi as

∆θi =
√

(Γ−1)ii, (68)

and the covariance between θi and θj is characterized
by the off-diagonal term (Γ−1)ij . In this paper, we will
mainly focus on the Cosmic Explorer (CE), whose Sn(f)
is shown in Fig. 9 [106].
To see the loudness of BNS signals, we choose a

(1.4, 1.35)M� BNS system as an example, and plot the
SNR of pre- and post-resonance signals as functions of
spin frequency in Fig. 10. The system is assumed to be
100Mpc away and optimally oriented. Unless stated oth-
erwise, our lower limit of GW frequency band is 2F0 = 9
Hz. We note that CE is also sensitive to the frequency
below 9 Hz, yet it is computationally expensive to simu-
late the low-frequency evolution. We have checked that
neglecting those signals does not lead to a significant
change on parameter estimation if Ωs & 2π × 10 Hz
(cf. Fig. 12). On the other hand, low-frequency signals
are important if Ωs < 3/4F0 = 3.38 Hz. Nonetheless,
as we will show shortly, r-mode sector does not provide
as strong constraints in that regime, hence that part of
parameter space is not of our interest. Because resonant
orbital frequency is proportional to spin frequency, SNR
of the pre-resonance signals increases with the spin fre-
quency, and there is no pre-resonance signals when the
spin frequency is below 3/4F0 = 3.38 Hz. For 10 Hz
. Ωs . 80 Hz, both the pre- and post-resonance signals
are loud enough to be detected. Thus phase and time
shift induced by the r-mode resonance (Sec. VIB) can
be extracted from the waveform, and can be used for
parameter estimation. This is the foundation for our later
discussions.

In the rest of this section, we use the same BNS system
to explore the effect of r-mode resonance on parameter es-
timation. Since the sky location, the inclination between
the orbital angular momentum and the line of sight, and
the polarization angle are not of our interest, below we
simply fix their values and consider a Fisher matrices in-
volving only the intrinsic parameters. We mainly consider
three situations. In Sec. VII B, we first investigate the case
where resonances take place in both NSs. The r-mode
DTs are treated as an independent degree of freedom
(i.e., the universal relations between NS properties are not
used). Then in Sec. VIIC, we discuss the improvements
on parameter estimation by incorporating the universal
relations. Finally in Sec. VIID, we study BHNS systems.
For comparison, we consider two EoSs, GM1 and FPS,
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FIG. 10. SNR of pre- and post-resonance GW signals as
functions of spin frequency. The BNS system is (1.4, 1.35)M�,
optimally oriented at 100Mpc. EoS is GM1. As a comparison,
the horizontal dash line is the SNR of the entire in-band
signals. There is no pre-resonance signals when 3/4F0 = 3.38
Hz, because our frequency band starts from there. Recalling
that the resonant orbital frequency is proportional to the spin
frequency, then the SNR of pre-resonance signal increases with
the spin frequency.

as they respectively give the largest and smallest radii
for the same mass (see Fig. 6). The NS properties for
these two EoSs are summarized in Table V. Because the
features for both EoSs are similar, we mainly discuss GM1
in the main text, and put the results of FPS in Appendix
E and F.

B. Case I: two resonant NSs without the universal
relations

As we discussed in Sec. IIA, for a BNS system where
r-mode excitation takes place in each NS, Ωsi and Ii can
be constrained by GW. Since r-mode DT adds indepen-
dent contributions to the GW phase evolution, simply
adding this effect does not improve the existing measure-
ment accuracy provided by other PN effects. For example,
individual tidal Love numbers, as well as individual di-
mensionless spins, are still degenerate. Therefore, in this
subsection, we mainly focus on the measurement of r-
mode sector itself, and study estimation accuracy for Ωsi
and Ii. The full waveform depends on 13 parameters,
including 9 PP parameters, M, Ξ, χ(z)

s(a), λ̄
s(a)
f , DL, tc,

φc, and 4 r-mode parameters Ωsi, and Ii. The Fisher
matrix is 13 dimensional. We note again that here we
use the normalized Love number [Eq. (31)] instead of the
Love number listed in Table II.

To be concrete, let us fix the spin vector ofm2, Ωs2 = 40
Hz and ψ2 = 7π/18, and explore the following parameter
space: Ωs1 ∈ [10, 85] Hz, ψ1 ∈ [ 1

20π,
17
20π]. In Fig. 11, we

show the relative errors of I1 and Ωs1 as functions of Ωs1
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FIG. 11. Case I: relative errors of I1 (left) and Ωs1 (right) as functions of ψ1 and Ωs1, i.e., the spin configuration of m1. The
errorbar is in log scale. For m2, we fix its spin configuration as Ωs2 = 40 Hz, ψ2 = 7π/18. The EoS is GM1. Eq. (69) shows
that both ∆I1/I1 annd ∆Ωs1/Ωs1 have ψ1 dependence: sin−2 ψ1 cos−4 ψ1/2. Therefore they diverge to infinite as ψ1 → 0, π,
and become the best when ψ = π/3. In the best scenario, the constraint on Ωs1 is around 6%, and the one on I1 is 21.7%.
I1 is less constrained because ∂h/∂I1 is suppressed by the factor (1− f/fr) as f ∼ fr [Eq. (65a)]. Constraints get bad when
Ωs1 ∼ Ωs2 = 40 Hz, because two resonances are degenerated in GW.

and ψ1. We first observe that the relative errors of I1 and
Ωs1 depend on ψ1 in a similar way; both become worse
as ψ1 → 0 and π. However, their behaviors are caused by
different reasons. Recall the discussion in Sec. VIB, ∆I1
is independent of I1, while ∆Ωs1 ∝ I−1

1 , hence we can
obtain

∆I1

I1
∼ ∆Ωs1

Ωs1
∼ I−1

1 ∼ (Īri )−2 sin−2 ψ1 cos−4 ψ1/2,

(69)

where Eq. (30) is used. We have checked that the depen-
dence above is consistent with our numerical calculation.
With this knowledge, we can know that constraints be-
come the best when ψ1 = π/3, where I1 is maximal. In
the best case, the constraint on Ωs1 is around 6%, and
on I1 around 22%. Meanwhile, there is a large range of
parameter space where ∆I1/I1 < 1, which indicates that
we can extract meaningful constraints from GW.

Secondly, constraints on both Ωsi and Ii become worse
when Ωs1 ∼ Ωs2 = 40 Hz, because two resonances take
place at similar locations, and are therefore indistinguish-
able from each other. In this regime, Fisher-matrix based
analysis becomes invalid, and a more detailed Bayesian
analysis will be required. Out of this regime, two reso-
nances do not interfere anymore. We have checked that
constraints on Ωs2 and I2 are insensitive to the values of
ψ1 and Ωs1 (except when Ωs1 ∼ Ωs2). In the best-case
scenario, ∆Ωs2/Ωs2 is around 5%, and ∆I2/I2 around
17%.

Thirdly, constraints on Ωs are better than those on I,
because ∂h̃N+r/∂I is suppressed by the factor (1− f/fr)
as f ∼ fr [Eq. (65a)]. Recalling that the spin frequency

TABLE VI. The comparison between constraints for Ωsi and
Ii with two EoS: FPS and GM1. We explore the parameter
space: Ωs1 ∈ [10, 85] Hz, ψ1 ∈ [ π20 ,

17
20π], while choose Ωs2 = 40

Hz and ψ2 = 7π/18. The median values of the ratio between
two EoS for several parameters are shown in the first four
columns. Eq. (69) shows that the constraint is proportional to
(Īri )−2, so we also show their ratios in the last two columns,
for comparison. All numbers are close.

Parameters ∆Ωs1 ∆Ωs2 ∆I1 ∆I2 (Īr1 )−2 (Īr2 )−2

FPS/GM1 2.67 2.65 3.23 2.78 2.77 2.72

determines where the resonance takes place (in time or
frequency domain), while I characterizes the phase shift
(strength of the DT), therefore we can conclude that GW
signals are more sensitive to the location of resonance
than the strength of the resonance.
Finally, we investigate the effect of EoS. We com-

pute the ratio of relative errors with FPS to those
with GM1:

[
∆Ω(FPS)

si /Ω(FPS)
si

]/[
∆Ω(GM1)

si /Ω(GM1)
si

]
and[

∆I(FPS)
i /I(FPS)

i

]/[
∆I(GM1)

i /I(GM1)
i

]
. In Table VI, we

provide the median values of these ratios over the param-
eter space we have explored. The results for different
parameters are similar: those for GM1 are better than
FPS by a factor of 2.6 ∼ 3.2. The numbers are also close
to the ratio of (Īr)−2, recalling that the relative errors are
proportional to I−1 ∼ (Īr)−2. We can then conclude that,
constraints are more stringent for less compact NSs, i.e.,
those with harder EoS, with error inversely proportional
to r-mode overlap. Detailed results for FPS are shown



16

5 1010-1

100

101

102
∆
I 1
/
I 1

20 40 60 80

F0 = 2.5 Hz
F0 = 4.5 Hz
F0 = 8 Hz

Ωs1/(2π) (Hz)

5 1010-2

10-1

100

101

102

∆
Ω
s1
/
Ω
s1

20 40 60 80

F0 = 2.5 Hz
F0 = 4.5 Hz
F0 = 8 Hz

Ωs1/(2π) (Hz)

FIG. 12. Fractional errors of Ωs1 and I1 as functions of Ωs1,
with different values of F0. We set the spin configuration
for m2 to be the same as Fig. 11, and ψ1 = π/3. Fractional
errors first decrease with Ωs1, because there are more in-band
pre-resonance signals. Then it becomes bad as Ωs1 ∼ Ωs2,
since two resonances are not distinguishable. The lower limit
of Ωs1/(2π) is taken to be 3/4F0, i.e., resonance takes place
initially (at orbital frequency F0). We cannot get constraints
on I1 and Ωs1 if we further decrease the spin frequency. Those
curves show that the value of F0 only affects these constraints
mildly.

in Appendix E. Since the two EoSs are representative for
hard and soft EoSs, the fractional error on the spin for
other EoSs can be between 6% to 16%. As a result, the
r-mode resonance provides an important channel to put
constraints on the spin frequency.
If Ωs1 is further decreased to below 3.38 Hz, we need

to lower the value of F0 to include enough pre-resonance
signals8. In Fig. 12, we compare ∆I1/I1 − Ωs1 and
∆Ωs1/Ωs1 −Ωs1 relations with different values of F0. We
can see that the value of F0 affects the constraint mildly

8 Constraints on Ωs2 and I2 are unaffected, because the two reso-
nances are independent from each other.

if Ωs > 10 Hz. Furthermore, the fractional error of I1
exceeds 100% when Ωs1 . 6 Hz. In this parameter regime,
the r-mode cannot be unambiguously detected. Therefore,
we here only focus on Ωs > 10 Hz, and it is enough to
choose F0 = 4.5 Hz for a general calculation.
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FIG. 13. Case II: fractional errors as functions of Ωs1 after
incorporating universal relations. The spin configuration for
m2 is same as Fig. 11, and ψ1 = 3π/10. EoS is still GM1. The
top panel is for Ξ while the bottom one corresponds to λ̄s(a)

f .

C. Case II: two resonant NSs + universal relations

In the previous subsection, we only studied the esti-
mation of parameters in the r-mode sector because this
sector is independent of other PN effects. However, if
we take into account the universal relations between NS
properties, the r-mode sector will behave like a bridge
that connects tidal and spin parameters. We will then
have enough number of degrees of freedom in the wave-
form to constrain all parameters, as summarized in Table
II.

1. Neutron-Star Parameters

To begin with, we need to express χ(z)
s(a) in terms of spin

frequency and (normalized) moment of inertia [Sec. VB]:

χ
(z)
s(a) = 1

2
(
Ī1Ωs1m1 cosψ1 ± Ī2Ωs2m2 cosψ2

)
, (70)

We will then have 12 intrinsic parameters, including: chirp
massM; mass ratio Ξ; (anti-)symmetric normalized Love
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s ),
with Ωs1 = 80 Hz, Ωs2 = 40 Hz, ψ1 = π/3 and ψ2 = 7π/18.
The black curve is the result of PN effects (including adiabatic
tidal effect and spin-orbit coupling). The red curve is the result
after including r-mode resonances (with universal relations).
For those ellipses, both directions are improved by resonances.

numbers λ̄s(a)
f ; two inclination angles ψi; two spin fre-

quencies Ωsi; two r-mode coupling coefficients Ii; and
two normalized momentum of inertia Īi. Meanwhile, we
have 8 constraints from GW

M, Ξ, χeff , λeff
f , ∆Ωsi, ∆Ii, (71)

and 4 constraints from the two universal relations

Ii = Ii(λ̄s(a)
f ,Ξ, ψi,M), Īi = Īi(λ̄s(a)

f ), (72)

where we have used the definitions of I in Eq. (30). In
principle, these 12 constraints are enough to decode the
BNS system. However, as we have seen in the last sub-
section, constraints in Eq. (71) in practice may not be
measured with extremely high statistical accuracy; the
relative error on I can be as bad as 100%. Therefore,
we should be prepared that degeneracy may not be com-
pletely broken in practice.

4

3

2

1

0

1

2

3

4

∆
λ̄

(s
)

f
/
λ̄

(s
)

f

0.075 0.050 0.025 0.000 0.025 0.050 0.075
∆Ξ/Ξ

0.008

0.006

0.004

0.002

0.000

0.002

0.004

0.006

0.008

∆
χ

(z
)

s
/
χ

(z
)

s

4 2 0 2 4

∆λ̄
(s)
f /λ̄

(s)
f

Non-DT
DT

FIG. 15. Same as Fig. 14. The error ellipses between Ξ− λ̄sf −
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After using the universal relations, the Fisher matrix
is 11D, corresponds toM, Ξ, Ωsi, λ̄s(a)

f , ψi, tc, φc, DL.

2. Parameter Constraints: tidal Love numbers λ̄s,af

In the lower panel of Fig. 13, we plot the dependence of
∆λ̄s(a)

f /λ̄
s(a)
f on Ωs1, with ψ1 = 3π/10, ψ2 = 7π/18 and

Ωs2 = 2π×40 Hz. (we use the GM1 EoS; data for the FPS
EoS are shown in Appendix F.) Constraints become worse
when Ωs1 ∼ Ωs2 = 2π × 40 Hz because two resonances
take place simultaneously, making it impossible to resolve
their individual features. For favorable values of Ωs1, ∆λ̄sf
can be constrained as well as ∼ 1.0%, while ∆λ̄af/λ̄af is
∼ 1.7. The degeneracy between two individual tidal Love
numbers is still not broken, but substantially reduced. To
see this more clearly, we plot the error ellipses between
∆λ̄af and ∆λ̄sf in Fig. 14, for Ωs1 = 80 Hz and ψ1 =
π/3, when r mode is either included or not included.
Constraints on both directions are substantially improved
by r-mode, but the fractional error of λ̄af is still greater
than 1.
Let us note that breaking of λ̄af degeneracy is difficult

because the predicted values of λ̄af is intrinsically very
small, if we make the tacit assumption that neutron stars
all have the same, albeit unknown, EoS. For example, in
our case, the two neutron stars are (1.4, 1.35)M�, and
with the GM1 EoS, λ̄af/λ̄sf ≈ 0.1. Nevertheless, it is
theoretically possible that the two neutron stars do not
follow the same EoS — and for this reason, it is still
very meaningful to dramatically reduce ∆λ̄af , even if our
measurement error is somewhat larger than the predicted
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TABLE VII. A special case where the individual normalized
Love numbers and inclination angles are well constrained.
Two NSs have spin Ωs2 = 40Hz, ψ2 = 7π/18, Ωs1 = 80Hz and
ψ1 = π/3. EoS is GM1.

Parameters ∆λ̄(1)
f /λ̄

(1)
f ∆λ̄(2)

f /λ̄
(2)
f ∆ψ(1) (rad) ∆ψ(2) (rad)

Constraints 0.26 0.22 0.18 0.28

TABLE VIII. A summary of the effect of including r-mode
resonance on parameter constraints. The second column gives
the best fractional errors for Ξ and λ̄

s(a)
f achievable when

we vary ψ1 and Ωs1. These fractional errors are generally
improved, when compared with those achievable only including
PN effects. In the third and forth columns, we list the best
and worst improvement factors for each parameter, as we vary
ψ1 and Ωs1.

Parameters Best Best Worst
constraints improvement improvement

∆λ̄sf/λ̄sf 10−2 389 1
∆λ̄af/λ̄af 1.84 336 1
∆Ξ/Ξ 5× 10−3 11.6 1

value of λ̄af .
As we turn to the individual Love numbers of the two

neutron stars, λ̄(i)
f , we find that their errors are still

correlated in general. For some special cases, the indi-
vidual Love numbers can be sufficiently well constrained.
In Table VII, we show one example with Ωs1 = 80 Hz,
ψ1 = π/3, Ωs2 = 40 Hz, ψ1 = 7π/18, and GM1 EoS.
Relative errors of two individual tidal Love numbers are
around 20%.

We then study the improvement of constraints by com-
paring results above with those of pure PN effects (i.e.,
adiabatic tidal effect). The improvement factor, Imp.
∆λ̄s(a)

f /λ̄
s(a)
f , is defined to be the ratio between constraints

from two sides (the factor is larger than 1 when the r-
mode enhances the constraint). Results are shown in
Table VIII. We can see constraints on ∆λ̄s(a)

f /λ̄
s(a)
f are

improved. In the best case, the factor is around 300–400.

3. Parameter Constraints: mass ratio Ξ and spins χ(z)
a,s

The measurement of ∆χ(z)
a and ∆χ(z)

s can also benefit
from universal relations9. As shown in the lower panel of
Fig. 14, while the improvement in χ(z)

s is mild, the con-
straint on χ(z)

a is improved by a factor of ∼ 120. Therefore,
the degeneracy between individual dimensionless spin is
also reduced.
The case for Ξ is similar. Its correlation with other

parameters is reduced by the r-mode DT and the uni-

9 These are not independent variables in this subsection, their
constraints are obtained by error propagation.

versal relations. Compared with constraints from pure
PN effects, the error in Ξ can be improved by a factor of
1− 11.6, as summarized in Table VIII. In the first row of
Fig. 13, we also present its fractional error as a function
of Ωs1. We can see ∆Ξ/Ξ is insensitive to Ωs. Generally,
it can be constrained to ∼ 1.3%.

It is also well-known that the estimation errors of Ξ, λ̄sf
and χ(z)

s are correlated in absence of r-mode resonance.
The effects of incorporating r-mode resonances are shown
in Fig. 15. Whereas in Refs. [1, 4] the error reduction
relies on imposing an observational-based prior on χz,
once the r-mode resonances are taken into account, the
mutual correlations between parameters are significantly
reduced. As suggested in Ref. [76], the r-mode DT indeed
improves dramatically the inference accuracy on both the
tidal deformability and the NS component masses. The
later can be further converted to an indication of the
maximum mass of NSs with a population of events. We
thus conclude that the r-mode DT plays a crucial role in
constraining the nature of NS EoS.

4. Parameter Constraints: inclination angles
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FIG. 16. Case II: constraints on inclination angles ψi as
functions of Ωs1. Spin configurations are same as Fig. 11 and
ψ1 = 3π/10. Generally speaking, ψ1 and ψ2 are correlated. In
the best case, ∆ψ1 ∼ ∆ψ2 ∼ 0.09 rad.

Besides improving constraints, universal relations also
provide the information of inclination angles ψi, which is
hard to be accessible by other PN effects. In Figs. 16, we
show ∆ψi as functions of Ωs1. Generally speaking, ψ1 and
ψ2 are correlated. In the best case, ∆ψ1 ∼ ∆ψ2 ∼ 0.09
rad. We note that determining this angle may play signif-
icant roles in astrophysics, as it allows the constraining
of the NS natal kicks, i.e., kicks received by NSs at their
formation due to asymmetric supernova explosions (see,
e.g., Refs. [107–109]). This may further shed light on
models and theories of core-collapse supernova [110, 111].
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5. If only one of NS is resonant

If one of NS (e.g. m2) in the binary system rotates at
very low frequency, its r-mode resonance is not in-band
anymore, and r-mode resonance does not provide enough
constraints to decode the whole system. In fact, we find
that the two inclination angles ψi are highly correlated and
are totally unmeasurable. Nevertheless, the measurement
of Love number can still benefit from the single, in-band
resonance. As an example, we still adopt a BNS system
with (1.4, 1.35)M� and ψ1 = π/3, Ωs1 = 40 Hz. The
value of Ωs2 is taken to be small enough such that the
r-mode of m2 is not excited in-band. In Fig. 17, we show
contours between λ̄sf and λ̄af with or without DT. We
can see they are similar to the case of two resonances in
Fig. 14: even with only one resonance, the degeneracy
between λ̄s(a)

f can still be substantially reduced.
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FIG. 17. Similar to the top panel of Fig. 14. But with only
one in-band r-mode resonance. For the binary system, we
choose Ωs1 = 40 Hz, ψ1 = π/3. The value of Ωs2 is taken to
be small enough such that the r-mode of m2 is not excited
in-band. The degeneracy between λ̄s(a)

f can still be reduced a
lot.

D. Case III: BHNS

For a BHNS system, the r-mode resonance only takes
place once before merger. As shown in Table III, there
are 8 parameters for the system: M, Ξ, λ̄(1)

f , Ī1, Ωs1,
I1, ψ1 and χ(z)

2 . And there are 8 constraints from GW
and universal relations. Hence the degeneracies can be
reduced, even broken.
To study this case, we choose a BHNS system with

(1.4, 10)M�. The NS is assumed to spin at 30 Hz, and
EoS is GM1. As for BH, we assume χ(z)

2 = 0.1. The
distance of the system is 100 Mpc. Results are shown in
the left column of Fig. 18. In this case, the degeneracy
between two individual spins is completely broken. For

χ
(z)
2 , it is constrained to ∼ 1%, and ψ1 is constrained to
∼ 1 rad.
We further investigate the effect of BH mass on con-

straints by varing m2, while fixing Ωs1=30 Hz and
ψ1 = π/3. The distance of the system is still 100 Mpc.
In the right column of Fig. 18, we show constraints as
functions of BH mass. We can see both constrains first
decrease with m2, because of the increase of SNR. If we
further increase m2, post-resonance signals then will be
reduced, and the constraints will become worse accord-
ingly.

VIII. CONCLUSION

In this paper, we studied the tidal excitation of r-mode
by the gravitomagnetic force in coalescencing NS bina-
ries. We began by a brief review on the dynamics of
these systems: the r-mode is excited by the gravitomag-
netic field from the companion, while the induced current
quadrupole moment gives rise to an acceleration back
to the orbit. By assuming the orbit to be quasicircular,
we obtained a coupled EOM. Next, we numerically inte-
grated the coupled set of EOM and discussed features of
solutions. We confirmed that the pre- and post-resonance
orbital evolution can be well described by twp PP orbits,
as proposed in FR07 [72]. The post-resonance PP orbit
is related to the pre-resonance one through a “jump” in
orbital frequency at the resonance. We subsequently inves-
tigated the tidal evolution, by extending Ref. [53] to the
r-mode, and providing analytic formulae for tidal evolu-
tion that are accurate in all regimes: adiabatic, resonance
and post-resonance. Separately, using the TOV equation,
we found a universal relation between the normalized
r-mode overlap Īr of a neutron star and its normalized
tidal Love number λ̄f .

We then moved on to the wave zone and studied gravi-
tational waves emitted by such binaries. We constructed
a hybrid GW waveform that combines several SPA models
with results from numerical integrations of the coupled
EOM. This waveform contains information from r-mode
resonance, adiabatic tidal effect, and spin-orbit coupling.
To understand the effect of r-mode DT on GW waveforms,
we adopted the model in FR07: the r-mode induces phase
and time shifts in GW. We found this model to be quanti-
tatively accurate. Finally, with the hybrid waveform, we
calculated Fisher information matrix to investigate how
r-mode resonances improves parameter estimation accu-
racy. We mainly studied three cases: binary NS systems
with r-mode resonances in NSs, binary NS systems includ-
ing r-mode resonances together with universal relations
between NS properties, and BHNS binary systems.

We found a variety of interesting results. First, the ex-
citation of r-mode is mainly described by two parameters:
spin frequency Ωs and r-mode coupling coefficient I. The
spin frequency Ωs determines when the resonance takes
place during the inspiral, and I determines the phase and
time shifts induced by the r-mode resonance. Choosing a
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FIG. 18. Case III: constraints on several parameters in the case of BHNS system. We choose Ωs1 = 30 Hz and χ(z)
2 = 0.1. The

EoS is GM1, and the binary system is 100Mpc away from the detector. In the left panel, we show constraints as functions of ψ1,
where we fix the mass of BH to be 10M�; whereas in the right panel, we study their dependence on the mass of BH m2, with
ψ1 = π/3. Using universal relations, the degeneracy of parameters is totally broken, where ∆ψ is ∼ 1 rad, and the relative
errors of χ(z)

2 are ∼ 1%.

(1.4, 1.35)M� BNS system at 100Mpc away as example,
we found a large parameter space in which constraints for
Ii and Ωsi are within 100%, where Fisher analysis is valid
and we can extract meaningful information from GW. The
best constraint on Ωs is around 6% with 3G detectors;
whereas for I, the value is around 22%. The constraint on
I is worse than Ωs because ∂h̃N+r/∂I is suppressed by the
factor (1−f/fr) as f ∼ fr [Eq. (65a)]. In other words, the
waveform is more sensitive to the location of the resonance
than to the phase shift. With the analytic model for the
r-mode, we found ∆I/I ∼ ∆Ωs/Ωs ∼ sin−2 ψ cos−4 ψ/2
[Eq. (69)]. This is consistent with our numerical calcula-
tions. The formula shows that the constraint is the best
when ψ = π/3, while there is no constraint as ψ → 0, π.
We also found that two resonances in each star do not
get strongly correlated except for Ωs1 ∼ Ωs2, when effects
from the two resonances become indistinguishable.

Secondly, with the help of the universal relations, r-
mode resonance behaves like a bridge that connects adia-
batic tidal effect and the spin-orbit coupling. In principle,

for systems which have two r-mode resonances, we can ob-
tain as many constraints as free parameters in GW. This
situation is in contrary to the case without DT, where the
universal relation requires additional parameters to be
incorporated. This is because if one wants to use I-Love
relation to connect adiabatic tidal effect and the spin-orbit
coupling, four more free parameters: inclination angle
ψi and spin frequency Ωsi should be introduced. In the
absence of r-mode resonance, they cannot be constrained
at all.

Although the r-mode resonance provides enough con-
straints to decode the BNS system, some constraints are
not very accurate in practice. For example, errors on Ii
sometimes are as large as 100%, where the information is
not meaningful. This will diminish the role of r-mode in
degeneracy breaking. Nevertheless, our calculations show
that two individual normalized Love numbers are still sig-
nificantly correlated in the most cases. The best relative
errors of symmetric normalized Love number is ∼ 1.3%,
while is 1.84 for the anti-symmetric normalized Love num-
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ber. Both of them are improved by factors of ∼ 300− 400
in the best-case scenario, comparing with those that come
solely from PN effects. In favorable cases, the normalized
Love numbers of individual NS can be sufficiently well
constrained. As shown in Table VII, each normalized
Love number is constrained to 20%, significantly improve
our understanding on the NS EoS. Meanwhile, the r-mode
DT allows us to put constraints on the inclination angle
between the spin and orbital angular momentum, which is
hard to be accessible by other PN effects. In the best-case
scenario, each inclination angle is constrained to 0.09 rad.
This could potentially constrain the NS natal kick and
hence the supernovae explosion mechanism. The other
benefit from the universal relations is constraints on mass
ratio Ξ, which is known to have correlated errors with λ̄sf
and χ(z)

s in absence of DT. After including r-mode DT
and universal relations, Ξ measurement can be improved
by actors of 1− 11.6. For most cases, its fractional error
is around ∼ 1%. An improved estimation accuracy on Ξ
means better accuracy on the component masses. This
could constrain the maximum mass of NSs with a large
number of detection and shed light on the NS EoS in a
way complementary to the information derived from tidal
deformability.

Thirdly, for BHNS systems, we can also obtain as many
constraints as parameters. As a result, degeneracies are
totally broken. Choosing a BHNS system as example, we
found ∆ψ1 ∼ 1 rad, and ∆χ(z)

2 /χ
(z)
2 ∼ 1%− 2%.

Our results show that r-mode resonance will be an im-
portant channel for 3G detectors to extract information
of NSs. Since the excitation only requires NSs to spin at
tens of Hertz, these events are quite generic in coalescing
binaries that have NSs. Therefore, to develop an accurate
GW waveform from these systems seems necessary in the
future. Our numerical calculations of r-mode are only on
Newtonian order, and PN effects are incorporated through
a naive way. Also, the corrections of DT onto PN terms
are not considered here. Other effects, such as r-mode
instability [112], is not studied either. Therefore, one
possible avenue for future work is to perform a systematic
study on the scenario with relativity. This includes to
couple the gravitomagnetic force with rotational modes
of relativistic stars10 by the formalism in Ref. [66], and
to study the orbital evolution with either PN approach
[83] or EOB formalism [35, 57]. As pointed out by Idrisy
et al. [68], there is more than 10% variance for the mode
frequency of relativistic stars, depending on the compact-
ness. This is on the same order of statistical accuracy of
Ωs in our paper. Therefore, the relativistic corrections
would be important in this case. It is also interesting to
see how relativistic corrections to the Īr − λ̄f universal
relation changes the parameter estimation.
The other direction would be numerical relativity. Al-

though the excitation of f -mode has been observed by

10 There is no pure r-mode in relativistic barotropic stars.

recent study [113], the simulation of r-mode is more dif-
ficult to achieve with the current version of numerical
relativity code, such as SpEC [114], since the mode am-
plitude of r-mode is much smaller. A typical Lagrangian
displacement of r-mode is only 10−4 of the radius of a NS.
This requires much more resolutions to resolve r-mode.
However, with the upgraded version of SpEC, SpECTRE
[115], this may be doable in the near future.
Furthermore, our paper mainly focus on the (2, 2) r-

mode in barotropic NSs. As pointed out by Poisson et
al. recently [73], four inertial modes can be excited by
the gravitomagnetic force before merger. Meanwhile, for
NSs with buoyancy, there is also the (2, 1) r-mode, which
plays a role as important as the (2, 2) mode [72]. These
modes have different ψ-dependence, and contain different
information of NSs. Therefore, they can further reduce the
degeneracy of parameters, and put more constraints on
the inclination angle ψ. On the other hand, the detection
of (2, 1) mode can confirm the existence of buoyancy in
cold NSs, so it is worth to incorporate these modes in the
future.

Finally, we want to emphasize that we treated the two
universal relations as exact relations. However, as pointed
out in Ref. [116], even the most insensitive relations still
have residual variability with respect to EoSs and could
lead to systematic bias in parameter estimations for 3G
detectors pontentially comparable to the statistical un-
certainties. Therefore, studying the impact of such EoS
variability would be another interesting direction to go.
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Appendix A: Justification of ignoring the PP
precession

When the spins S1,2 are misaligned with respect to
the orbital angular momentum L, various precession ef-
fects will happen and, in principle, modify the dynamics
when the orbit is both close to and far away from a
mode’s resonance. We will show quantitatively that all
the precession-induced corrections are small and therefore
can be safely ignored.
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Specifically, we have [80, 117]

dŜ1

dt
= Ω(1)

dS × Ŝ1, (A1)

dŜ2

dt
= Ω(2)

dS × Ŝ2, (A2)

dL̂

dt
=
[
Ω(1)

LT + Ω(2)
LT

]
× L̂, (A3)

where

Ω(1,2)
dS = 3 (m2,1 + µ/3)

2D ΩorbL̂, (A4)

is the rate of the leading-order de Sitter precession of the
spins induced by the orbital angular momentum L and

Ω(1,2)
LT = S1,2 (4 + 3m2,1/m1,2)

2D3 Ŝ2, (A5)

is the rate of the Lense-Thirring precession of L due
to S1,2. The hat stands for the unit vector along the
direction of the corresponding quantity.
As a result of the de Sitter precession of S1, the reso-

nance frequency of the r-mode in m1 should be shifted
by Ω(1)

dS with

Ω(1)
dS

2π ' 0.8×
(

fr
80 Hz

)5/3
, (A6)

assuming a binary with m1 ' m2 ' 1.4M� and evaluat-
ing at f = fr with fr the resonant frequency [Eq. (61)].
The above shift is ∼ 1% of the spin frequency, about 10
times smaller than the typical statistical error of ∼ 10%
(e.g., Fig. 11), it can thus be neglected.

Meanwhile, the Lense-Thirring precession of the orbital
angular momentum together with the spin-spin interac-
tion will cause the inclination angle of the spin of NS,
ψ1(2), evolves slowly as [118]

d

dt
cosψ1 = Ω∆ψ1Ŝ1 ·

(
Ŝ2 × L̂

)
, (A7)

where Ω∆ψ1 = 3(1 + q)S2/2qD3 ' (6/7)Ω(2)
LT for nearly

equal-mass binaries with q ≡ m2/m1 ' 1. We can thus
define a timescale τ∆ψ1 = 1/Ω∆ψ1 , which is given by

τ∆ψ1 ' 70 s
(

fr
80 Hz

)−2(
χ2 sinψ2

0.02

)−1
. (A8)

On the other hand, the duration of resonance is given by
[Eq. (48b)]

τr '
(

1
Ω̇r

)1/2
= 0.52 s

(
fr

80 Hz

)−11/6
. (A9)

We thus see that ψ1 is a well-defined quantity at resonance.
Moreover, it is well defined throughout the entire post-
resonance evolution which lasts about 4 s (Fig. 4), much
shorter than τ∆ψ1 .

The above two points allow us to conclude that the
modifications due to precession is indeed negligible during
mode resonances. We now consider their effects away
from resonance. To do so, we drop the r-mode effects and
use the LALSuite [119] to generate PP waveforms with
IMRPhenomPv2 approximation [80, 120].
In Fig. 19 we compute the mismatch of a precessing

waveform (parameterized in terms of χp) with a non-
precessing but otherwise identical one. Here the mismatch
is defined as

Mismatch(h1, h2) = 1−max
tc,φc

(h1|h2)√
(h1|h1)(h2|h2)

. (A10)

For a typical NS with spin < 100 Hz, it corresponds to a
precession parameter χp . 0.1 (even assuming ψ = π/2;
χp is smaller for harder EOSs). Consequently, neglect-
ing precessions will only cause small errors on the PP
waveforms.

Lastly, we show in Fig. 20 the parameter estima-
tion uncertainties of χp using the PP waveform alone.
Here we have assumed a fiducial relation of χp =
0.06Ωs1 sinψ1/(2π × 100 Hz) so that we can show the
y-axis in physical spin units. As the fractional error
∆χp/χp > 10 for the parameter space of interest, we
thus do not expect we would be able to further improve
the parameter estimation accuracy by incorporating the
precession effects.
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FIG. 19. Mismatch between a precessing waveform χp 6= 0
and an a non-precessing but otherwise identical one.

Appendix B: The Tolman–Oppenheimer–Volkoff
equations

The stress-energy tensor Tµν for a perfect fluid is given
by

Tµν = (ρ+ p)uµuν + pgµν , (B1)

where p and ρ stand for the pressure and energy density
of the star, and uµ is four-velocity. The metric gµν is
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FIG. 20. The fractional error in inferring the PP precession
parameter χp.

given by Eq. (49). With Einstein field equation, quantities
shown above can be solved by the TOV equations

dm

dr
= 4πr2ρ, (B2)

dp

dr
= − (4πr3p+m)(ρ+ p)

r(r − 2m) , (B3)

dν

dr
= 24πr3p+m

r(r − 2m) , (B4)

where

m ≡ 1− e−λ

2 r. (B5)

In practice, it is preferable to cast them into a new form
for numerical integration. Following the procedure of Ref.
[121], we use the specific enthalpy h, defined by

dh = dp

ρ+ p
, (B6)

to replace r, where the integration constant is set by the
condition h→ 0 as ρ→ 0 and p→ 0. Defining two new
dependent variables, u = r2 and v = m/r, then we have

du

dh
= −2u(1− 2v)

4πup+ v
, (B7)

dv

dh
= −(1− 2v)4πuρ− v

4πup+ v
, (B8)

dν

dh
= −2. (B9)

At the center of the star, we have

h = hc, u = 0, v = 0, (B10)

with hc a free parameter. The surface of star locates at
h = 0.
Therefore, we can find the structure of the star by

integrating Eqs. (B7)–(B9) from h = hc to h = 0, with
the initial conditions in Eq. (B10). The total mass of the
star can be obtained from the formula mNS =

√
uv|h=0,

and the radius is given by RNS =
√
u|h=0. The quantity

ν is linear in h, where the integration constant is set by
the condition ν|h=0 = log(1−2mNS/RNS), to connect the
value outside of star.

Appendix C: The calculation of tidal Love number
λf

Let us consider linearized even-parity perturbations to
the equilibrium metric in Eq. (49). Following Refs. [122–
124], the perturbed metric in the Regge-Wheeler gauge
can be written as

gµν = g(0)
µν + hµν , (C1)

with

hµν = diag[e−νH0, e
λH2, r

2K, r2 sin2 θK]Ylm(θ, φ),
(C2)

where H0, H2, K are functions of r. The perturbation on
the stress-energy tensor is given by [122]

δT 0
0 = −δρlYlm(θ, φ) = −dρ

dp
δplYlm(θ, φ), (C3)

δT ii = δplYlm(θ, φ). (C4)

With Einstein field equation, we obtain [124]

H2 = H0 = H, (C5)

H ′′ +H ′
{

2
r

+ eλ
[

2m
r2 + 4πr(p− ρ)

]}
+H

{
eλ
[
− 6
r2 + 4π(ρ+ p)dρ

dp
+ 4π(5ρ+ 9p)

]
−
(
dν

dr

)2
}

= 0, (C6)

where we only focus on the l = 2 component. The mass
function m is related to the metric function λ by Eq. (B5).

Imposing regularity condition at r = 0 yields the initial
condition H ∝ r2. The proportionality constant does not
matter here, so we simply choose it as 1. Functions λ,
m, p, ρ in the above equation can be obtained from the
solutions of TOV equations.
Integrating Eq. (C6) from r = 0 to r = RNS leads to

the dimensionless tidal Love number k2 as [125]

k2 = 8
5C

5(1− 2C)2[2 + 2C(y − 1)− y] {2C[6− 3y

+ 3C(5y − 8)] + 4C3[13− 11y + C(3y − 2) + 2C2(1 + y)]
+ 3(1− 2C)2[2− y + 2C(y − 1)] log(1− 2C)}−1, (C7)
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where y = RNSH
′(RNS)/H(RNS), and the tidal Love

number λf is given by

λf = 2
3k2R

5
NS. (C8)

Appendix D: The GW phase with SPA

From Ref. [99–105], we obtain the frequency-domain
gravitational-wave phasing, up to 3.5PN order for point-

particle contributions, up to 3PN for spin terms, and up
to 2.5PN for adiabatic, f -mode tide. Here are terms in
addition to the leading Newtonian phasing ΨN :

ΨPP = 3
128(πMf)−5/3

{(
3715
756 + 55

9 η
)
x− 16πx3/2 +

(
15293365
508032 + 27145

504 η + 3085
72 η2

)
x2 +

(
38645
756 π − 65

9 πη
)

× (1 + 3 log v)x5/2 +
[

11583231236531
4694215680 − 640π2

3 − 6848
21 γE −

(
15737765635

3048192 − 2255
12 π2

)
η + 76055

1728 η
2 − 127825

1296 η3

−6848
21 log(4v)

]
x3 +

(
77096675
254016 + 1014115

3024 η − 36865
378 η2

)
πx7/2

}
, (D1a)

ΨSO = 3
128(πMf)−5/3

{
4
(

113
12 −

19
3 η
)

(L̂ · χs)x3/2 − 10
[

719
48 δm(L̂ · χs)(L̂ · χa) +

(
719
96 + η

24

)
(L̂ · χs)2

+
(

719
96 − 30η

)
(L̂ · χa)2

]
x2 − (1 + 3 log v)

[(
732985
2268 − 24260

81 η − 340
9 η2

)
(L̂ · χs) +

(
732985
2268 + 140

9 η

)
δm(L̂ · χa)

]
x5/2

+2270π
3

[(
1− 227

156η
)

(L̂ · χs) + δm(L̂ · χa)
]
x3
}
,

Ψ
λ̄

(1)
f

= − 3
16ηx

5/2(12− 11Ξ)λ̄(1)
f Ξ4

{
1 + 5(3179− 919Ξ− 2286Ξ2 + 260Ξ3)

672(12− 11Ξ) x− πx3/2 + 1
12− 11Ξ

[
39927845
508032 − 480043345

9144576 Ξ

+9860575
127008 Ξ2 − 421821905

2286144 Ξ3 + 4359700
35721 Ξ4 − 10578445

285768 Ξ5
]
x2 − π(27719− 22127Ξ + 7022Ξ2 − 10232Ξ3)

672(12− 11Ξ) x5/2
}
,

(D1b)
Ψ
λ̄

(2)
f

= (1→ 2 and Ξ→ 1− Ξ), (D1c)

Here we have defined x = v2 = (πMf)2/3, Ξ = m1/M ,
δm = (m1 −m2)/M . L̂ is the unit vector along the or-
bital angular momentum. Symmetric and anti-symmetric
dimensionless spins are defined as χs = (χ1 + χ2)/2 and
χa = (χ1 − χ2)/2 with χi = ĪiΩsimi. Here we use the
normalized momentum of inertia, as well as the normal-
ized tidal Love number in Eqs. (D1b) and (D1c), in order
to use the I-Love universal relation.

Appendix E: Case I for FPS EoS (without universal
relations)

In Fig. 21, we present the results for a BNS system
with FPS EoS. Following Sec. VII B, we still assume that
both NSs are excited before merger. The spin vector
of m2 is fixed at Ωs2 = 2π × 40 Hz and ψ2 = 7π/18.
And we vary the spin of m1: Ωs1 ∈ 2π × [10, 85] Hz,
ψ1 ∈ [ 1

20π,
17
20π]. Without universal relations, we can put

constraints on Ωsi and Ii. From Table VI, we know that
the constraints for FPS are worse than those for GM1 by
factors of ∼ 2.6− 3.2. But their dependence on Ωs1 and
ψs1 is the same as the case of GM1.

Appendix F: Case II for FPS EoS (with universal
relations)

After incorporating universal relations into the calcu-
lations of Appendix E, we can obtain the constraints on
λ̄
s(a)
f , Ξ, and ψi, as shown in Fig. 22 and 23.
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FIG. 21. Same as Fig. 11, but with FPS EoS. The constraints
are worse than those for GM1 by factors of ∼ 2.6− 2.7
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