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Simulation of Cryogenic Buffer Gas Beams
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The cryogenic buffer gas beam (CBGB) is an important tool in the study of cold and ultracold
molecules. While there are known techniques to enhance desired beam properties, such as high
flux, low velocity, or reduced divergence, they have generally not undergone detailed numerical
optimization. Numerical simulation of buffer gas beams is challenging, as the relevant dynamics
occur in regions where the density varies by orders of magnitude, rendering standard numerical
methods unreliable or intractable. Here, we present a hybrid approach to simulating CBGBs that
combines gas dynamics methods with particle tracing. The simulations capture important properties
such as velocities and divergence across an assortment of designs, including two-stage slowing cells
and de Laval nozzles. This approach should therefore be a useful tool for optimizing CBGB designs
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across a wide range of applications.

I. INTRODUCTION

There is considerable interest in physics with cold
molecules because of their applications in a wide vari-
ety of areas, including quantum computing [IH3], quan-
tum simulation of condensed matter systems [4} [5], tests
of fundamental laws of physics [6-10], and ultracold and
controlled chemistry [5], TTHI4]. However, their internal
degrees of freedom add additional complexity to the cool-
ing and trapping of molecules, as compared to atoms.
There has been tremendous success creating ultracold
molecules by associating ultracold atoms [5, [15], but
many applications benefit from species containing atoms
which are challenging to laser cool. Methods to cool
generic molecules directly are therefore of interest, with
the two most relevant techniques being supersonic beams
[16] and buffer gas cooling [I7, [I8]. These methods rely
on collisions with a cold, inert gas such as helium or neon
and can therefore cool a variety of species, from atoms to
large complex polyatomics [19], down to temperatures of
~ 1 K. These methods, especially buffer gas cooling, are
also useful as starting points for further cooling, such as
laser [20] 21, sympathetic [22] 23], evaporative [24] [25],
or optoelectrical [26] 27] cooling.

The cryogenic buffer-gas beam (CBGB) has emerged
as a particularly powerful method for producing cold,
slow, and intense beams of a variety of molecular species
[18, 28]; it has been used for a range of spectroscopy
[29H32] and precision measurement experiments [33] and
as the starting point for molecular laser cooling experi-
ments [20, 21]. There are a number of established tech-
niques to tailor CBGB properties to a particular applica-
tion, such as hydrodynamic extraction [34] to create high-
flux beams useful for precision measurements [33} [35], or
two-stage “slowing” cells [34] [36] to create low-velocity
beams suited to further slowing [37] and trapping [38].
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These techniques often trade one feature for another; for
example, two-stage cells benefit from reduced velocities
but also have lower brightness, while hydrodynamically
extracted beams have higher flux but are “boosted” to
higher velocities.

It would be useful to be able to rely on computer sim-
ulation to optimize CBGB design for any given applica-
tion. Direct simulation of buffer gas beams, however, is a
computationally challenging problem. The difficulty lies
in the density regimes of the buffer gas and molecularEl
species. CBGBs typically operate in the “intermediate”
flow regime, where the mean free path between buffer gas
collisions is not in the range of either the molecular or
fluid limits [I8]. Additionally, the species of interest of-
ten has a density orders of magnitude smaller than that
of the buffer gas, which can cause out-of-equilibrium dy-
namics under typical operating parameters. Accurately
capturing the behavior of CBGBs therefore requires not
only a reliable model of intermediate-regime flows, but
also of dynamics on the molecular level.

In this manuscript, we utilize a two-step approach
that explicitly incorporates these considerations to model
a variety of CBGB implementations. First, we model
the steady-state buffer gas flow using Direct Simulation
Monte Carlo (DSMC) [39], which enables computation-
ally tractable simulations of intermediate-regime flows.
Second, we trace individual particles of the molecular
species through the background buffer gas flow using a
random collision model. We find that this approach is
able to reproduce a number of important and non-trivial
features of a variety of CBGB designs [I§], such as aero-
dynamic focusing and the effects of slowing cells and
de Laval nozzles. These results indicate that the two-
step approach correctly models both the intermediate-
density regime of the cell and the low-density regime of
the beam itself, offering a robust tool for CBGB opti-
mization across a wide range of applications.

1 Though these sources are also useful for atoms, we shall refer to
the species of interest as a molecule for simplicity.
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Several previous works have modeled the behavior of
molecules in a buffer gas cell using a variety of methods
and their combinations, such as particle tracing with ran-
dom walk processes [28] 40], continuum fluid simulation
[41, 42] in combination with diffusion [43], direct simula-
tion Monte Carlo (DSMC) [44], [45], and Self-Consistent
Mean Field DSMC (SCMFD) [46]. The last of these is
most similar to the methods employed here, though all
of these previous works share some similarities with our
approach.

II. METHODS

In this paper, we focus on simulations of a CBGB
source consisting of a cryogenic volume or “cell” with
cm-scale dimensions connected to a buffer gas inlet tube
and an opposing exit aperture, as shown in Figure[l] In
steady-state, the balance between flows through the in-
let and aperture creates a roughly stagnant density of
buffer gas in the cell. Hot atoms or molecules are intro-
duced through ablation of a solid precursor or through
a heated inlet, thermalizing with the cold buffer gas and
exiting through the aperture as a molecular beam. De-
tails of typical CBGB sources, along with relationships
for quantities such as flow, density, diffusion, etc., can be
found in Ref. [I8].
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FIG. 1. Spatial variation of the forward velocity of the 4 K He
buffer gas at around 20 SCCM in a single-stage cell computed
with DS2V. In this and all other cells, the buffer gas enters
on the left and exits through a 5 mm diameter, 0.5 mm thick
aperture before expanding into vacuum. Gray lines indicate
4 K surfaces.

In this section, we present a two-step approach to sim-
ulating the dynamics of the CBGB. The first step is a
DSMC simulation that computes the properties of the
buffer gas alone, including its equilibrium flow veloci-
ties, temperatures, and densities throughout the cell and
beyond the aperture. The second step is a particle-by-
particle simulation of the molecular species as it traverses
the cell while interacting with the steady-state buffer gas
and emerges as a beam.

A. Direct Simulation Monte Carlo

The DSMC method is a statistical technique for sim-
ulating gas dynamics via the Boltzmann equation [39].
DSMC is particularly useful for modeling the density
regimes of typical cryogenic buffer gas beam experiments,
where gases are too dilute for the Navier-Stokes Equa-
tions to be applicable, but too dense for a tractable com-
putation of each atom’s trajectory. In the DSMC algo-
rithm, each simulated particle represents a large number
of identical particles, so that the overall distribution in
phase space is maintained but fewer computations must
be made to recover an accurate description of the flow dy-
namics. These particles are grouped into “cells” (not to
be confused with the cryogenic cell containing the buffer
gas and species) and nearby particles within a cell are al-
lowed to collide and exchange momentum. Beyond these
general features, the mechanics of the DSMC algorithm
are largely adjustable to best fit the context of a specific
system.

The DSMC software we utilize in this work is DS2VE]
We assume an axially symmetric flow to simulate a
cylindrical buffer gas cell and allow the buffer gas to
flow in through the inlet at rates between 1 and 130
SCCM (standard cubic centimeter per minute, or about
4.5 x 10'7 atoms per second). Typical number densities
and velocities of this flow are on the order of 10!° cm™3
and 10 m/s. The simulations produce detailed informa-
tion about the properties of the buffer gas, such as tem-
perature, number density, and flow velocity, on a mesh of
points within the specified geometry of the buffer gas cell
and the area beyond its aperture. The walls of the cell
in the simulation are kept at 4 K and are assumed to be
diffuse reflectors for the buffer gas and perfect absorbers
for the molecular species, since the latter has negligible
vapor pressure at cryogenic temperatures. The cell is
initially empty (vacuum), and the simulation runs until
it converges to a steady state. The mass flow rate into
the cell is explicitly calculated by integrating the flux
over the surface of the inlet tube aperture. We model
the helium-helium collisions as hard spheres with cross-
section oy_p = 2 x 107 5cm? [47]. Though the true cross
section depends on collision energy [48], we have varied
the buffer gas collision cross-section by a factor of ~5 in
either direction and confirmed that the main features and
trends are relatively unaffected. Future improvements of
this technique could include more accurate collision mod-
els, but we find that the hard sphere approximation is
sufficient for the present purpose.

B. Particle Tracing

Once the properties of the buffer gas have been de-

termined by DSMC, we trace the paths of individual

2 http://www.gab.com.au/index.html



molecules as they move through the steady-state buffer
gas flow. Because the density of the molecular species
is significantly lower than that of the buffer gas in typi-
cal experiments, each molecule’s path is traced indepen-
dently of the others, and collisions occur only with the
buffer gas. The general structure of the particle tracing
algorithm is as follows:

1. Specify the molecule’s initial state. The position
x and velocity vg of the molecular species (s) are
either specified explicitly or drawn randomly from
a desired distribution. The initial conditions used
to generate our results in Section [[TI] will be stated
and motivated therein.

2. Compute the duration of the present time step. We
use a dynamic time step choserEI such that the
probability of collision at every step is p = 0.1.
To accomplish this, we compute the collision rate
of the molecular species,

I'= O—bfsn<vrel>7 (1)

where the hard-sphere elastic collision cross sec-
tion between the buffer gas (b) and the molec-
ular species, op_g, is set to a benchmark value
of 3 x 107 '4cm? unless specified otherwise. The
buffer gas number density n = n(x) is interpo-
lated from DSMC data at the molecule’s position,
and the mean velocity of buffer gas atoms relative
to the molecular species (ve) is computed from
the molecule’s velocity and the interpolated buffer
gas temperature and flow velocity at its position
using Eq. . The desired time step is then
At =p/T' =0.1/T.

3. Update the molecule position and velocity. We first
update the molecule’s position given its current
velocity, x — x + vgAt. Next, if a collision oc-
curs (which is decided at random with probability
p = 0.1), we randomly choose a collision partner
based on the local buffer gas properties and com-
pute the resulting velocity change of the species.
This process is described in detail in the appen-
dices, but we provide a brief summary here.

First, we randomly sample the thermal velocity u
of a colliding buffer gas atom from the conditional

distribution
f(ulcoll) o vl X fus (), (2)
where
Urel = |[Vs — Vb| = [Vs — (U + Viiow)| (3)

3 Taking smaller (more precise) time steps does not noticeably
impact the results of these simulations, as long as the probability
of a collision in a time step is < 0.3.

is the relative velocity between the molecule and
the randomly chosen buffer gas atom, fyp(u) is
the Maxwell-Boltzmann distribution, and vgey is
the buffer gas flow velocity extracted from DSMC.
This weighted distribution accounts for the greater
likelihood of collisions involving atoms with higher
relative velocities. The process by which we sample
from this distribution is detailed in Appendix [A]

Once a buffer gas atom velocity is determined,
we employ a hard-sphere elastic collision model to
compute the impulse felt by the molecule when col-
liding with this buffer gas atom with a random im-
pact parameter. The process of sampling an impact
parameter and computing the post-collision veloc-
ity of the molecule is detailed in Appendix [C]

4. Repeat Steps 2-3 until the molecule reaches a wall
or a specified finish line. The simulation ends if the
molecule hits a wall of the specified geometry (at
which point it sticks to the surface) or reaches an
end point of the simulation space.

III. RESULTS

The goal of this study is to model the qualitative be-
haviors of the CBGB in a number of different experi-
mental configurations. We will begin with a single-stage
cell fixed at typical experimental dimensions and add fea-
tures incrementally, such as a second slowing stage and
a de Laval nozzle. In this way, we can explore the di-
rect effects of those changes on the beam. We will pre-
dominantly be simulating SrF molecules in a 4 K helium
buffer gas [49] to model typical conditions of previous
experiments, which range over both heavier and lighter
species [18].

A. Single-stage cell

The single-stage buffer gas cell is the standard design
for producing cold molecules using the CBGB method
18, 28]. The flow of the buffer gas is usually operated
in the “hydrodynamic” enhancement regime, where hy-
drodynamic forces push the molecules out of the cell and
into the beam before they have time to diffuse and stick
to a cell wall [34].

Figure[I]shows the forward velocity of the 4 K He buffer
gas with around 20 SCCM input flow in the single-stage
cell used in this simulation. The cell is cylindrical with
a 12.7 mm internal diameter and 53 mm length. 4 K
helium gas flows into the cell through an inlet tube whose
internal diameter is 4 mm and length is 20 mm. The exit
aperture has a 5 mm diameter and 0.5 mm thickness.



1. Flow parameterization

In discussing our results, it is useful to relate several
quantities to describe the buffer gas flow [I8], such as
the mean free path between buffer gas collisions A and
Knudsen number K = A/dgperture. Another common pa-
rameter is the Reynolds number R, which can be related
[18] 50] to microscopic quantities via

M~ %ICR, (@)

where the Mach number M is the ratio of the buffer
gas flow velocity to the local speed of sound. M is typ-
ically estimated as being =~ 1 at the aperture for these
sources, which our DSMC simulations show to be reason-
ably accurate (see Fig. [2). However, the Mach number
of the buffer gas varies by around an order of magnitude
within a few diameters of the exit aperture, as expected
for a free jet expansion [51]. The parameters K and R
are frequently used to classify flows into the molecular
(R < 1), intermediate (R = 1 —100), and hydrodynamic
(R 2 100) limits [I8].

We can use eq. to extract a linear relationship
[18] between flow f and Reynolds number R with slope
R/(f/SCCM) ~ 0.8, as shown in Fig. [2| Plots presented
here are parameterized in terms of buffer gas flow, but
we include this conversion as some CBGB papers use R
instead.
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FIG. 2. Reynolds number R and Mach number M at the
aperture versus 4 K He flow (SCCM) for a single-stage cell.

2.  FEaxtraction

The extraction fraction is defined as the total num-
ber of molecules emitted into the beam divided by the
total number of molecules initially present in the cell.
For hydrodynamically extracted beams, this is typically
10-50% [I8), [34]. This efficient extraction, combined
with the buffer gas density being too low for appreciable
losses from reactions or clustering, is one of the reasons
why CBGB sources are so bright, especially for refrac-
tory and radical species. In the context of experiments
where molecules are introduced into the cell through

laser ablation, which is common for these types of chal-
lenging species, extraction will depend on complex ab-
lation dynamics that set the initial spatial distribution
of molecules [52, [53]. While our computational methods
could be employed to investigate the post-ablation ther-
malization itselfﬁ we choose in this paper to focus on
exploring the molecular dynamics post-thermalization.
Under typical conditions, the thermalization process oc-
curs rapidly and yields a fairly uniform distribution of
molecules throughout the cell [52], making this a valid
starting point for simulation.

We studied the dependence of extraction on initial
spatial distribution by comparing simulations with three
different initial conditions: a 1 cm diameter Gaussian
ball (with standard deviation 0.33 c¢cm), a 1 cm diam-
eter uniform ball, and a uniform distribution over the
entire cell. The molecule velocities are initialized to a
4 K thermal distribution with zero mean velocity. Fig-
ure3shows the extraction fraction for each of these three
cases under various flow rates. While the extraction frac-
tion itself depends on these initial conditions, we see that
the qualitative behavior is consistent among all of them.
This behavior can can be understood by comparing the
timescales of “pumpout” 7Tpump, the time it takes for a
typical buffer gas atom to exit the cell, against diffusion
Taiff, the time it takes for a typical molecule to diffuse to
the walls [I8 [34]. The ratio Veenn = Tdaiff/Tpump therefore
characterizes the extraction behavior.

For yeenn < 1, most molecules will diffuse to the cell
walls and stick. However, for v.; 2 1, many of the
molecules will be extracted from the cell, and the extrac-
tion saturates to some maximum value for vy.e; > 1, as
depicted in Fig. Notice, however, that the maximum
saturated values depend on the initial spatial distribu-
tion of molecules; this makes intuitive sense, as the fate
of each molecule depends on its distance from a wall or
the aperture. This spatial dependence contributes to the
typical molecular beam pulse width of ~ 1 ms at the exit
aperture, as shown in Fig. |4 though it is possible to de-
sign and engineer cells to have shorter effective pumpout
times to create narrower pulses [42].

To further elucidate this spatial dependence, we can
map out the extraction probability, pumpout time, and
diffusion time within the cell. Figure[5]shows these quan-
tities for a buffer gas flow rate of around 20 SCCM. Note
that the extraction drops fairly rapidly as one approaches
the “corner” (lower right), possibly due to vortex forma-
tion, as has been noted elsewhere [41], 42]. The diffusion
time can be estimated [I8] to be around 3.3 ms, which is
close to our results near the interface with the buffer gas
inlet tube.

4 Our simulations of the thermalization process indeed recovered
the time constant estimated in [I§].
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FIG. 3. Extraction versus 4 K He flow (SCCM) with three
initial conditions: 1 cm diameter Gaussian ball, 1 cm diame-
ter uniform ball, and uniform distribution over the cell. The
initial molecules are thermalized at 4 K. The error bars are
calculated using binomial statistics.
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FIG. 4. Histogram of pumpout times for a 20 SCCM he-
lium flow, or equivalently instantaneous number density at
the aperture versus time after the molecules are created. The
initial spatial distribution of molecules is a 1 cm diameter
Gaussian ball.

3. Velocity

Another critically important feature of the CBGB is
the relatively low forward velocity of the molecular beam,
typically < 200 m/s. This enables molecular beam ex-
periments with long coherence times [33, 54] and efficient
slowing of molecules to the capture velocity of magneto-
optical traps [20} 21} 55]. Figure [6(a) shows the median
forward velocities versus buffer gas flow rate with differ-
ent cross section values oy = {3, 1, 0.3} x10~!* cm?.
For all velocity plots, the reported values are measured
3 c¢m from the exit aperture. As the cross section value
increases, the forward velocity also increases but its de-
pendence on flow rate is the same, increasing linearly be-
fore saturating at some value. The behavior is consistent
with results from experiments using a similar configura-
tion [35] @3] 49], as well as theoretical expectations [I8].
For low flow, the source is effectively effusive and we ex-
pect a velocity close to that of an effuse thermal source of
molecules. At high flow, we expect the large collision rate
to keep the molecules in equilibrium with the buffer gas,
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FIG. 5. Heat map of extraction fraction (top), pumpout time
(middle), and diffusion time (bottom) versus initial molecule
position for a 20 SCCM buffer gas flow. The z-axis indicates
the distance from the point where the buffer gas inlet tube
ends (0 mm) and finishes at the exit aperture (53 mm). The y-
axis indicates the radial distance from the central axis of the
cell. Therefore, the top right (left) corresponds to the exit
aperture (fill line), and the bottom left and right are interior
corners. Note that the z- and y- axes have different scales.

which approaches the supersonic velocity of ~ 200 m/s
for 4 K He. This increase of molecular forward velocity
with increasing flow is typically called “boosting.”

Our simulation shows lower velocity at low flows com-
pared to experimental results for SrF [49] and ThO [35]
but more closely matches those for Yb [43]. This dis-
crepancy could be explained by a number of factors, in-
cluding imperfect thermalization at low densities or in-
stantaneous changes in densities as buffer gas is desorbed
from the cell walls by ablation. However, the higher flow
behavior is consistent with the experimental data, par-
ticularly for the larger cross section value of 3 x 10714
cm?. Note that the cross section could be treated as a fit
parameter if the goal is to match data from a particular
experiment.

Figure |§|(b) shows the median forward velocities ver-
sus He flow at 4 K for species of different mass: SrF,
YbOH, and ThO. As the mass of the species decreases,
the forward velocity increases while the general trend of
velocity versus flow is maintained. However, the effect is
not significant, which agrees with experimental data for



species over this mass range [35] [43] [49]. Figure [7| shows
the median forward velocities versus distance from the
exit aperture for 4 K He with various flow rates. The
forward velocity saturates at around 1 cm from the exit
aperture, similar to experimental data [49].

We explored the sensitivity of these simulated veloci-
ties to various parameters of the buffer gas cell configu-
ration, such as the thickness of the exit aperture (by a
factor of 5, up to 2.5 mm) and the initial distribution
of molecules, but these did not have an appreciable ef-
fect on the results. We also ran these simulations with
16 K He and 16 K Ne buffer gas and found that the be-
havior scaled as expected with the thermal velocities and
temperature of the buffer gas atoms.
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(SCCM) for SrF mass and various cross sections op—s. The
dashed and solid lines indicate 4 K He supersonic mean ve-
locity and 4 K SrF thermal velocity, repectively. (b) Median
forward velocities versus 4 K He flow (SCCM) for cross sec-
tion op_s = 3 x 107 cm? and various molecular masses.
The error bars indicate the standard deviation of the velocity
distribution.

4. Beam divergence

A third key feature of CBGBs is low beam divergence.
Molecules from a beam source are emitted into a finite
solid angle, only a fraction of which can be used in an ex-
periment, with the remainder leaving the beam line and
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FIG. 7. Median forward velocities versus distance from the
exit aperture for 4 K He with various flow rates (SCCM). The
legend indicates flow rate (SCCM) rounded to the nearest
integer.

striking a wall. Lower divergence results in higher density
on the beam line, and therefore higher useful molecular
flux. A common measure of beam divergence is given by

[18]

A6 = 2arctan (AQUL> , (5)

Y|

where Av, is the transverse velocity spread (FWHM)
and v is the mean forward velocity. Since the transverse
spread is set by the molecular species’ thermal velocity,
while the forward velocity is largely set by the buffer
gas thermal velocity, we expect the angular spread to be
narrower than that of an effusive or supersonic source,
where Av; ~ v). Figure [8| shows the beam divergence
versus 4 K He flow for a single-stage cell. The minimum
arises from the fact that the transverse velocity spread
continues to increase while the forward velocity begins to
saturate. The value at this minimum can be estimated
[18, 34, [43] to be Af ~ 1 —2 x 1/my/ms. For the case of
SrF in He, this value ranges from = 10 — 20°, compared
to the simulated minimum of ~ 25°.

Note, however, that the experimental data from differ-
ent CBGB sources show differing behavior of divergence
versus flow. For example, ThO and SrF in He buffer gas
[35, [49] show a flat divergence versus flow relationship
and at a larger than expected value, ThO in Ne [35] ex-
hibits a minimum but at a larger than expected value,
and Yb in He [43] has a minimum close to the expected
value. As we shall discuss in section [[IIC] the kinetics
of the expansion depend on the specific geometry of the
nozzle [43, 56], which was similar but not identical in
these various experimental implementations.
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B. Two-stage cell

We now move on to discussing some variations of the
traditional CBGB design, with the first being the two-
stage “slowing” cell. In these remaining sections, we will
focus only on the salient features of these variants com-
pared to the single-stage cell.

The two-stage cell [34] [36] is designed to benefit
from hydrodynamic extraction while producing a slower
molecular beam than a traditional single-stage cell. The
idea is to create a steady-state density of buffer gas at
the aperture, thereby stifling the boosting effect through
collisions with nearly stationary buffer gas atoms. Our
simulated cell consists of the same single-stage buffer gas
cell as described in the previous section, with the addi-
tion of a second slowing cell after a 4.7 mm gap, as shown
in Fig. [0 This second cell has a 17 mm internal diam-
eter and a length of 10 mm, with an exit aperture of 5
mm diameter and 0.5 mm thickness. Note that exper-
imental implementations of this design use a variety of
configurations, several of which were examined in [36].

Figure [10] shows the median forward velocities and the
extraction fractions versus 2 and 4 K He flow with a
single-stage cell and two-stage cell. Compared to a single-
stage design, the two-stage cell reduces the forward ve-
locity by a factor of ~1.5 but simultaneously reduces the
extraction by up to a factor of ~ 10. This is consis-
tent with observations in experimental implementations
of two-stage cells [36]. Similarly, decreasing the temper-
ature of the cell from 4 K to 2 K results in a reduction
of the forward velocity by a factor of ~ v/2, as expected.
The boosted molecules at the first exit aperture experi-
ence several collisions with nearly-stationary buffer gas
atoms and are slowed. The density of the buffer gas is
also much lower in the second stage than the first stage
(roughly by a factor of 10), so the boosting effect at the
second aperture is weaker. Thus, the molecules exit the
second aperture slower than in a traditional single stage
cell.
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FIG. 9. Spatial variation of the forward velocity of the 4 K He
buffer gas at around 20 SCCM in a two-stage cell as computed
with DS2V. It consists of the same single-stage buffer gas cell
as the previous section with the addition of a slowing cell.
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FIG. 10. Median forward velocities (top) and extraction frac-
tion (bottom) versus He flow (SCCM) for single-stage (4 K)
and two-stage (2 K and 4 K) cells.

C. de Laval nozzle

A de Laval nozzle [51), 57, 58] is a converging-diverging
nozzle designed to reduce the transverse velocity spread
and beam divergence in high flow regimes without signif-
icantly reducing the overall extraction fraction. The de
Laval cell is a modified single-stage buffer gas cell with a
de Laval nozzle placed at the exit aperture [58], as shown
in Fig. We use the geometry of [58] but approximate
the shape of the nozzle with four straight lines. Figure
compares the beam divergence and transverse veloc-
ity spread for a traditional single-stage cell versus a cell
with a de Laval aperture. The divergence of the molecu-
lar beam is reduced compared to the standard aperture



at the high flow rates (2 50 SCCM), where the hydrody-
namic effects of the de Laval nozzle are expected to be
important, as seen in previous experimental results [58].
The reduction in divergence results almost entirely from
the lower transverse velocity spread, as we find both in
the simulations and the experimental data that the for-
ward velocity is essentially unaffected.
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Velocity component in the x direction (m/s)

FIG. 11. Spatial variation of the forward velocity of the 4 K
He buffer gas at around 10 SCCM in a cell with a de Laval
nozzle, as computed with DS2V.
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spread (bottom) versus 4 K He flow (SCCM) for the straight
(standard single-stage) and de Laval apertures.

IV. OUTLOOK

We have implemented a two-step approach to simu-
lating cryogenic buffer-gas beams and used it to demon-
strate non-trivial features in a number of different geome-
tries. While this manuscript has focused on reproducing

and understanding known behavior, the real utility of
our work will be to numerically optimize geometries for a
given purpose. Fluid dynamics simulations have already
been used to successfully design cells with enhanced prop-
erties such as extraction [4I], [42], and we hope that the
current approach will be especially useful for beam prop-
erties that depend critically on both high and low density
regimes, such as beam divergence and forward velocity.
Furthermore, the output particles can be fed into simu-
lations of post-CBGB techniques, such as laser slowing
and cooling [59], Stark [60] and Zeeman [61], 62] deceler-
ation, guiding [34], [63], and beam loading [64] [65]. The
ability to numerically fine-tune buffer-gas cells for spe-
cific applications will enable rapid prototyping of CBGB
implementations and open new directions in molecular
quantum control.
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Appendix A: Bayesian Thermal Velocity Sampling

We will work in the rest frame of a molecule moving
through a buffer gas. The thermal velocities of buffer
gas atoms u = (u, 6, ) in spherical coordinates are
distributed in accordance with the Maxwell-Boltzmann
distribution (Eq. . However, these atoms are not all
equally likely to collide with a molecule, as the collision
rate between particles scales with their relative velocity.
To capture this effect when sampling a buffer gas velocity
at the time of a collision, we employ the Bayes-updated
distribution,

f(u|coll) o< P(collju) x fus(u)
(A1)

mu2
X |[Vaow + | X ue”™ 25T sin 6,
where we have used fyp(f) o sinf and defined vaoy
as the mean flow velocity of the surrounding buffer gas.
Since we have chosen to work in the molecule’s rest frame,
the sum of thermal and flow velocities in the first factor

of Eq. (A1) represents the relative velocity between the



molecular species and a buffer gas atom. Note that in this
frame, v is offset from its lab-frame value referenced
in Eq. of the main text and Appendix

We will work in a coordinate system where 2z is aligned
with vaow, SO that this factor can be expressed in terms
of the coordinates of u as

|Vﬂow + u‘ = \/u2 + QUUHOW cos + (vﬂOW)Q' (A2)

As a result, we have that

f(ll|C011) o ule” 2FT gin 9\/1 + 2vﬂ cos O + (Uﬂ ) .
U U

(A3)

We see that in any flow regime, the velocity distribution
of atoms involved in collisions will be biased by an extra
factor of u when compared to the Maxwell-Boltzmann
distribution [66], and when there is a velocity slip vaow
that is not negligible compared to u (e.g. near or beyond
the aperture of a buffer gas cell), there are further ad-
justments contained in the square root factor that bias
both the speeds and directions of colliding atoms.

In our code, we sample from this velocity distribution
by first generating a speed u* from the marginal distri-
bution of u,

f(u]coll)

/ f(u]coll)df e 3T [(u + Viow)® — [t — Vaow|*]-
0
(A4)

J

(Urel) = <\/u2 + 2Ufow €08 8 + (VAow)? >

2
d(cos0)f(cosb) / dp f(0)\/u2 + 2uvgoy cos 0 + (Vaow)2
0

Then, we can sample a polar angle 8* from

f(f]u*, coll) x

m(u*)? 2
(u*)3e~ 257 sin 9\/1 +2- W o5 6 + (Uﬂow) :
u*
Finally, we can extract the components of our sample
thermal velocity u = (u*,0*, ¢ € Unif]0, 27]) along the
physical coordinate axes of our simulation {z’,4y/, 2’} via
the following rotation matrix:

(A5)

~2 N

O 00,0, Dyt Oy (0,7 —1) b

uI/ 1’)2/+,&2/ ,{)2/+,[)2/ T U:E

oY JORPCRA

uy/ = ’L)L,/Uy/(vz/—l) g 'U,y/Uz/ 'ﬁ uy
02, 402 o2, + o2 Yy’

Uy = y! P y! U,
— Vg — Uy Vyt

(AG)

Here, the sample velocity u has becn expressed in Carte-

sian coordinates, and v, = V““’W i are the projections of
the flow velocity unit vector (Wthh defined the direction
z in the unprimed coordinate system) onto the physi-
cal coordinate axes. This transformation corresponds
to a passive rotation mapping z + 2’ about the axis
noczxz.

Appendix B: Average Relative Velocity

Continuing to work in the rest frame of the molecular
species and using the same definitions as in the previous
section, we can write the average relative velocity be-
tween the molecule and surrounding buffer gas atoms as
(vrel) = (|Veiow +1]). We can average over the probability
distribution of u to evaluate the expectation value of v e
as follows:

[2kT mM(Vow )> T m
= - ow Erf ow .
mm oxp { 2kT + MVbow +va mve 2T

To evaluate the integrals in the second line, we took the
thermal velocities u to obey the Maxwell-Boltzmann dis-
tribution, which can be parameterized as

m 3/2 2 _ mu?
Fas(u) = (2 kT) dmue
fvp(cos@) =1/2

fus(p) = 1/(27),

(B2)

(

where m and T are the mass and temperature of sur-
rounding buffer gas atoms and k is the Boltzmann con-
stant.

Within the buffer gas cell, frequent collisions keep
the molecular species moving in approximate equilibrium
with the buffer gas flow, so vgeyw is effectively a measure
of fluctuations arising from the molecule’s thermal veloc-
ity. Because the molecule is heavier than the buffer gas,
we have that m(vaow)? < kT in this regime, and the
expression in Eq. simplifies to the mean Maxwell-



Boltzmann velocity,

(u) = 24/ = (B3)

Near and beyond the aperture, however, the velocity
slip between the molecular species and the buffer gas may
be amplified and contribute significantly to vgew. In this
regime, therefore, it is especially important to consider
both the thermal and flow contributions to the average
relative velocity, as derived in Eq. .

Appendix C: Hard-Sphere Collision Mechanics

Once the thermal velocity u of a colliding buffer gas
atom has been sampled from the distribution and
converted to physical coordinates using Eq. 7 we can
compute the impulse it imparts on the molecule of inter-
est. This computation is done in the lab frame, where
the molecular species has pre-collision velocity v and the
buffer gas atom has pre-collision velocity v, = u + vaow
(the flow velocity here refers to its value in the lab frame).
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The center-of-mass velocity is therefore

mg my
v = Vs + V. C1
M ety metmy (©1)

Assuming a uniformly distributed impact parameter
allows us to generate random scattering angles as [66]

cosf =2R, — 1
sinf = /1 — cos2 0 (C2)
Y = 2’]‘(.R27

where R; and Ry are independent random variables uni-
form on [0, 1]. These scattering angles determine the
post-collision relative velocity components,

gr = gsinfcosp
gy = gsinfsin e (C3)
g. = gcosb,

where the magnitude of the relative velocity ¢ is un-
changed from its pre-collision value of |vs — vp|. Finally,
the post-collision velocity of the molecular species can be
written as

mp

I = _— . C4
Vi VCM+mS+mbg (C4)
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