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Abstract 

Over the past few years there has been a tendency to store audio tracks for later use on CD-DVDs, HDD-SSDs as well as on the 
internet, which makes it challenging to classify the information either online or offline. For this purpose, the audio tracks must be 
tagged. Tags are said to be texts based on the semantic information of the sound [1]. Thus, music analysis can be done in several 
ways [2] since music is identified by its genre, artist, instruments and structure, by a tagging system that can be manual or 
automatic. The manual tagging allows the visualization of the behavior of an audio track either in time domain or in frequency 
domain as in the spectrogram, making it possible to classify the songs without listening to them. However, this process is very 
time consuming and labor intensive, including health problems [3] which shows that "the volume, sound sensitivity, time and 
cost required for a manual labeling process is generally prohibitive. Three fundamental steps are required to carry out automatic 
labelling: pre-processing, feature extraction and classification [4]. The present study developed an algorithm for performing 
automatic classification of music genres using a segmentation process employing spectral characteristics such as centroid (SC), 
flatness (SF) and spread (SS), as well as a time spectral characteristic. 
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1. Introduction  

In the present paper, a classification scheme was developed in which, initially the input signal is processed to 
reduce noise, then the signal is segmented, and its segments are processed by two characterization schemes, one in 
the frequency domain and the other one in the time domain [5]. 

The study included an audio segmentation [6] using basic characteristics such as zero cross rate (ZCR) in addition 
to the calculation of energy in a very short time "centroid", using 2.4s windows, where a 98% accuracy in the 
classification was reported. There are also developments in digital image processing [7] focusing on the spectrogram 
whose objective is multiclass classification, where the used classifier was the Support Vector Machine (SVM), 
obtaining results of 86% multiclass classification, where the system determines which class the audio signal under 
analysis belongs to. Finally, the SVM classifier, despite being a classifier created for binary classification, obtains 
very good results due to the previous extraction of characteristics in the audio track. 

The study considers some characteristics proposed by Tzanetakis and Cook [8] were used, such as the spectral 
centroid (point where the spectrum is in equilibrium) and ZCR (average value of the times that the signal crosses 
zero in the x-axis in the time domain). In addition, other characteristics such as Spectral Flatness (value of the 
amount of frequency changes per frame) and Spectral Spread (power around each Spectral Centroid and the 
relationship of one centroid to the others) were used. 

2. Proposed method 

The proposed system is shown in Figure 1, which classifies a set of audio tracks divided into 5 genres. In 
particular, during the training, 10 audio tracks of each music genre were used, which were Cumbia, Pop, Rap, Rock 
and Salsa with sampling frequency fs = 44100Hz, 16 bits deep, with a duration of 5 - 10 minutes in wav format. 
Three spectral characteristics were extracted: Spectral Centroid, Spectral Spread and Spectral Flatness, as well as a 
temporal characteristic named Zero Crossing Rate. Finally, 4 classifiers were used: Decision Trees, Discriminant 
Analysis, Support Vector Machine (Gaussian), and Nearest Neighbor Classifier [9] [10] [11] [12] [13] [14]. 

 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Audio signal classification method. 

2.1. Extraction of characteristics 
 
As mentioned at the beginning of this chapter, four mathematical models will be used to obtain different 

characteristics of the audio track, one of them is in a time domain and three are spectral, so the FFT of the last three 
will have to be calculated. 

 
• Zero Crossing Rate. This characterizer is of the temporal type, each instant of time is assigned a value 

obtained by a microphone called sample that has positive and negative values, which will be used to 
calculate the number of crossings by zero with equation (1) [15]: 

•  
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Fig. 1. Audio signal classification method. 

2.1. Extraction of characteristics 
 
As mentioned at the beginning of this chapter, four mathematical models will be used to obtain different 

characteristics of the audio track, one of them is in a time domain and three are spectral, so the FFT of the last three 
will have to be calculated. 

 
• Zero Crossing Rate. This characterizer is of the temporal type, each instant of time is assigned a value 

obtained by a microphone called sample that has positive and negative values, which will be used to 
calculate the number of crossings by zero with equation (1) [15]: 
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where x is the sample set, m is the sample position and N is the total of samples.  
The objective of the algorithm is to add up the number of times a sample changes sign with respect to the 

previous one, meaning that the audio signal went from positive to negative values or vice versa in the x-axis, the 
values obtained are added up and the dividend is normalized by 2(N-1). 

As it was observed in the segmentation section, 650 sub-segments were obtained with a length of 512 samples to 
which, applying the ZCR algorithm, 650 standardized components were obtained with 2 times the total of samples, 
that is, 1024 forming a characteristic vector with its respective label. 

 
• Spectral Centroid. Before calculating the Fast Fourier Transform (FFT) and transforming the time domain 

values to the spectral domain, it is necessary to "window" the signal with an overlap, this to decrease the so-
called "Gibbs" effect produced by abruptly cutting the signal. For this purpose, a Hamming window of 1024 
(SW) size was used, which is twice the size of the number of samples to overlap by 50%. Thus, after 
"windowing" the signal and obtaining values with a size of 1024, FFT is applied to later calculate Spectral 
centroid with equation (2) [16]: 

 
                                                                                   (2) 

 
where X represents the values obtained from the FFT and f results from creating a vector of 1- 1024 values and 

dividing each value by 1024, a new scale is created representing f.  
By calculating the centroids in the "sub-segment", another characteristic vector is obtained with a size of 650 

values that resembles the vector obtained from ZCR; however, this characteristic represents the energy obtained in 
each window. 

 
• Spectral Spread. It represents the concentration of energy around each Spectral centroid. An important 

feature is that the higher the SS, the larger the change in frequencies, calculated after having SC over the 
1024 window using equation (3) [16]: 
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The only difference in the calculation of SS is that a subtraction is made to f with the SC that was obtained, in 

addition to calculating its square root in that window. 
 
• Spectral Flatness. This feature belongs to the set of basic characteristics [16], which indicates how "flat" the 

spectrum is with a series of values expressing the energy of the spectrum within a predefined frequency 
band, equation (4) is concerned: 
 

 
 

                                                                                                                            (4) 
 
2.2.    Concatenating vectors 

 
4 characteristic vectors are obtained, whose size is 650. These vectors are concatenated and obtaining 1 vector of 

2600 size; the order will be ZCR-SC-SS-SF-Label. This process will be completed with the 750 vectors, obtaining 
the final descriptor that will be classified by 4 methods [17][18]. 
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2.3 Classifiers 
 
The classification is made in each sub-segment whose duration will be 11.2 ms, that is to say that there will be 

750 classifications and, as mentioned in the paper, 4 classifiers were used, obtaining the classification values shown 
in Table 1. In most cases the value obtained in the main diagonal of the confusion matrix is more than double and in 
the best case (rap) the trend is 6 times higher than the highest of the other 4 options. Furthermore, observing the 
values of the ROC curve of the cumbia genre (graphical representation of the comparison between sensitivity y-axis 
against specificity y-axis where the maximum value is 1) shows an excellent classification, see Figure 1. The value 
of the ROC curve for all genera is shown in Figure 2. 

Table 1. Classification percentage of musical genres. 

 
Classifiers 

                Type  Accuracy 

    Decision Tree  34.04 % 

    Discriminant Analysis  51.6 % 

    Support Vector Machine  57.45 % 

     K-Nearest Neighbor  50.2 % 

Table 2. Confusion matrix of musical genres. 

 
      Gaussian SVM    

 Cumbia Pop Rap Rock Salsa 

Cumbia 72 42 7 9 25 

Pop 16 82 25 4 27 

Rap 14 17 110 2 19 

Rock 13 4 7 90 35 

Salsa 22 10 18 17 92 

 
2.4 Voting 

 
Once the classification of each sub-segment is obtained, that is, 15 classified vectors of the same song, the 

researcher proceed to choose the value that is most repeated within the 15 sub-segments as shown in Table 3. 
 
 
 
 
 
 
 
 

 

 

Fig. 2. ROC curve classification of musical genres. 
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Table 3. ROC curve classification of musical genres. 

 
                    Genre  ROC curve value 

Violin 0.984 

Piano 0.971 

Guitar 0.982 

T-flute. 0.999 

 
3.  Tests and Results 
 
A multiclass classification of 96% was obtained in the process, using the Gaussian SVM and the voting method 

with audio signals that have very similar spectral components. The same procedure was done for the classification of 
10 songs played with 4 different musical instruments obtaining excellent results with the 5 classifiers where the 
SVM was also the classifier that provided the best results, as shown in Table 4. This can also be observed in the 
ROC curve of Figure 3. 

Table 4. Classification percentage of musical instruments 

 
Classifiers 

                 Type Accuracy 

    Decision Tree 72.4 % 

    Discriminant Analysis 82.0 % 

    Support Vector Machine  94.3 % 

     K-Nearest Neighbor 77.5 % 

Table 5. Confusion matrix for musical instruments. 

 
      Gaussian SVM    

 Violin Piano Guitar T-flute. 

Violin 148 2 3 4 

Piano 0 140 11 4 

Guitar 14 1 147 4 

T-flute. 7 3 4 141 

 

 

Fig. 3. ROC curve classification of musical instruments. 
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4.  Conclusions 
 
In order to make a correct classification, it is necessary to know the input vectors and to discriminate defects that 

they can have. In addition, it is observed that the classification depends to a great extent on how similar the vectors 
are (genres or musical instruments). In these cases, the two tests verified this idea although they were the same size, 
segmentation and extraction of characteristics, the values changed widely. The voting process is very efficient if 
there is a regular to good classification in several segments despite the low level obtained by SVM. When applying 
voting, the classification was 99% for musical instruments obtaining satisfactory results and observing that 
depending on the amount of frequencies involved (instruments and voice), the classification index will be lower, 
even when the voting method improves it notably. 
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Table 3. ROC curve classification of musical genres. 

 
                    Genre  ROC curve value 

Violin 0.984 

Piano 0.971 

Guitar 0.982 

T-flute. 0.999 

 
3.  Tests and Results 
 
A multiclass classification of 96% was obtained in the process, using the Gaussian SVM and the voting method 

with audio signals that have very similar spectral components. The same procedure was done for the classification of 
10 songs played with 4 different musical instruments obtaining excellent results with the 5 classifiers where the 
SVM was also the classifier that provided the best results, as shown in Table 4. This can also be observed in the 
ROC curve of Figure 3. 

Table 4. Classification percentage of musical instruments 

 
Classifiers 

                 Type Accuracy 

    Decision Tree 72.4 % 

    Discriminant Analysis 82.0 % 

    Support Vector Machine  94.3 % 

     K-Nearest Neighbor 77.5 % 

Table 5. Confusion matrix for musical instruments. 

 
      Gaussian SVM    

 Violin Piano Guitar T-flute. 

Violin 148 2 3 4 

Piano 0 140 11 4 

Guitar 14 1 147 4 

T-flute. 7 3 4 141 

 

 

Fig. 3. ROC curve classification of musical instruments. 

6 Author name / Procedia Computer Science 00 (2018) 000–000 

4.  Conclusions 
 
In order to make a correct classification, it is necessary to know the input vectors and to discriminate defects that 

they can have. In addition, it is observed that the classification depends to a great extent on how similar the vectors 
are (genres or musical instruments). In these cases, the two tests verified this idea although they were the same size, 
segmentation and extraction of characteristics, the values changed widely. The voting process is very efficient if 
there is a regular to good classification in several segments despite the low level obtained by SVM. When applying 
voting, the classification was 99% for musical instruments obtaining satisfactory results and observing that 
depending on the amount of frequencies involved (instruments and voice), the classification index will be lower, 
even when the voting method improves it notably. 
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