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Abstract 

Since 2006, deep structured learning, or more commonly called deep learning or hierarchical learning, has become a new area of 
research in machine learning. In recent years, techniques developed from deep learning research have impacted on a wide range 
of information and particularly image processing studies, within traditional and new fields, including key aspects of machine 
learning and artificial intelligence. This paper proposes an alternative scheme for training data management in CNNs, consisting 
of selective-adaptive data sampling. By means of experiments with the CIFAR10 database for image classification. 
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1. Introduction  

Convolutional neural networks (CNN), have shown a high performance for classification and object detection 
tasks in digital images [1] and also for video and real time object detection, where two well-known algorithms have 
stood out due to their processing speed, these are Yolo [2] and SSD [3]. In terms of image classification or object 
detection, augmentation consists in applying transformations to training images, which are: rotation, mirror, 
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cropping, Gaussian noise, among others [4][5]. The training of a CNN is time consuming and computationally 
expensive as it uses large sets of training images (typically several tens of thousands of images are required). This 
makes difficult the use of other techniques that seek to improve the performance of CNNs or to achieve automatic 
network design. For example, the papers of [6] and [7] propose to carry out the optimization of the CNNs 
architecture for image classification tasks (see Figure 1), by using evolutionary algorithms. This is due to the fact 
that, initially, the number of convolutional layers, as well as the number of activation maps per layer (linked to the 
number of convolutional filters), are not previously defined, but must be adjusted according to the problem to be 
solved, as well as other user specifications, adding to the fact that it is difficult for inexperienced researchers to 
design and propose new architectures that will be successful.  

Although the strategy of optimizing CNN's architecture through an evolutionary algorithm has been successful, 
its computational complexity is very high and can be prohibitive for many researchers and practitioners who do not 
have a sufficiently powerful computing infrastructure. For example, in [8], the author reports that the time required 
for the evolution of a CNN using a variant of the genetic algorithm and applied to the CIFAR101 dataset was 35 
days of computation on a GPU. In the same way, [9] reports that the method described there consumes 2,750 days of 
computation on a GPU to evolve a network for the same CIFAR problem10 (for more data on state-of-the-art 
systems, see [10]).  

Therefore, this paper proposes a methodology for the intelligent use of the images that are used for network 
training in order to reduce the training time and facilitate the use of other techniques of higher computational cost. 
The proposal is inspired by metaheuristic optimization or distribution estimation algorithms, but instead of sampling 
the solutions (in this case network architectures), a selection and a directed sampling are applied to the training data.  

 

Fig. 1. Structure of a Convolutional Neuronal Network for Image Classification 

2. Method  

The task selected in the present study, on which the proposed method will be applied, is that of image 
classification on the CIFAR10 data set. This task seeks to correctly classify each image in a set composed of 50,000 
training images and 10,000 test images (also called validation) distributed in 10 categories.  

Figure 2 presents images belonging to the CIFAR10 repository. The choice of this dataset was made under 
criteria such as that it is a relatively small and well-known set of images on which many successful results have been 
reported in the literature [11] [12]. In other words, CIFAR10 was selected because it is a diagnostic problem, not 
with the aim of overcoming the performance of existing deep networks, but to show the effectiveness of the proposal 
in terms of achieving more efficient training of these networks. 
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Fig. 2. Images belonging to the CIFAR 10 repository, each column shows a selection of images corresponding to each tag. 

3. Proposal 

This section describes each of the steps in the proposal. It works on the assumption that using selective-adaptive 
image sampling at the training stage can decrease training time without significantly decreasing network 
performance. The parameters used by the method are the selection values (𝛼𝛼), the resampling percentage (𝛽𝛽) and the 
performance threshold (𝛿𝛿) [13]. 

 
1. The first step is to create a subset 𝐴𝐴 of the original training image set, based on a selection value 𝛼𝛼. 

An immediate consequence of this selection is the creation of the subset 𝐵𝐵, made up of the images 
that have not been selected. In other words, a partition of the original image set is made. It is worth 
mentioning that the performance of the network will always be evaluated based on a validation set 
that is independent of any set used in the training. That is, the latter set is never used for the 
adjustment of the network weights.  

2. The next step is done within the iterative process of training the networks. Each iteration or 'epoch' is 
denoted as 𝑛𝑛 and a network is trained during a set of iterations 𝑛𝑛 ∈ [1,2,... , 𝑁𝑁]. For each epoch, the 
CNN is trained with the set 𝐴𝐴, and then evaluated with the validation set to find a value for network 
performance (correct percentage in the image classification). 

3. The third step is to calculate the difference between two performance values from consecutive 
iterations to guide the decision to resample or not the training set. First, an evaluation is made to 
determine if the current performance is higher than the previous one. If not, the set 𝐴𝐴 is resampled 
according to Equation (1), called I-type resampling, using the current set. If the current performance 
is greater than the previous one, it is determined if the difference exceeds the performance threshold 
𝛿𝛿, otherwise, the set 𝐴𝐴 is resampled according to Equation (2), called type-II resampling, based on the 
best training set 𝐴𝐴∗. Type-I resampling of the 𝐴𝐴 set consists of replacing a percentage 𝛽𝛽 of its 
elements (in this case images), selected at random, with elements from the 𝐵𝐵 set, also selected at 
random. This can be defined as the union of 𝛼𝛼(1 - 𝛽𝛽) = 𝛼𝛼 - 𝛼𝛼𝛽𝛽 elements selected from 𝐴𝐴 under 
uniform distribution, with 𝛼𝛼𝛽𝛽 elements selected from the set 𝐵𝐵. The result of this operation will be the 
new set 𝐴𝐴. Equation (1) describes this process [14]. 

 
                                                                                                   (1)                        

 
Type-II resampling is very similar to Type-I resampling, except that instead of selecting elements from the 

current 𝐴𝐴 set, they are selected from the best 𝐴𝐴∗ training set, i.e. the one that has resulted in the best performance up 
to the current iteration. Logically, with this method the best set matches the training set from the previous iteration. 
This process is described by Equation (2). In this case, the value of the percentage 𝛽𝛽 is governed by Equation (3), 
where 𝛾𝛾 is a multiplication factor and its value is set close to 1.0, while 𝑛𝑛 represents the training time and 𝛽𝛽0 is the 
initial value of 𝛽𝛽. In this way, the value of 𝛽𝛽 potentially decreases [15]: 
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4. Experiment Design  

The implementation of the proposal was done using the Python language together with the Pytorch library [16] 
for the creation of CNN. In order to test the effect of the different parameters (𝛼𝛼, 𝛽𝛽 and 𝛿𝛿), a series of experiments 
were carried out, varying the values given to these parameters.  

The experiment included a selection of 𝛼𝛼 ∈ {15000, 20000, 25000} images to form the set 𝐴𝐴 and with values of 
𝛽𝛽 ∈ {0.1, 0.2, ... , 0.7} for the fraction or percentage of replacement and the value of 𝛾𝛾 was set at 0.97. The value of 
the performance threshold was kept fixed at 𝛿𝛿 = 0.01 because this learning rate is a typical value observed during 
regular network training. From the combination of these parameter values, 21 experiments were generated, run with 
a Nvidia GeForce GTX 1070 GPU, and the times are reported in the results section of this device. 

The CNN architecture used in the study is based on the one described in [12], where the CIFAR10 image set is 
also used for experimentation and good results are reported. This architecture is shown in Table 1. The 
hyperparameters are: Training batch size: 512, initial learning rate equal to 0.001, the chosen optimizer is Adam 
because it compares favorably with other optimizers [13]. The metric used for the image classification task (also 
used in studies like [12]) is the following: 

 

                                                        (4) 

Table 1. CNN Architecture. 

Quantity Layer Size Channels inbound Channels outgoing Activation 
Function  

1 3×3 conv. 32 x 16 x 32 3 3 ReLu 

3 3×3 conv. 32 x 16 x 32 3 32 ReLu 

1 Max. Pooling 16 x 32 x32 32 3 - 

2 3×3 conv. 16 x 32x 64 32 32 ReLu 

3 3×3 conv. 16 x 16 x 64 32 32 ReLu 

1 Max. Pooling 8 x 16 x 64 32 64 - 

2 3×3 conv. 4 x 48x 128 64 144 ReLu 

3 3×3 conv. 4 x 4 x 144 128 144 ReLu 

2 Max Pooling 2 x 4 x 144 144 144 - 

3 3×3 conv. 2 x 2 x144 144 144 ReLu 

1 Avg. Pooling 1 x 2 x 144 144 144 - 

2 Fully Connected 1266 144 10 Softmax 

 

5. Results 

Given the set of parameters described in the previous section, the CNN deep network training was carried out 
multiple times with the architecture reported in Table 1 and taking a different combination of parameters each time, 
for a total of 21 experiments. For each of these experiments, the maximum percentage of classification obtained by 
the corresponding network was recorded. The time it took the network to execute the complete training was also 
recorded, considering a maximum of 200 epochs. The results are reported in Table 2. Since all the nets reach 100% 
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classification over their respective training set, and since this set is dynamic, only the percentage of classification 
over the validation set is reported, since this is the real indicator of the performance of the nets. 

Table 2. Classification (shown in %) obtained with different combinations of parameters 

 
Selection                                                Replacement fraction, 𝛽𝛽 

𝛼𝛼 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

25,000 81.2 82.3 83.4 83.5 83.2 81.7 84.7 

20,000 81.8 81.1 83.1 82.2 81.4 81.2 82.3 

15,000                          80.3  80.2  80.2 81.6 81.2  83.0 83.3 

 
As shown in Table 2, the highest-ranking percentage is achieved by using the largest number of images in the 

selection (𝛼𝛼 = 25,000) and with the largest fraction of replacement (𝛽𝛽 = 0.7). This result (highlighted using a bold 
font type) indicates that the performance of the network is favored by having a greater number of images for 
training, but also by including the greatest diversity in that set (achieved through resampling). 

On the other hand, analyzing Table 3, it shows that the greater the number of images selected, the greater the time 
required for training. This observation makes sense and is in fact one of the main assumptions for which this 
proposal was designed. What is more interesting is that the parameter of the replacement fraction has virtually no 
effect on training time, since all the times are kept approximately constant for all the values in Table 3 on the same 
line. 

Table 3. Training time required with different parameter combinations. 

Selection Replacement fraction, 𝛽𝛽 

𝛼𝛼 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

25,000 33m:30s 33m:15s 34m:14s 38m:54s 33m:14s 33m:25s 33m:52s 

20,000 28m:15s 28m:16s 29m:15s 28m:12s 28m:15s 28m:14s 29m:22s 

15,000 22m:21s 22m:14s 22m:33s 22m:31s 21m:35s 22m:22s 22m:02s 

 
Once the combination of parameters that generates the best performance has been determined, it is necessary to 

compare those results against the default alternatives, that is, against networks trained without the dynamic training 
scheme. The corresponding results are reported in Table 4. 

Table 4. Summary of comparative results, regular vs. dynamic training 

Training images Dynamic training Classification accuracy Time spent 

100% No 86.47 % 51m:14s 

50% No 82.45 % 30m:58s 

50% YES 83.99 % 31m:01s 

 
Finally, to check that Dynamic Training complements other techniques and maintains its relevance in the 

classification results, an experiment was carried out (with 20 replicates) where Dynamic Training and the data 
enhancement techniques are applied together. This is compared against using only data augmentation in a typical 
training. The results are reported in Table 5. 
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Table 5. Comparative results, dynamic training and data augmentation. 

Pictures from 

Training 

Enlargement of 

data 

Dynamic  

Training 

Accuracy of 

classification 

Time 

taken 

100% Yes No 91.88 % 24m:15s 

 50% Yes No 87.14 % 14m:45s 

50% Yes Yes 90.13 % 14m:14s  

6. Conclusions 

It was observed that through the dynamic training proposal, which consists of selective-adaptive sampling of the 
training data, the computation time needed to train a CNN applied to the image classification task can be reduced by 
more than half. The results so far show that this saving in training time is achieved without negatively affecting 
network performance. In addition, Dynamic Training can be used together with other performance improvement 
techniques, such as Data Augmentation, with gains of nearly half the training time saved. 
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