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Self Organization of Sensor Networksfor Energy-Efficient
Border Coverage

Mohamed K. Watfa and Sesh Commuri

Abstract: Networking together hundreds or thousands of cheap
sensor nodes allows users to accurately monitor a remote envi-
ronment by intelligently combining the data from the individual
nodes. As sensor nodes are typically battery operated, it isimpor-
tant to efficiently use the limited energy of the nodes to extend the
lifetime of the wireless sensor network (WSN). One of the funda-
mental issuesin WSNs s the coverage problem. In this paper, the
border coverage problem in WSNs is rigorously analyzed. Most
existing results related to the coverage problem in wireless sensor
networ ks focused on planar networks; however, three dimensional
(3D) modeling of the sensor networ k would reflect more accur ately
real-life situations. Unlike previous works in this area, we provide
distributed algorithmsthat allow the selection and activation of an
optimal border cover for both 2D and 3D regions of interest. We
also provide self-healing algorithms as an optimization to our bor-
der coverage algorithms which allow the sensor network to adap-
tively reconfigure and repair itself in order toimproveitsown per-

for the task while all other sensor nodes should preferably be
in the hibernation or off state. Even though target tracking has
been widely studied for sensor networks with large nodes and
distributed tracking algorithms are available [3]—[5], intrusion
detection in ad hoc networks with micro sensor nodes poses dif-
ferent challenges due to communication, processing and energy
constraints. The impact of the number of nodes on the capacity
of multi-hop wireless networks was analyzed for deployments in
two dimensions (2Ds) [6] and 3Ds [7]. Under a protocol model
of non-interference, i nodes, each with a transmission rate
of W bits/second, are randomly distributed in a disc of area
A square metergm?), then the throughput obtained by each
node for transmission to a randomly chosen sink is given by
O(W/y/nlogn) [8]. Similarly, in the 3D deployment of wire-
less nodes, the throughput achieved whenodes are located

in a sphere of volumé is given by©(1W/(nlog®n)'/3) [9].

formance. Border coverageis crucial for optimizing sensor place-
ment for intrusion detection and a number of other practical appli-
cations.

Since the number of active nodes depends on the type of sensing
required and the region of interest, the overall communication
and energy efficiency of the WSN can be significantly improved
by optimizing the number of nodes while guaranteeing the nec-
essary quality of service.

Border surveillance is one of the major applications of sen-
sor networks. The border represents the physical extent of the
region to be monitored and depending on the application, it is
required to sense the intrusion into the monitored region or exit
I. INTRODUCTION from the monitored region of the object being monitored. In a

Wireless sensor networks (WSNs) have been under develbfical deployment of sensor nodes, sensor nodes are distributed
ment for many years and are about to gain widespread use2@&0ss the entire region of interest and it is necessary to deter-
technology improves, prices drop, and new applications are ¢in€ a minimal set of sensor nodes that can adequately monitor
veloped. Smart disposable micro-sensor nodes can be depldf}dborder. Thus, it is necessary to find a scalable and energy
on the ground, in the air, under water, on bodies, in vehicléficient solution to the border coverage problem. Such a solu-
and inside buildings. Sensor networks are playing an importign would extend the scalability of wireless sensor networks
role in bridging the gap between the physical world and the vii'd enable the monitoring of the largest international borders
tual information world [1], [2]. Unsupervised intrusion detect0]. In [11], the authors developed theoretical foundations for
tion, which involves detecting and identifying the encroachmel@ying barriers of wireless sensors. By their very nature, the de-
of a monitored region by an object, is one of the applicatiofdoyments for barrier coverage are expected to be in very long
of wireless sensor networks. Algorithms for wireless sensor n&in belts (a region bounded by two parallel curves) as opposed
works must have low communication overhead, rely as mufhin regular structures such as squares, disks, cubes, or spheres.
as possible on local information, adapt to failures and chande4ther, since their only goal is to detect intruders before they
in network conditions, and produce results in a timely fashioR@ve crossed the barrier as opposed to detecting them also after
Given the requirements to minimize the power, it is desirabi@ey have crossed a region by finding the boundary of coverage

to select the bare essential number of sensor nodes dedicA@gs as well, the results from [11] can not be directly useful
for us. Also, in [11], the authors did not provide any distributed
Manuscript received February 16, 2007; approved for publication by Seor@jgorithms to select the sensor nodes that lie on the border of a
Lyun Kim, Division Ill Editor, February 10, 2008. Igiven region of interest after deployment. They derived critical
This work was supported by the University Research Board (URB) at Wdnditions for weak barrier coverage, using which one can com-
American University of Beirut in supporting this work through grant # DDF* - ge, g ’
11135-888138. pute the minimum number of sensors needed to provide weak
UM- K-.WatffaB is Witg the DLepéirtment of {liomprl:ter S(,Cien(,ieli?é)he Ahlﬁeficak!—barrier coverage with high probability in a given belt region.
niversity of Beirut, Beirut, Lebanon, email: mohamed.watfa. gmail.com. . . . .
r,%Iso, unlike our work in this paper, they did not analyze the 3D
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the authors consider eliminating redundant nodes to establigh], Carbunart al. study the problem of detecting and elim-
the boundary of the coverage region. Unlike our work in thigating redundancy in a sensor network with a view to improv-
paper, the authors did not consider the coverage of the boundagyenergy efficiency, while preserving the network’s coverage.
and their work is in 2D. They also examine the coverage boundary detection by reducing
The full coverage problem, which verifies if every point irit to the computation of Voronoi diagrams. Most existing results
the region of interest is covered by at least one active semlated to the coverage problem in wireless sensor networks fo-
sor, has been studied in a variety of contexts. Our previoossed on planar networks [9], [16], [17]; however, 3D modeling
work [13]-[15] focused on the full coverage problem in 2D andf the sensor network would reflect more accurately real-life sit-
3D regions and provided algorithms to locate redundant sensations. Some applications of our results would be:
nodes in the region and deactivate them using simple geometrit) Disaster recovery: In the case of a natural disaster (flood,
techniques. There, it was shown that eliminating coverage re- hurricane, and fire) may lead to the sensor nodes being on
dundant sensor nodes increases the overall lifetime of the WSN. different planes and thus 3D coverage techniques need to
In [8], Gupta and Das design and analyze algorithms for self be developed. Identifying the sensor nodes on the boundary
organization of a sensor network to reduce energy consump- of the holes help indicate the extent of the disaster. Sensor
tion. In particular, they develop the notion of a connected sen- networks also provide the ability to gather reliable and ac-
sor cover and design a centralized approximation algorithm that curate information from a range of sources, enabling early
constructs a topology involving a near optimal connected sensor warnings and rapid coordination of responses to potential
cover. The works in [9] and [16] consider a large population of  threats.
sensor nodes, deployed randomly for area monitoring. The goat) Topographical properties: Random dense sensor deploy-
is to achieve an energy-efficient design that maintains area cov- ment on irregular terrains like mountains and hills leaves
erage. As the number of sensor nodes deployed is greater than 3p coverage holes that indicate the topographical prop-
the optimum required to perform the monitoring task, the so- erties of the terrain. Understanding the topography of an
lution proposed is to divide the sensor nodes into disjoint sets, area enables the understanding of watershed boundaries,
such that every set can individually perform the area monitor- drainage characteristics, water movement, impacts on wa-
ing tasks. Shakkottadt al. in [17] consider an unreliable sen- ter quality, and soil conservation.
sor grid-network and derive necessary and sufficient conditions) space exploration [22], [23]: Wireless sensor networks will
for the coverage of the region and connectivity of the network  pjay an important role in planetary explorations. A rover

in terms of the transmission radius, sensing radius, and failure functioning as a base station collects measurements and re-
rate of the sensor nodes. In [18], Lieséial. formulate cov- lays aggregated results to an orbiter.

erage problems to address the quality of service (surveillance)f) Undersea monitoring [24]-[26]: Sensor deployment under-
provided by a sensor network. In particular, they address the” \ e will enable real-time monitoring of selected ocean

problem of finding maximal paths of lowest and highest observ- — 5rea¢ remote configuration and interaction with onshore
abilities in a sensor network. The coverage concept with regard 1, ,man operators. This can be obtained by connecting un-
to the robot systems was introduced by Gage [19]. He defined yeonyater instruments by means of wireless links based on
three types of coverage: Blanket coverage, barrier coverage, and ,.q;stic communication. Under water acoustic sensor net-
sweep coverage. In blanket coverage, the goal is to achieve a ;1< (UW-ASN) consist of a variable number of sensor

static arrangement of sensor nodes that mjc1X|m|zes.the total d_e- nodes and vehicles that are deployed to perform collabora-
tection area. In barrier coverage the goal is to achieve a static tive monitoring tasks over a given area.

erage is more or less equivalent to a moving barrier. One mi

wonder wh_y we can not simply apply full coverage algqrith 3] where a lot of deployment strategies are proposed for 3D
developed in our previous research work [13]-[15] and in ma ¥nsor networks (e.g., the Mars mission). Unlike any other re-
others [9,]' [16]1-[18] since bordgr coverage could be analyz%qed works in this field, we first provide optimal 2D and 3D
as applying full coverage algorithms on a line. That would res . hioies for the deployment of a sensor network for border
sult in unnecessary computations and aI;o we propose furt erage of a given region. The auxiliary problem of selecting
extensions to our algorithms to not only find the sensor Nodes, inimal subset of previously deployed active sensor nodes
covering a border of a given region of interest but to also fi r border coverage is then addressed. The energy efficiency of
the sensor nodes on the boundary of coverage and thereforeatIWS|\I is studied in the context of the deployment of sensor
nodes on the boundary of the coverage _hOIGS' . nodes and the border coverage obtained. The minimum number
In this paper, the problem Of_ determining the_ MINIMUM NUNY¢ sansor nodes required for border coverage is used to specify a
ber of sensor nodes folr.kcov§r|r;g"the boundaries IOf a tﬁrget ‘fieasure of optimality” that can serve as a metric for the energy
gion is addressed. Unlike the full coverage problem, here tgﬁiciency of a WSN. The border coverage algorithm developed

primary interest is in the detection of movement of an Objert, used to determine the savings that can be obtained by deac-
across the boundary. A recent work [20] considers the deterizing 5 subset of nodes while still maintaining the coverage
nation of holes in the coverage area of a sensor. In this work,
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The rest of the paper is organized as follows. The border cdwrder coverage. Zhang and Hou [29] showed that if the com-
erage problem is formulated in Section Il. A deterministic semunication range is at least twice the sensing range, then com-
sor deployment to guarantee border coverage of a region is potete coverage of a convex area implies connectivity among the
vided in Section lll. In Section IV, distributed algorithms fomodes. Assuming the communication range is twice the sensing
selecting a border cover regions are studied. In Section V, an ogage R. > 2R,), the theorems in [29] could be easily ex-
timization of our border coverage algorithm is introduced whetended to handle border coverage of the region as well.
the border cover heals itself in order to improve its performance.Definition I1.3: An intruder is any object that is subject to
Numerical simulation results that validate the proposed algdetection by the sensor network as it crosses the border.
rithms are presented in Section VI. Possible extensions to ouA reasonable assumption is made that no intruder is aware of
developed algorithms and conclusions are summarized in St location of the deployed sensor nodes. The following gives
tion VII. precise definitions to what a border of a region is.

Definition 11.4: Let R be a subset of the (2D or 3D) space.
The point %’ is said to benear R if every neighborhood ofy’

[I. PROBLEM FORMULATION contains a point fronR, i.e.,

An emerging application area for sensor networks is intelli- Ve > 0,3z € Ball(p, ¢) andx € R.
gent surveillance and intrusion detection. Sensor nodes are nanthe definition aboveBall(p, ¢) means the set of all points
domly distributed in an area to be monitored. The ultimate gaghose Euclidean distance fromis less thare.
is to detect an intruder target and alert the sensor nodes whiclpefinition 11.5: The set of all points iR and neaR is called
are close to the predicted path of the target. However, minimige closure of R and is denoted byl (R), i.e.,
ing the power consumed should be the most important design cl(R) = (R) U {All points nearR}.

goal. The lifetime of the sensor network can be significantly ex- Definition I1.6: Theborder of a regionR denoted byB(R)

tended by optimizing the energy consumption of each SENFONefined as the set of all points that are commoR tand its
node. In this section, the notions of sensing region and bor%%rmplement ie.B(R) = cl(R) N c/(R) whereR is the com-
coverage are first defined. The border coverage and optimizatf{]%\ment of th,e regioR, i.e., all the points that do not belong to
problems are then formulated. T

: . R
Let O, be the output of a senséy; that is capable of sensing
a phenomenotP. Let the sensing radius of the sensor ndile der covered if and only if an intruder is always detected as it

be R’Z' Itis assum_ed that each sensor nade is aware of its OYBsses the border of the region. A sensor is called a border sen-
location, the location of the boundaries of the region to be mo

itored and the location of its neighbors. This assumption is r\%{;rlfegs sensing region intersects the border of the region of
too stringent and it can be satisfied by communications betweery inition 11.7: A set of sensor nodes, is said to be a
adjacent nodes in the network on startup. " Border

Definition I1.1: The phenomenorP located aty € R? is

said to bedetected by sensorS; located atX; € R? if and only ie.Vp € B(R), p € S, for someS; € Cgora
ey ’ 7 (3 order-

if there exists a const'ant threshdlduch th?.t Definition I1.8: A set of sensor nodeSorer reducedS Said
Oi(y) =0 if the phenomenoi” is present, to be areduced border cover of a regionR if Vp € B(R),
=€ otherwise. p € S; for someS; € Cgorder,reducec@nNd NO proper subset of
The quantity &’ in the definition above is the signal thresholdCgorder,reducedS @ border cover oR, i.e., Ceorder,reducedS1, for
and is specific to the type of sensor used. The sensing regio@ny.S; € Cgorder,ReducediS NOt & border cover dr.
sensorsS; located atX;(x;, y;, 2;) is the collection of all points  Definition 11.9: A sensor node is calledr@dundant sensor
where the phenomenah can be detected by the senshri.e., node if its sensing region is completely covered by its neigh-
A; = {y € R?|Pisdetectable by;}. In this paper, without boring sensor nodes. Deactivating a redundant sensor does not
loss of generality, we restrict thensing region of S; to be a affect the overall full coverage of the region of interest.
closed ball centered at; € R3. We also assume that all the Definition 11.10: A sensor node is calledr@dundant bor-
deployed sensor nodes have equal sensing RadiAs noted in der sensor node if the portion of the border covered by it is
Section VII, our developed algorithms can be modified to handiempletely covered by its neighboring sensor node.
the case where the sensor nodes have unequal sensing radii. Definition 11.11: A sensor node is calledreon-border sen-
Definition I1.2: LetY = {y € R3|O;(y) > §}. Thesensing  sor node if its sensing region does not intersect the boundary of
region of sensorS; located atX; € R? is defined asl; = {y € the region of interest.
Y| || y— X; ||[< Rs}, where|| - || is the Euclidean distance From Definitions 11.10 and 11.11, it can be seen that the de-
betweery and X;. activation of a border redundant sensor or a non-border sensor
In the case of 2D, the sensing region is assumed to be a disles not affect the overall border coverage of the region of inter-
of radiusR3. The sensing boundary (circle) of senspyin this est (Fig. 1(b)). Using Definitions 1.1-11.11, the border coverage
case, is denoted by GirwWe assume that any two nodgsand problem is analyzed in this paper by dividing it into the follow-
S; can directly communicate with each other if their Euclideaing two sub problems:
distance is less that the communication ratge Although a 1) Optimal deployment for border coverage: Find the mini-
network can be rendered useless if it loses its connectivity, we mum number of sensor nodes and their placements for bor-
characterize the system lifetime by just observing the resulting der coverage of a given region 2D/3B

According to Definitions 11.3-I1.6, a region is said to be bor-

border cover of a regionR if every point on the border dR
belongs to the sensing region of at least one sensGlziyer,
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Rs+d,

(@) (b)

Fig. 1. Example of (a) a redundant sensor (dashed circle) and (b) a
border redundant sensor (dashed circle). frst

2) Optimal selection for border coverage: Given a dense de-
ployment of sensor nodes in a regiBy find a minimum
subset of active nodes that guarantee border covera@e of
The discussion in the following sections assumes that the re-
gion to be monitored is large in comparison to the sensing region
of an individual sensor node and that the location of all sensor
nodes is known. All through the paper we use the following no- "
tations:
« R:Region of interest,
« S: Set of sensors in the region,
o Rg: Sensing radius of each sensor,
« A;: Sensing region of sensét, o
« Cir;: Boundary of the 2D sensing region of sensgyr
o Chy: Set of sensors fully covering the region,

o Chorder. Set of sensors border covering the region. Foes ¢
(b)
I11. OPTIMAL DEPLOYMENT STRATEGY EOR Fig. 2. (a) The optimal deployment of sensor nodes modeled as disks
BORDER COVERAGE in 2D to border cover a rectangular region. The special case illus-

tration of the best possible way to minimize the number of sensor
A critical issue in WSNs is the deployment and organization nodes covering the border is shown and (b) the deployment strategy
fth t K Alth h . d is explained and it is shown how to take advantage of a row sensor
of'the sensor network. oug many Scer_]ar'os assume ran Orrl:overing part of the column resulting in extra savings.
deployment, such a deployment is not optimum and therefore a
lot of energy is wasted due to multiple active nodes in a given
region. When flexibility in deployment exists, it is advantageoughere

to find an optimum border deployment of the sensor nodes so

that border coverage can be achieved using a minimum number Whew= W — \/4R§ — L mod 2Rg,
of nodes. In this section, theorems for optimal deployment of
the sensor nodes are developed. These theorems provide lower Lpew=L — \/4R§ — Whew mod 2Rg,
bounds on the number of nodes needed to border cover both 2D
and 3D regions of interest. Wiew=W — \/4R§ — Lpew mod 2Rg.
Proof: The optimal way to deploy the sensor nodes to
A. Optimal 2D Deployment for Border Coverage achieve border coverage of the region is to deploy the sensor

In the 2D deployment problem, the minimum number of SeIq_odes across the perimeter of the entire region such that any 2

sor nodes modeled as disks and their locations for border cov&fiacent sensohr nohdes that are OE thle same r%w orfcolumn are
age of a given rectangular regiéhare to be determined. While 2ngent to each otheilL/2Rs] is the least number of sensor

the region to be border covered is assumed to be a rectang{J§f€S 0 cover a line of lengtiL” For a rectangular region of

region, the algorithms could be extended to border cover aﬁygth L’ and width W, the perimeter can be optimally cov-

arbitrary shape of a region with minor modifications. ered by2([L/2Rs] + [W/2Rs]) sensor nodes. However such
Theorem 111-A.1: Consider a rectangular regi@hof length a cover will have overlapping sensing coverage at the vertices

‘I and width ‘W The lower bound on the number of senson the rectangle. The number of sensor nodes does not exactly
nodes needed to.achieve border coveragR ist cover each edge then the last sensor would partly cover the ad-

jacent edge, so a better way would be to select the next position
L n Whew L Lnew n W ew of the center such that its sensing circle intersects the last circle
2Rg 2Rgs 2Rg 2Rg in its boundary intersection. |
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Special case (Fig. 2(a)): Let2d; and2d; be the remainders di  determine the least number of sensor nodes required for border
divided by2R, andW divided by2R;, respectively, i.e2d; = coverage.

L (mod 2Rg) and2d, = W (mod 2Rgs). The optimal way  Definition 111-B.1: A great circle on a sphere is the inter-

of deployment will be achieved if the corner sensor node carnction of that sphere with a plane passing through the center of
completely cover the leftovef; on the length of the rectanglethe sphere.

andRgs+ds on the width of the rectangle on each corresponding Definition 111-B.2: The thicknesst’ of a sensor cover is de-
corner. By doing so, we would cover using one sensor nofieed as the average number of sensor nodes that cover a point in
more than its diameter based on the third side triangle rule whitte space. Lef be a volume of one sensing region per volume
states that the sum of two side of a triangle should be greatérthe fundamental region, i.e((}.;_, Vi/n)/(Viota/n)) =

than the third side, i.ed; + (Rs + d2) > 2Rg. So, the optimal nV/Vioa, where 1’ is the number of active sensor nodés;
deployment is established if one of the following two conditionis the volume of sensing region of sensr Viq is the total

holds: volume of the sensed regidg;.
N Definition 111-B.3: The covering radiusRgover Of spheres
Condition (1): di + (Rs + d2)* = 4R3, centered aX;, X, - - -, X, is the minimum sensing radius that
Condition (2): d3 + (Rs + d1)? = 4R%. will cover the regiorR.

Lemmalll-B.1: The centers of all the optimal deployed
In this case, we only neet{[L/2Rs] + [W/2Rs] + 1) nodes to spheres to guarantee border coverage of a cube must lie on a
cover the border of the rectangle. face of the cube.
General case (Fig. 2(b)): If we do not have one of the two Proof: It is clear that each sensor covers a maximum area
conditions stated above, then we use the following deploymeéwven the coverage region lies in the plane passing through the
strategy based on the above special case observation. We €gster of the sphere representing the sensing region. Thus, mini-
coverL by [L./2Rs] nodes packing them side by side. We thefizing the number of sensor required to cover the surfaces of the
construct a right triangle on the corner whose hypotenuse isrégion to be monitored is equivalent to maximizing the coverage
length2Rs and its sides argd; = L (mod 2Rgs) andd; new = area of each sensor. This is possible only when the centers of all
V/TR% —d,. We deploy a sensor node on that corner coverige sensor nodes lie on the surface of the region to be monitored.
d; from L andd new from W. We now takéVpew = W — dj new _ _ U
and perform the same deployment procedure. We will guaranted heorem 111-B.1: The optimal deployment locations of sen-
maximum border coverage on all the corners until we get to tR@r nodes to border cover a 3D cubical region is the loca-
last corner where we need one extra sensor node, i.e., the tBeqls of the spheres whose centers form a lattice of spacing

number of sensor nodes needed to border cover a rectangiiar 1.7322Rs on each face of the cube. o
region is: Proof: In a 2D space, the optimal covering of a region with

circles is obtained when the centers of the circles lie at the ver-
L Whew Lnew W/ ew tices of a hexagonal lattice. If the distance between adjacent ver-
|:2RS:| { 2Rg ] |:2RS:| { 2Rg ] tices in this case is one unit, then the entire region can be covered
by copies of a disc whose covering radiusigyer = 1/v3 =
where 0.5773 (minimum sensing radius that completely covers a re-
gion). Such a lattice is also periodic and completely reduced.
Whew=W — \/4R§ — L mod2Rg, Moreover, the thickness of the coverdis= 277/3\/§ = 1.2092
(average number of sensor nodes that cover a point in the re-
Lnew= L — \/4R§ — Whew MOd2 R, gion). Thus, the deployment is optimal if the spacing between
, 5 the centers of adjacent discs eqiiak Rs/0.5773. So, the op-
Whew=W — \/4Rs — LnewmOd2Rs. timal deployment to cover the border of a 3D cubical region is

] ] ) . by placing the sphere at centers of the lattice on each face of the
If we assumed that the region to be monitored is large in Co®;pe with spacing\ = 1.7322Rs. 0

parison to the sensing region of an individual sensor node, theArpheorem 111-B.2: Consider a cubical regioR of side ‘@’

a very simple approximation on the number of nodes to coveyg- is sufficiently large in comparison t&s). An approxima-

rectangular region would simply [ L/2Rs| + [W/2Rs]).  tion on the lower bound on the number of sensor nodes of sens-
ing radiusRg to achieve border coverage Rfis:

B. Optimal 3D Deployment for Border Coverage

The 3D optimal sensor deployment for border coverage is far Nopin = 2\/‘?‘ (2@ - (1 - \/§> Rs) .
more complex that the 2D case. It is addressed by determining 3R 2

the minimum number of sensor nodes required to cover the sur-

face of a cubical region of interest. Since the coverage region of Proof: Our approach is based on the problem of covering
a sensor node is modeled as a closed ball, the border covermagectangle by circles which has been studied by Kershner [30]
problem requires the determination of all the points on the sand Verblunsky [31] where the least number of circles of unit
face of the cube that are covered by the sensor nodes. To addradiis which can cover a rectangle was determined. However,
this issue, the intersection of the sensing regions and a bouti placement pattern of the circles to fully cover the rectangle
ary plane is first defined. This definition will then be used twas not identified. In [40], the authors suggested a placement
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@

Fig. 4. The densest packing of the great circles on the surface of (a) a
spherical region and (b) a circle covering of the surface of the sphere.

a rectangle of sides anda; = a — d and perform the covering
pattern mention earlier to completely cover one face of the cube.
Doing the same for all the other faces of the cube, we therefore
pattern to cover a rectangle with overlapping circles and thaged to cover 3 squares of side a each and 3 rectangles of sides
proved that their solution is optimal when compared to Kesh-anda; = a — d each. So the total number of sensor nodes

Fig. 3. Covering a rectangle using minimum number of circles.

ner’s results [30]. O needed to cover a cubical region of sides:
Definition 111-B.4: A pattern of R,-strip is composed of a
string of R, disks placed along a vertical line such that the dis- 2v/3a 2v/3a V3
tance between the centers of any two adjacent Nodg8 ;. N = W(a +a1) = 3RL 2a — | 1— 5 Rs | .
S S

The deployment strategy to fully cover the rectangle is
achieved by placing m columns @t,-strips oriented parallel _ . _ )
to the y-axis with the distance between the centers of any two!f the region of interest was considered to be a spherical re-
adjacentR,-stripsis 1.5R, as shown in Fig. 3. gion (instead of a cubical region) then all the centers of the opti-

In a global Cartesian coordinate where the origin is at the |62/ deployed spheres to border cover the spherical region lie on
bottom of the rectangle, we place R,-strips parallel to the the surface of the sphere and the optimal deployment Iocatlo.ns
y-axis with . disks in each strip to completely cover the recf S€nsors modeled as spheres to border cover a 3D spherical
angle. The center of thith row (1 < & < n) andith column regionR is the locations of the centers of qrcles which form a
1 <1< mdiskis atjz®, y"]: dense covering on the surface of a spHeiig. 4).

Theorem |11-B.3: The lower bound on the number of sensor
0.5+ (1— 1)?357 (k — 1)V3Rs, nodes to border cover a spherical regimof radiusR is n =
2 o , [1.76R/(1 — cos Rg)] where the sensing radiugs is in [rad)].
if 1is an odd integer Proof: Since we are concerned with the lower bound of
0.5+ (1 — 1)%35’ ‘/ERS + (k= 1)V3Rs, sensor nodes needed to cover the boundary of the sphere, we

2 7 . will treat this problem as a packing problem. The minimum
if [ is an even integer.

(2%, yk] =

number of cycles needed to pack the boundary of a sphere will

The minimum number of sensor nodes (of sensing radiyys Pe derived. The area of a circle is calculated as the area of a
needed to cover a rectangular regRmf length ‘L’ and width  SPherical cap. On the unit sphere, the afeaf a circle having

‘W as was derived in [40] (and proven to be optimalNs=  the radiusr [rad] is: S = 2n [ sinridry = 2m(1 — cosr).
(2v/3LW)/(9R%). Our goal however is to border cover a 3DT_herefore, if there_are non—overlapmmgcwcles ha_vmg a ra-
cube using sensor nodes that are modeled as 3D balls. This pfdis Rs on the unit sphere, the packing densityis: D =

lem can be defined as fully covering each face of the cube witff /4™ = n/2R(1 — cos Rs). Since our goal is to mini-
circles. However, some spheres might interest more than dR&e the number of sensors needed to border cover the spher-
face of the cube resulting in more border coverage. Let the file@l region, that is equivalent to finding the densest packing of
row of the cube in the: — y plane cut ther — z plane in disks the great circles covering the surface of the spherical region

of equations: (although a tjghter bognd can be achievefj). Many_ approac_hes
3 to find the circle configuration and resulting packing density
(x—(1/2+ (1 —-1)=Rs))?+y* = 3%7 if 1 is odd, were performed to the circle packing problems. A near optimal
% /3 packing density was achieved (0.88) [34], [36], [37]. Knowing
(x—(1/24+ (- 1)5}35))2 +(y— 7RS)2 = R%, the optimal packing density, we can find the minimum num-

ber of sensor nodes needed to border cover the spherical region,

n = 2D/(1 — cos Rg). Since we are concerned with the lower
For the square in the — = plane, we start covering that facebound, assumin@® = 0.88 thenn = [1.76%/(1 — cos Rg)].

from a line above the-axis atd = (1 — (v/3/2))Rs. We get m|

if [is even.
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In the next section, given a random deployment of sensor v v,
nodes in a region of interest, optimal selection strategies are de- 0
signed to self organize the network for border coverage.
Ba T BEn
IV. DISTRIBUTED ALGORITHMS FOR BORDER
COVER SELECTION o

The results in Section Il enable the optimum placement of Vs .
sensor nodes for border coverage of a given region (2D and 3D ! r i, .
regions). In practice, however, given an existing distribution of 1 { 1' 1 l
sensor nodes, it is often necessary to minimize the number of 0 !
nodes that remain active while still achieving border coverage
of the entire region. In this section, an algorithm is developed
where the nodes make local decisions on whether to sleep or join
the set of active nodes. The 2D and 3D cases for selectingimatersection segment= Vz € [z,y|, i € 1,---,n such that
optimum border cover of a given region are studied. A measwe A; andz, y € Cir,.
of optimality is also proposed to compare the performance Afsegment Seg= [z;, y;] is represented by its start point
the border coverage of a given sensor network with the optimumd end pointy;. Since our algorithms depend on the concept
coverage obtained in Section Ill. The border coverage algorittsfiordering, we define a mapping:: B — [0, 1] based on the

Fig. 5. The ordering based on the mapping function.

presented in this section has the following key features: distance metric from the nearest origin, i¥z, € B;;, p(x) =
1) Itis a decentralized algorithm that depends only on the I1§d(x, V;) + d(V1, Vi) }/|P| where|P| is the total length of the
cal states of the sensing neighbors. perimeter of the rectangular boundary afi®;, V) is the dis-

2) It provides guaranteed degrees of border coverage.  tance along the boundary of the region, i.e., for example in
3) It handles the case where the nodes have unequal sen&ifg 4. d(V1,V3) = |Biz| + |Bes|. A special case should be
radii. taken for the sensing region covering the origin vertgxwhere

4) Is is computationally simple resulting in minimum energy‘e resulting inf[ersection segment is divided into 2 sub-segments
usage. each of which is mapped separately.
Definition 1V-A.2: We call Seg = [z, y;] the successor of
A. A 2D Distributed Border Cover Selection Algorithm Seg = [z;,y;] denoted by Sgg~ Seg if the following condi-

I d Ive the bord blem f 2D tions are satisfied:
n order to solve the border coverage probiem T1or a re- Seg N Seg = Segi 7& (Z),

gion of interest, it is assumed that the region to be monitoreo‘> . . o
is a rectangle specified by its vertic&s, V5, V3, andVy. It > there is no other starting point m Sﬁg

is also assumed that all the sensor nodes are aware of the 162 7P € S€g;,p # ;; for somek i, j.

cation of the vertices, i.e., the sensor nodes are aware of thd heorem IV-A.1: Consider the set of segmentsS =
extent of coverage that is required. The border coverage alg&€9-S€g., -, Seg, } where Seg = [z;,y;] C [0,1]. As-
rithm can be applied to any shape of boundary but the regigme that no two segments are contained in each other, i.e.,
of interest is assumed to be a rectangular region for the sake’8f9, Seg € 5, Seg ¢ Seg,i # j. A segment Se@- [z, y])

ease of presentation. The algorithm depends on the fact thatisncovered by J; , Seg if and only if the following hold:

dividual sensor nodes can verify if they have overlapping bordefa) There exist integers < a,b,---,k < msuchthat: €
coverage with their neighbors. If the border covered by a sen- Seg, andy € Seg,

sor node is covered by other sensor nodes in the neighborhoo¢h) Seg, - Seg, > --- - Seq..

then deactivating this sensor does not affect the overall border Proof: Seg, ~ Seg = Seg, U Seg, = [z4,s]. There-
coverage. In this section, we firs_t derive conditions that ind@cq{ﬁe,ui_v:a Seq = [z, y). Further from (a)z, < =, andyj, >
overlapping border cover for a given sensor. We start by g|V|r;ig 2,y] C [Za,ua] = Uf:a Seg c U, Seg. On the other

some de_finitions and assumptions that will aid us in developi gnd, suppose that the segmianty] is covered by the segments
an algorithm to selept a border cover. L(R) represent the Seq, - - -, Seg, . Since the segment is covered, there exists some
boundary of the regioi. to be covered. Then3(R) can be segment Segsuch thatc € Seg,. Similarly, there exists at least
represented as one segmentt’ such thaty € [z, yx]. Thus, condition (a) is
B(R) = U B . easily satisfied. Now, if, > y, then[z,y] C Seg, and con-

I dition (b) is trivially satisfied. Otherwise, there exists a seg-
ment Seg such that Seg - Seg,. If this was false, then it
whereB; ; is the segment connecting verticgsandV;. With- means thay, > yxforl < k& < m. This would then im-
out loss of generality, suppose the boundary edges are ordgsigdthat there exist points in the intervéd,,y] that are not
as as shown in Fig. 5. covered, thereby contradicting the assumption that the segment

Definition 1V-A.1: An intersection segment is the portion ofz, y] is covered. Ify, > y, then condition (b) is proved. Oth-
the boundary covered by the sensing region of a sensor node andse, repeating the process, we obtain integers-, k such
is represented by the closed inter{aly] such thatz,y] isan that Seg >~ Seg > --- > Seg. andy; > y. m|
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Therefore, conditions (a) and (b) together imply that thtae computational complexity of the algorithm for such large
segment [z,y] is covered by the collection of segments:etworks is of orderr’ (O(n)) wheren is the total number of

Seq, Seg, - - -, Seq,,.

sensor nodes in the network.

Theorem IV-A.1 indicates that a sensor node is completel o } .
border redundant if each segment in the partitioning of its i A 3D Distributed Border Cover Selection Algorithm
tersection segment by its neighbors’ intersection segments ha¥he 3D optimal sensor border coverage problem is far more
a successor and the end points are also covered. Thereforgoidplex than the 2D case. We approach it from a different an-
check if a sensof is a border redundant sensor and therefotgle and try to transform it to optimal complete coverage of the
could be deactivated without affecting the overall border covefensor nodes in a 2D plane. We start by proving some theorems
age, one has to first find all the adjacent sensor nodes thataliel then provide a 3D distributed algorithm.
on the border of the region of interest. For each sensor, find the_ emma 1V-B.1: The problem of 3D border coverage of a
resulting intersection segment (or segments) with the boundagbe by sensor nodes modeled as 3D balls is equivalent to the
lines and check i5y’s portion of border coverage is completelyproblem of complete coverage of a 2D plane by sensor nodes
covered by its neighboring sensor nodes. That can be donemgdeled as circles.

ing Theorem IV-A.1. An algorithm is presented that illustrates

the steps in this process.
2D distributed border coverage algorithm
For each nod&);, form the set of neighborsy(i). Do the fol-
lowing:
Step 1:Find the intersection segmerieg.
Find ‘Seg’ the intersection segment & with the bound-
ary of the region of interest and map it to [0, 1].

Proof: According to the definition of border coverage,
each point on the border should be covered by at least one sen-
sor. The bordeB(R)) of the cubical regioR is represented by

6 faces (2D planes). First, if each face of the ciihec B(R),

a =1,---,6is completely covered by a set of circles Cie
{Cirg1, -, Cirgp, } and if D; is the disc bounded by the circle
Cir; thenVp € B,,p € D,; for some Ciy; € Cir,. The 3D bor-

der coverage is now transformed to finding the spheres whose

If Seg. = ) or a point thenS; is declared as a non borderborder intersections are these circtgsc B(R), p € A;, for

node.
Else go to step 2.
Step 2:Non containment property.
Let Seg be the set of segments covering Segd is ini-
tially set to().
For every pair of nodes§;, S, in N (4)
> Find the common intersection segments Seg
[, y;] and Seg = [z, yx], respectively.
> If the end points appear in increasing order
Tj, Tk, Yk, Yj. 1€, Seg C Seg and can be ignored.
> UpdateSeg to include Seg, i.e., Seg = Seg U
{Seg}.
Step 3:Check for endpoints coverage.
Check that3Seg = (xy,ys) and Seg= (z;,y;) in Seg
forzy <x; <yyandz; <y; <y
If true go to step 4.
Step 4:Check for successor.
Check that, for each element Seg= (2, ym ) in Seg —
Seq, 3Seq, = (z, yn)|Seg, > Seg, andm # n.

some Cif = A; N B(R). Now, if we have a set of sensor nodes
that border cover a 3D cubical region, taking the intersection of
the spherical sensing regions of the sensor nodes with each face
of the cube will result in the formation of circles which com-
pletely cover the 2D plane. So, the 3D border coverage problem
is transformed to the 2D full coverage problem. m|

Let the intersection of any boundary plane B and spltgre
be circle Cig, i.e., Cir, = B N A;. The interior of the circle
Cir; is said to be the disc bounded by the circle;Jie., D; =

E}ﬁterior(Ciri).

Definition 1V-B.1: A circle Cir; is completely covered if the
disc bounded by the circle is completely covered, i.e.,

Vpe D;,pée U Aj.
j=1
Definition 1V-B.2: A sensorS; is aborder-redundant sen-
sor if Cir;, = B N A, is completely covered by neighboring
spheres.
In [33], the authors proved that a convex regidnis Ks-
covered by a set of sensofsif 1) there exist in regio in-

If this condition is satisfied, the boundary intersecting setgrsection points between sensors or between sensord’and

ment Seg of the given sensor is completely covered &fds

boundary; 2) all intersection points between any sensors are at

declared as a border redundant sensor and can be deactiviaiast 's-covered; and 3) all intersections points between any

without affecting the overall border coverage. The algorithgsensor andd’s boundary are at leagt’'s covered. In this paper,
guarantees that every point on the boundary of the target wee are interested in border redundant sensor nodes rather that
gion is covered by at least one sensor. The optimal set of sem@mtundant sensor nodes so their theorems can not be used. Next,
nodes is also selected. The computational complexity of the vee provide a theorem that aids us to determine which sensor
dundancy selection algorithm developed in this section depemigles are border redundant.

onN = (max}_, |N(4)|), the maximum number of nodes inthe Theorem IV-B.1: A sensorsS, is border-redundant if all
neighbor set of any sensor in the network anthe total number the intersection points Gin Cir; € Dy, Vi,j = 1,---,n are

of sensor nodes in the network. The computational complexitgvered by one or more adjacent spheres.

of the border redundancy checking algorithmOéN?). Since Proof: Consider an uncovered point in Dy. Since some

we have h’ sensor nodes to be checked, then the complexitypsirts of Dy are covered by adjacent sensor nodes, these spheres
O(nN?). For large networks, the number of neighbors of argre going to partitiorD, into regions bounded by arcs from the
sensor is small compared to the size the netwdvk< n) so boundary of Cig and/or arcs from circles Gig, k = 1,--- ,n.
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Suppose p’ belongs to a regionk, in Dy. Since p’ is not tion information. Secondly, each node runs the border coverage
covered, it is easy to see th&t, has to be bounded only byalgorithm (2D or 3D) discussed earlier and decides whether to
the exterior arcs of the circles. Also, the entire boundary de&activate or not. The details of these two steps are introduced
R,, including the intersection points of the arcs, must have ths follows. To obtain neighbor node information, a simple ap-
same coverage status as f.e., all the intersection points on proach is that each node broadcasts a HELLO message, which
the boundary ofR, in Dy must not be covered. This contra-contains node ID and its current location, at the beginning of
dicts the assumption that all the intersection points@C{&ir; € each round. Note: If nodes have different sensing ranges (due to
Dy, Vi,j = 1,---,n are covered. Therefore, if all the intersecdepletion of power), the message should also include the current
tion points CisNCir; € Dy are covered by one or more adjacergensing range of the transmitter as well. After finishing the col-
spheres, they is covered. Consequently, giis covered. O lection of neighbor information, each node evaluates its eligibil-

Theorem IV-B.1 indicates that a sensor ndjes border re- ity for turning off by running the 3D coverage algorithm. How-
dundant if all the intersection points ¢in Cir; € D, are cov- ever, if all nodes make decisions simultaneously, blind points
ered by some sens6t, ! # 4,5 = 1,---,n. Therefore, to check may appear. To avoid such a problem, each node announces to
if So is border redundant; one has to first find all the circles olis neighbors that it is currently running the coverage algorithm.
tained by the intersection &fy N B,,, m = 1,---,6. For each If the node is redundant and is eligible for turning off without
Cirg, find all the intersection points that lie withiP,. If all affecting the overall coverage, it will broadcast a GOODBYE
these intersection points are covered, then the circles@& message to its neighboring nodes. Neighboring nodes receiving
covered. Then, by the Theorem IV-B.4; is border redundant a GOODBYE message will delete the sender’s information from
and can be deactivated without affecting the overall cubical bdineir neighbor lists.

der coverage. While the results of Section IV make possible the selection of
3D distributed border coverage algorithm a subset of sensor nodes in a WSN to border cover a region, the
For each nodé;, form the set of neighbord (7). result is a reduced border cover but not necessarily an optimum
Step 1:Find the intersection circle€ir;. cover for the region. Further, since the algorithm does not pro-

Find the intersection circle Giresulting from the intersec- duce a unique result, it is advantageous to have a performance
tion of S;'s sensing region with the boundary of the regiomeasure for comparing two different collections of sensor nodes
of interest. Note:S; might intersect 2 or 3 boundary planeshat border cover a region.

of the region in semi circles. The same procedure will still Definition 1V-B.3: The measure of optimality of a border

apply. cover of a WSN is the ratio of the number of active border sensor
Step 2:For every pair of nodes)., S; in N (7). nodes in the network to the minimum number of sensor nodes
> Find the intersection circle Gir,, = Ax N B, and thatcan border cover the same region.
Ciry., = A;N B, (whereB,, is the boundary plane being The results in Section Il found the locations of sensor nodes
tested). to achieve optimum deployment for border coverage a reBion
> Find the intersection points Gir,, N Cir, ,,, in Cir;. Therefore, given the region to be monitored for border coverage,

> If the intersection points are all covered, i.e., Gif 1 ©ne could easily find the number of sensor nodes required and
Cir,m € A,, for someS, € N(i), wheren # i’,k:,l, their location for border coverage. However, if the sensor nodes
then deactivaté; since it is a border redundant node.  are already deployed and a subset of these sensor nodes selected

The algorithm guarantees that every point on the boundarytgfkeep active, then theveasure of optimalitys a measure of
the target region is covered by at least one sensor. The minif%§€ss energy spent in monitoring the region as compared to
set of sensor nodes is also selected. The computational cé-optimum deployment of the sensor nodes. A network with a
plexity of the algorithm developed in this section@¥nN?) Iower‘mea_lsure of op_t|maI|ty\’/v01_JId result in lesser expenditure
wheren is the total number of sensor nodes in the network aff €nergy in monitoring the region.
N = (max}_, |N(7)]). The key to both 2D and 3D border cov-
erage algorithms is that they are performed in distributed man- V. ALGORITHM OPTIMIZATIONS
ner. The 3D distributed coverage algorithm requires that each '
sensor node knows the information about locations of all sens4n this section, we provide an optimization to our border cov-
ing neighbors. erage selection algorithm in order to improve the border cov-
All nodes are assumed to know their own location usingeaage lifetime of the region. Fault-tolerance is the ability of a
localization algorithm or using the onboard GPS devise. The alstem to deliver a desired level of functionality in the pres-
gorithm maintains a table of known sensing neighbors basedeance of faults. Fault-tolerance is crucial for many systems and is
the beacons (HELLO messages) that it receives from its cobecoming vitally important for computing- and communication-
munication neighbors. Assuming th&. > 2R,, the sensor based systems as they become intimately connected to the world
nodes need to include only their locations in the HELLO mesfound them, using sensor nodes and actuators to monitor and
sages. When a network is deployed, all nodes are initially eshiape their physical surroundings. Sensor networks introduce
tive. Redundant nodes will switch to the inactive mode until noew challenges for fault-tolerance. Sensor networks are inher-
more nodes can be turned off without causing coverage hotadly fault-prone due to the shared wireless communication
in the region. The distributed algorithm consists of two stepsiedium: Message losses and corruptions (due to fading, colli-
First, each node advertises its position and listens to HELLSIbn, and hidden-node effect) are the norm rather than the excep-
messages from other nodes to obtain neighboring nodes’ paisin. Moreover, node failures (due to crash and energy exhaus-
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tion) are common. Thus, sensor nodes can lose synchrony degloyment of sensor nodes is studied and compared to the op-
their programs can reach arbitrary states. Since on-site mdimum deployment for border coverage. Both 2D and 3D cases
tenance is not feasible, sensor network applications shoulddre considered and the number of sensor nodes required for bor-
self-healing. Another challenge for fault-tolerance is the energyer coverage is studied. The number of sensor nodes required to
constraint of the sensor nodes. The algorithms presented in Sexver a 2D region of size 10 units by 10 units (or a 3D region of
tion IV allow us to select a minimum subset of the sensor nodsize10 x 10 x 10) is considered. Random deployment, optimal
already deployed that will guarantee border coverage of a givéeployment and optimal selection of the nodes for border cov-
region. However, the emergence of border coverage holes in énage are studied for different values of the sensing radius. The
target area is unavoidable due to the following reasons: optimization to our border algorithm is also tested and resulting
1) Sensor failures Nodes are subject to failures due to deborder coverage lifetime of the network is analyzed.
pleted batteries or, more generally, due to environmentalTo test for border coverage we divide the region of interest
influences. in a 2D or 3D grid and develop a centralized algorithm which
2) Position changingA lot of environmental factors (wind or tests for border coverage by generating an occupancy grid and
Storms) may Change the sensor node’s positions over t|ﬁf@0k|ng if the first and last row and the first and last column in
and possibly resulting in some border coverage holes in tHis grid are covered. If all the cells in the first and last row and
network. the first and last column are occupied, then the entire region is
3 Presence of obstructioSome obstacles in the region of inPorder covered. The region to be covered is divided into squares
terest might impair the nodes sensing/communication furfe: Side equaling half the sensing radius of each sensor nodes.
tionality and thus result in some border coverage holes. Since the region to be covered is divided into a grid with cell
A proactive method of utilizing the total energy is to assighiZ€ €qual tai;/2, any cell in this grid is completely covered
tasks for each sensor nodes so that a hole is never form@gly if its center is within a distance d, /2 from the sensor.
Though this solution might give optimal solutions, it is impracoince we are only concerned with the border coverage, at most
tical in real-time applications. In this section, we provide a read? Cells need be checked to verify the border coverage of a sen-
tive and practical approach to minimizing border coverage hofe&" @nd & maximum af2n. cells need to be checked for the bor-
as they (or before) are formed. We provide thisf-healingal- pler coverage region ofy’ sensor nodes. Thus, for each_ sensor
gorithm as an enhancement to our border coverage aIgoritH}ﬁhe network, the covered ce_IIs, and thereby _the entries in the
developed in the previous section. We call it “self-heal” as tHfFcUpPancy matrix, are determined. The cells in the occupancy
actuation is not governed by a user command or application BRlTix corresponding to the covered cells are then indexed by
initiated by the WSN to salvage its own performance. 1A zero entry in the occupancy matrix indicates an uncov-
We assume that the nodes know their initial energy conteied .ceII in the region. The number of uncove.red cells anq their
and can keep track of their energy expenditure and therefore (ffitions can then be used to determine the size and locations of
predict their own death. Sensor nodes are randomly deployedf Uncovered border regions. Further, since the cell entries in
a region of interest to be border covered. Every node acquirestfff ©ccupancy matrix are indexed, an entryindicates that the
formation about its location and communication neighbors. TRE!l IS covered by&’ sensor nodes. Thus, the smallest entry in
border coverage selection algorithm developed in Section [V 0ccupancy matrix gives the minimum thickness of the border
run in a distributed fashion on each node and an optimal bor@@Ver- The grid generated is the smallest grid entirely covering
cover of the region of interest is selected. However, while ruf?€ régionR. If R is smaller than the grid, then only relevant.
ning the border coverage selection algorithm, each sensor n6HBeS in the grid can be chosen for testing coverage. This is
keeps track of the border neighbors, i.e., the neighboring nodi9§1€ by assigningX'"i.e., do not care, to cells that are outside
who are also border sensor nodes. If a node is about to run Bl desired region of coverage. Comparing this algorithm to the
of energy (before the energy level goes below a specific thrediaditional sequential testing for coverage algorithm, it can be
old), it runs the selection algorithm on its border neighbors &€n that this algorithm requir€gn) steps while the traditional
select an optimal set of sensor nodes to be its substitute boreuential search algorithms requiteg:®) steps to verify if a
cover, i.e., to cover its border intersection in case of its death"§gion is border covered. The algorithm presented is simple and
then broadcasts a HELP message in order to activate the sI&gsY 0 implement. Itnot only helps identify the extent of border
ing nodes that will minimize the border coverage hole. SengcffVerage but also identifies the size and location of the holes in
nodes can be also misplaced or destroyed accidentally or deffl Porder coverage. . _
erately. Since each node knows its own location and whether it the first experiment, the optimum 2D coverage algorithm
is a part of the border cover set or not, upon realizing the m&-used to find the optimum border cover of regidnx 10 units
functioning of its sensor, a node broadcasts a HELP messag@/{}fn sensor nodes are randomly deployed. The nodes have a
order to cover the border coverage hole. This simple extensiSing radius of 1 unit and initially different numbers of nodes
of our border coverage algorithm results in better energy utilizZ3[€ randomly deployed in this region using a uniform distribu-

tion and extends the border coverage lifetime of the region. tion- It can be seen that the averaggtimality measuref our
border selection algorithm is 1.228 and the nodes that were ac-

tive in the optimum border cover resulted in average savings of
V1. SSIMULATION AND NUMERICAL RESULTS 98.4% (when the number of deployed nodes 500, 1000, 1500,

The theoretical developments in Sections II-V are validat&y?0: 2520’ and 3000) (Fig.r]6(§ff)). In Fig:_ 6@' the required
through numerical examples in this section. The case of randBanber of sensor nodes with different radii using random de-
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Fig. 7. (a) The optimality measure of the border selection algorithm
for different number of deployed nodes in 3D and (b) comparison
between random deployment (RD), optimal deployment (OD), and
border selection cover algorithm (BSCA) in 3D.

Fig. 6. (a) The optimality measure of the border selection algorithm
for different number of deployed nodes in 2D and (b) comparison
between random deployment (RD), optimal deployment (OD), and
border selection cover algorithm (BSCA) in 2D.

ployment, optimal 2D border deployment and 2D border selegge lifetime The overall border coverage lifetime is the con-
tion algorithm are compared. tinuous operational time of the system before the border cov-
In the second experiment, the same comparison (Fig. 7(a)kigage drops below its specified threshold (for example 0.9). In
done for the 3D case and the resulting average optimality mgggs. 9(a) and 9(b), the system lifetime is evaluated assuming
sure is 1.123 and when the 1500, 2000, 2500, 3000, 3500, m each sensor node has a limited energy Supp|y (300 J) and
4000 nodes were randomly deployed. The border selectionghen it runs out of energy it is deactivated. The node deploy-
gorithm resulted in average savings of 93.71%. ment densities are 300 and 600, respectively. We started with
In Fig. 7(b) the required number of sensor nodes with diffe800 nodes deployed since that is the minimum number of nodes
ent radii using random deployment, optimal 3D border deployhat guarantee border coverage of the region using random de-
ment and 3D border selection algorithm are compared. ployment. With each density, the nodes are randomly distributed
In the third experiment, we evaluate the border coverage pir-a 10 x 10 region network field and each of them starts with
centage of the region when the sensor nodes are randomly &le-initial energy of 300 J. The power consumption of trans-
ployed and the border coverage selection algorithm is applienit (Tx), receive (Rx), idle and sleeping modes are 1400 mW,
As we vary the number of deployed nodes, we evaluate the00 mw, 830 mW, and 130 mW, respectively. As time passes,
border coverage of the region using the border cover obtairgghsor nodes will be deactivated due to lack of energy and will
(Figs. 8(a) and 8(b)). It is noticed that after a specific threshdlshve some coverage holes in the border of the region. If 300
value for 2D and 3D cases, the border coverage percentagedssor nodes were deployed, after approximately 1600 seconds,
always one. The reason is that random deployment of the sertberborder coverage percentage using the original network will
nodes does not guarantee border coverage of the region betioap below 0.9. However, using the border selection algorithm
that threshold. it needs about 2300 seconds to drop below the threshold. If we
In the fourth experiment, we evaluate the system lifetime. Tlmcrease the number of deployed nodes to 600, the cost for cal-
metrics used in evaluating system lifetime is the bowtrer- culating the border cover will increase and thus after approx-
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Fig. 8. Varying the number of deployed nodes will result in different
border coverage percentage for both (a) 2D and (b) 3D regions of 20p =
H p— erore
16 Border coverage at deployment

imately 1690 seconds the border coverage percentage will go
below 0.9. In both experiments, the border coverage lifetime of
the network using our border selection algorithm is much better
than that using the original network. In Fig. 9(c), we divide the
border of the region into 1000 grid points and test how many o b o | bl I N o il

sensor nodes cover each grid point before and after running the . LIl “n _-" ." l i1l }
algorithm. When the number of deployed nodes is 600, before |i |
starting the algorithm the degree of border coverage is much i

Numbers of sensors covering
>

Wl

Ili nllﬂ[‘lllﬂil\!lm lﬂuﬂ‘ﬂﬂﬂll!lﬂ ﬂllilm N ‘-‘
1000

higher than after running the algorithm which implies that the °’o 100 200 300 400 50_0 500 700 800 900
random deployment is not optimum and therefore a lot of energy Forder ard points Feduced border cover
is wasted due to multiple active nodes in a given border region. (©)

After running the algorithm, most of the redundant border nodes . A

9. The coverage lifetime of the network with different number of
are deactivated resulting in anh energy efficient deployment of deployed sensor nodes (a) n = 30, (b) n = 500, and (c) the degree
the nodes. of border coverage before and after running the border selection al-

In the fifth and last experiment, we do the same comparison gorithm.

that was done in the fourth experiment however with the opti-
mizations mentioned in Section V added. We notice that the sys-
tem lifetime (border coverage lifetime) is much better than theealing border coverage algorithm performs better since acti-
case if we had started with the original set of deployed nodesting a substitute set will result in better percentage of border
The strength of our developed algorithm is that it allows the seeeverage and therefore the border coverage lifetime of the net-
sor network to adaptively reconfigure and repair itself in orderork is increased. In Fig. 11, an example of the active nodes
to improve its own performance. In Fig. 10, as we increase thefore and after running the algorithm is presented. 2000 nodes
number of deployed nodes (from 300 to 600 nodes),s&lé  were deployed, and after running the border selection algorithm,
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Fig. 10. The coverage lifetime of the network with different number of
deployed sensor nodes when using self-healing enhancement of the
algorithm.
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Fig. 11. An example of the border selection algorithm. Active nodes,
before and after running the algorithm are shown.

1974 nodes were deactivated resulting in savings of 98.7%.
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VIlI. CONCLUSIONSAND POSSIBLE EXTENSIONS

In this paper, the border coverage problem in wireless sen-
sor networks was formulated and analyzed. Algorithms were
proposed to compute the minimum number of sensor nodes re-
quired for border coverage of a given region. Unlike most of the
work done in this area we studied both the 2D and 3D cases. A
measure of optimality was also proposed that compares a given
border deployment of WSN with optimum deployment. This
metric is shown to be indicative of the energy efficiency of the
WSN and serves as a useful means to select between two dif-
ferent deployments of a WSN. We also provideelf-healing
algorithms as an optimization to our border coverage algorithms
which allow the sensor network to adaptively reconfigure and
repair itself in order to improve its own performance. Part of
our future work is to use the algorithms developed in this paper
for tracking applications.

Our algorithms presented can be easily extended to handle
different shapes of region to be monitored. If we have region
of an irregular shape, we can always use polygon approxima-
tion and simplification techniques [32] to find the polygon that
bounds the region of interest. In addition to that, the sensing ra-
dius of each sensor node need not be equal and our distributed
algorithm could be applied to sensor networks with different
sensing radii. Fig. 12 illustrates the polygon approximation and
the unequal sensing radii properties of some of the sensor nodes.
In this paper, we also assumed that the sensing region of each
sensor nodes is a disk (2D) or a closed ball (3D). This simpli-
fied model is clearly not applicable to all types of sensing mea-
surements, i.e., measuring spatial distribution of local quantities
like temperature where the sensing range or disc makes little
sense. This model is still overly simplistic for sensing acoustic
signals where the signal strength attenuates with distance like
electromagnetic waves. Our algorithms could be easily extended
to handle a general model based on certain signal-to-noise ra-
tio thresholds, with proper data fusion mechanism to reduce the
variance of measurement. The goal would be to find a valid
approximation of the intersection segment (or circle) with the
boundary (Fig. 13). Part of our future work is to evaluate our
algorithms based on realistic general sensing models and to de-
sign hybrid border coverage protocols capable of delivering ac-
curate spatio-temporal profile of different kinds of sensing mea-
surements. Some other extensions to our deployment algorithms
include deploying the sensor nodes at multiple levels of border
coverage (Fig. 14).
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