View metadata, citation and similar papers at core.ac.uk brought to you by fCORE

provided by Research Online

University of Wollongong

Research Online

Faculty of Engineering and Information

Faculty of Engineering - Papers (Archive) Sciences

2002

Developments in high temperature superconductivity

Tania M. Silver
University of Wollongong, tsilver@uow.edu.au

A.V.Pan
University of Wollongong, pan@uow.edu.au

M. lonescu
University of Wollongong, mionescu@uow.edu.au

M. J. Qin
University of Wollongong, gin@uow.edu.au

S. X. Dou
University of Wollongong, shi@uow.edu.au

Follow this and additional works at: https://ro.uow.edu.au/engpapers

b Part of the Engineering Commons
https://ro.uow.edu.au/engpapers/55

Recommended Citation

Silver, Tania M.; Pan, A. V,; lonescu, M.; Qin, M. J.; and Dou, S. X.: Developments in high temperature
superconductivity 2002.

https://ro.uow.edu.au/engpapers/55

Research Online is the open access institutional repository for the University of Wollongong. For further information
contact the UOW Library: research-pubs@uow.edu.au


https://core.ac.uk/display/36981697?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://ro.uow.edu.au/
https://ro.uow.edu.au/engpapers
https://ro.uow.edu.au/eis
https://ro.uow.edu.au/eis
https://ro.uow.edu.au/engpapers?utm_source=ro.uow.edu.au%2Fengpapers%2F55&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/217?utm_source=ro.uow.edu.au%2Fengpapers%2F55&utm_medium=PDF&utm_campaign=PDFCoverPages

9 Developments in high temperature superconductivity

T. Silver,* A. V. Pan, M. Ionescu, M. J. Qin and S. X. Dou

Institute for Superconducting and Electronic Materials, University of Wollongong,
Northfields Eve., Wollongong, NSW 2522, Australia

1 Introduction

The past four years (1997-2001) have seen many exciting developments in high tem-
perature superconductivity, most notably the discovery of the superconducting nature
of magnesium boride in 2001 and the amazing critical temperatures of 52 K, then 117
K, achieved in 2000 by hole doping Cg, fullerenes through incorporation into a field
effect transistor (FET). Steady progress has also been made in understanding the
recently discovered rutheno-cuprate superconducting ferromagnets. Theoretical work
over this period has been focused on understanding the pseudogap in high temper-
ature superconductors and on determining the mechanism behind superconductivity
in MgB,. Much attention has also been devoted to the rich and complex vortex behaviour
found in both the older copper oxide high temperature superconductors and in MgB,.

This has also been a period for technological progress. We highlight developments
in the field of superconducting tapes and wires, including the considerable success
achieved in making high critical current iron-clad MgB, tape. Second generation
coated conductors have also become an important new field, because they provide a
way of overcoming some of the disadvantages of tapes and wires. Small scale devices,
such as SQUIDs and microwave filters, have been based on films of high temperature
superconductors for some time, but larger scale applications are now coming closer to
practical use. Superconducting power transmission cables cooled by liquid nitrogen
are now in use in Copenhagen and Detroit.

2  New HTSC compounds

Although the period 1999 to 2001 saw the introduction of far fewer new copper oxide
superconductors than the average in the previous decade, there was more than enough
compensation in the discovery of the superconductivity of MgB, and the record high
critical temperatures achieved in Cg,. Although the various rutheno-cuprate families
of superconductors were first reported as ferromagnetic and superconducting in 1997,
most of the work to characterise them was done during this period. It is also notable
that for the first time during this period molecular beam epitaxy (MBE) was used to
grow novel high temperature copper oxide superconductors.
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2.1 Magnesium boride

History. At the beginning of 1999 superconductors fell into two distinct groups, the
low-T . superconductors with critical temperatures 7. below 24 K and the high-T
copper oxide compounds with 7', above 30 K. By 2001 a 7'; of more than 40 K had
been achieved in Cg, fullerene compounds, but only in a quasi-2D system.! All high
temperature bulk superconductors then known were still copper oxides. MgB, is a
black, intermetallic, polycrystalline material that had been known since 1953 and was
used in the commercial preparation of elemental boron.> It was not known to be
superconducting until this property was accidentally discovered by Akimitsu and
colleagues.® Furthermore, MgB, had a critical temperature of 39 K, 16 K above the
previous low-T ' record. There was immediate interest both from the physics point of
view and because of the possibility of technological applications. From the physics
point of view, the interesting question is whether MgB, is a normal low temperature
superconductor explained by BCS theory or whether it is something entirely new, an
issue that is discussed in the theory section of this review. The technological interest
has accelerated as many favourable properties, such as high critical current densities
have been discovered. Buzea and Yamashita* have recently written a comprehensive
review article surveying the great volume of literature on MgB, that has been recently
published.

Preparation and material stability. Polycrystalline bulk material had been and still is
grown by solid state reaction (Mg diffusion method), where the volatile Mg is sealed
together with the boron and generally sintered between 650 °C and 1000 °C. It soon
became obvious that the bulk synthesis needed to be optimised for superconducting
purposes, to maximise the critical current J.. Densities were typically far below the
theoretical value of 2.63 g cm >, and the material was often porous and mechanically
weak. High pressure during synthesis increases the density and improves J..5” High
pressure combined with high sintering temperatures above 800 °C also proved to be
beneficial ¥ Texturing by hot deformation, however, to align the randomly oriented
grains produced no anisotropy in the critical current density.'!

Single crystals have only been grown in the submillimetre size with the methods
used including vapour transport,’> growth under high pressure in an Mg-B-N
system,'® and a solid-liquid reaction method,' but there has been greater success with
films where the largest critical current densities (>10 MA c¢cm?) have been achieved.'®
Thin films and tapes and wires are discussed in the applications section of this review.

Material stability is of great importance for technological applications. The super-
conducting properties of MgB, are subject to degradation by exposure to moist air
and immersion in water. Aswal et al.'® found that thin superconducting bridges (2 mm
X 0.5 mm X 0.2 mm) became insulating after exposure to ambient atmosphere with
humidity > 70%. Zhai et al.,"” however, found no degradation in T, in the case of
800 nm thin films that were immersed in water for up to 15 h. This indicates that at
least a portion of the sample was not degraded. Fan ef al.'® investigated the thermal
stability of MgB, and found that decomposition and desorption of Mg starts to occur
in vacuum at temperatures above 425 °C.

Crystal structure. MgB, consists of alternating layers of boron and magnesium
atoms in a hexagonal structure, as shown in Fig. 1. He et al." analysed the crystal
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Fig. 1 MgB, consists of alternating hexagonal sheets of magnesium and boron atoms.

structure of MgB, using the Rietveld method. They found that the compound
has hexagonal symmetry (space group P6/mmm) with the unit cell lattice parameters:
a = 0.308136(14) nm and ¢ = 0.351782(17) nm. Lee et al.'® used X-ray diffraction
analysis on their small single crystal samples and found that ¢ = 0.30851(5) nm and
¢=0.35201(5) nm. Similar conclusions on the crystal structure have been made on the
basis of studies using high resolution transmission electron microscopy (HRTEM),?
high resolution powder neutron diffraction?' and electron energy loss spectroscopy.?
Studies of the grain structure in dense samples?*?* have shown very good grain
connectivity and regularly stacked grains. MgO and BO, impurities have been
reported at grain boundaries.* Zhu et al®® also reported unreacted Mg at grain
boundaries, and a substantial presence of MgO as a second phase. They found that
dislocations and stacking faults were preferentially located in the (001) plane.
Elastic constants. Cordero et al.?® measured the dynamic elastic modulus of MgB,.
They were unable to find any unexplained anomalies that might be associated with
lattice instabilities leading to an enhanced electron—phonon coupling (to explain the
high T'.). This is in agreement with some theoretical calculations.?” Calculations of the
five elastic constants from density functional theory? also suggest that MgB, is less
anisotropic than might be expected from the planar structure.

Pressure effects. The critical temperature of conventional BCS superconductors is
reduced under pressure, and the same is true for MgB,.?*° The rate of reduction is of
the order of —1.6 K GPa™'3! comparable to theoretical calculations assuming BCS
material.** Slightly different experimental values that are still compatible with BCS
theory are reported by other workers,*** possibly due to sample dependent effects.
One group *® reported a cusp in the T, pressure dependence at 9 GPa.

An anisotropy in the compressibility has also been reported. The ¢ axis decreases
more rapidly with compression than the a axis, indicating that the Mg-B bonds are
weaker than the Mg-Mg bonds.***”* Jorgansen et al*® also found higher c-axis
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responses in the thermal expansion. The anisotropic compressibility and other aspects
of behaviour under pressure have been theoretically modelled.**! One group** has
reported an isostructural transition at 30.2 GPa in a diamond anvil cell, marked by a
7% decrease in the unit cell volume and a split in the Raman spectrum. Goncharov
et al.*® also observed a shift with pressure in a Raman spectrum band.

Doped MgB, and related compounds. Various borides and borocarbides were
known to be superconducting before the discovery of MgB,, but only at low temper-
ature, and some others have been found to be superconducting since. A comprehensive
table of such compounds is included in ref. 4. It should be noted that the next highest
critical temperature after MgB, is 23 K, which occurs in the borocarbide YPd,B,C.

1 Vacancies and doping into the B sublattice. As discussed in the theory section,
band structure calculations *=* attribute the superconductivity of MgB, to metallic B
states or more specifically to p, ,-band holes in negatively charged boron planes. Such
calculations imply that inducing vacancies in the boron sublattice, or fully or partially
replacing boron by some other element, is counterproductive, because of a reduction
in the density of states near the Fermi energy. Medvedeva et al.*® predicted that
doping MgB, with carbon would reduce the critical temperature. This is what is in fact
observed experimentally. Carbon does substitute into the boron site, causing a
decrease in the superconductivity and in the a, but not the ¢, lattice parameter.*”*
Mehl et al.®® predicted that it might be possible to overcome this problem and achieve
a T, of 50 K by combining C doping in the boron site with Cu doping in the Mg site.
As described below, this cannot be achieved, because Cu will not incorporate into the
MgB, lattice.

2 Vacancies or doping into the Mg sublattice. Since the superconductivity depends
on holes it might be expected that n-type substitutions into the Mg site would have
detrimental effects on the superconductivity, either eliminating it entirely or reducing
the critical temperature depending on the element and the doping levels.*#%*° AIB, is
not a superconductor. Slusky et al.>' have found that partial substitution of Al for Mg
in MgB, results in a loss of superconductivity, with 7. decreasing smoothly and
vanishing at a 25% doping level. They attributed this to the greater electron concen-
tration arising from Al doping and also to a structural transition.

Hole doping or isoelectronic doping appears more promising, but some workers
have found that hole doping does not increase the density of states near the Fermi
level N(Eg), while isoelectronic doping decreases the density of states. It was thus
predicted for example that BeB, would be unfavourable for superconductivity,***
although it is isoelectronic with MgB,, on the basis of differences in the lattice param-
eters leading to a lower N(Eg). Chen et al. 5 have calculated bond ionicities in the
diborides and have found that the greatest value is found in MgB,, suggesting that this
has something to do with its superior performance, since the other compounds are
either not superconducting, or only superconducting at very low temperatures.*

No one has managed to dope Na or Ca into the Mg site. Experimental results have
shown that in all cases where doping has been achieved, dopants have either depressed
T . or had no effect on it. Where there was no effect, there is a strong suspicion that the
dopant does not incorporate into the MgB, lattice. The case of Al has already
been discussed. Felner* found that Be has no effect on T as a dopant in MgB,,
indicating that it does not incorporate into the lattice. Stoichiometric BeB, is not a

43,46
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superconductor. Li in the magnesium site causes a shrinkage in the a, but not the c,
parameter. It also decreases the superconductivity, which disappears when half the
Mg atoms are replaced by Li atoms.> High critical current densities are still compat-
ible with moderate levels of Ti doping,® and it is suspected that this dopant creates
secondary phases that improve flux pinning. Kazakov et al.”’ studied the effects of
doping with Zn and Cu. It was only possible to dope Zn into Mg-deficient MgB,. Zn
reduced both the ¢ and the c lattice parameters and caused small reductions in 7'.. Cu
formed multiphase samples and apparently could not be incorporated into the lattice.
Mn in the Mg site reduces the ¢ lattice parameter, but not the a parameter, and causes
steep decreases in the critical temperature, steeper than any other known dopant.®®
This is probably due to the magnetic nature of the Mn ion. Negative effects on 7', of
nonstoichiometry*® and of atomic disorder induced by neutron irradiation ® have also
been reported.

2.2 Fullerene superconductors

Organic compounds that are superconducting at very low temperatures have been
well known for some time. Undoped fullerenes (‘Buckeyballs’) are pure carbon,
with the atoms arranged in a shape resembling the geodesic domes popularised by
Buckminster Fuller, as shown in Fig. 2. The crystals can be grown from vapour phase
in a stream of hydrogen.®! In their pure state these molecules are insulating, but can be
doped with electrons or holes to become conducting or superconducting at low
enough temperatures. In 1991, a record 7', of 18 K was announced for Cg, crystals
that were doped with potassium.®”> Doping with other alkali metals can give even
higher T, values, for instance 30 K for Rb;Cg,. The properties of the various com-
pounds of this class are discussed in Lu ez al® and in Hirosawa et al.** The super-
conductivity of the alkali-doped fullerenes is bulk,® type 11, and generally well
explained within the BCS model for low temperature superconductors, as discussed in
the theory section. These compounds show a carbon isotope effect, as is expected.®’
The fullerenes moved well into the high temperature superconductor range in 2000,
when Schon et al.' were able to demonstrate superconductivity at 52 K in hole-doped

Fig. 2 Structure of Cg, fullerene.
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Ceo- It is very difficult to add holes to Cg4, by chemical doping, so they were only able to
achieve this remarkable result by incorporating Cg, crystals into a FET device. They
evaporated gold source and drain electrodes onto the crystals, then grew an ALO,
dielectric layer with a gate electrode on top. Applying a positive (negative) voltage to
the gate electrode induces electrons (holes) to collect in the surface layer of the C,
crystal, effectively doping the material. 7' depends on the charge density, with elec-
tron doping far less effective than hole doping, because the hole—phonon coupling is
stronger, as indicated by resistivity measurements. The maximum 7', occurs at a
doping of 3 holes per molecule.

They reported a further increase in 7. to 117 K the following year.®® In this case the
team used the same methods, but expanded the Cg, crystal lattice by intercalating inert
CHCI, and CHBr; molecules, resulting in a hexagonal crystal structure. One explan-
ation® is that this worked to increase 7', (in accordance with BCS theory) because
it increases the density of states available for pairing and thus the charge-phonon
pairing 4. Modification of the electron—electron interaction is another possibility.”

2.3 The rutheno-cuprates

Magnetism and superconductivity represent two separate ordered states that materials
can condense into at low temperature. These states are generally mutually exclusive.
With only a 1% level of magnetic impurities, the local magnetic moments break up
spin-singlet Cooper pairs and thus suppress the superconductivity. However, magnetic
low temperature superconductors, such as RRh,B,, RMo.Sg; and RNi,B,C, with R a
rare earth element, have been known for some time. These families are all intermetal-
lic, and both superconductivity and anti-ferromagnetic order can coexist, but with
T n, the Néel temperature, much less than 7'.. In all these cases, the magnetic ions
occupy a specific crystallographic site that is well isolated from the conductive path.
This situation was also not unknown in high temperature copper oxide perovskite
superconductors, provided that the magnetic ions are well isolated from the Cu-O
planes that carry the supercurrents, but with 7 << T One such example is
RBa,Cu;0, (RBCO) with 7,092 K and T = 2.2 K, at most (for R = Gd).

The earliest rutheno-cuprate compounds RuSr,LnCu,04 (Ru-1212), with Ln = Sm,
Eu or Gd, and RuSr,(Ln,, Ce,_,)Cu,0,, (Ru-1222) were first grown,” although not
as pure phases, and recognised as superconductors in 1995. In 1997 Felner et al.”
discovered a related superconductor, R, ,Ce,(RuSr,Cu,0;,_s; (R = Eu or Gd), which
they named RCeRuSCO. The RCeRuSCO compounds were unique because they were
both magnetic and superconducting, with T >> T .. These compounds and others
that also have T ,;.>>T. have been called superconducting ferromagnets to dis-
tinguish them from the earlier ferromagnetic superconductors. Work on the rutheno-
cuprates has expanded over the past 3 years, with great interest in the light they throw
on the nature of superconductivity.

RCeRuSCO or Ru-2122. These rutheno-cuprate compounds were first reported as
both superconducting and weakly ferromagnetic™ in 1997. They have the formula
R,_.Ce RuSr,Cu,0,,_; where R = Gd, Eu, Sm. Table 1 shows representative Néel and
superconducting transition temperatures. Detailed studies of the structure have been

328 Annu. Rep. Prog. Chem., Sect. C, 2002, 98, 323-373



Table 1 Main characteristics of the rutheno-cuprate families

Overview of rutheno-cuprate families of superconducting ferromagnets

Family

TewdK  TJK

Notable features

RCeRuSCO or Ru-2212
(R, Ce,RuSr,Cu,04 -,
with R a rare earth)

R=Gd™

R=Eu”

R=Sm™

Ru-1212 (RuSr,RCu,Oy,
with R a rare earth)

R =Gd7767

R=Eu™

R=Sm™

R=Y"

R=Pr¥®

The O Ruthenates®!

((St,Ba),(Y,Ho)Ru, _ .Cu,Og)

AFM ordering of Ru layers
Tcuie=Tn
values for x=0.6

180 42
122 32
220 28

Magnetic ordering still under
dispute, possibly AFM ordering
in ¢ direction at low fields, FM at
high fields™

132 s
T,B0K

132 32, T, 00K

146 12

150 45

Not a superconductor

FM in a-b plane, AFM in
adjacent sheets in ¢ direction,
values for Sr,YRu,_,Cu,Oq

Repeating RuOgq, CuO, and
R, .Ce 0, layers

space group I4/mmm
spontaneous vortex state

Layered structure: CuO,, R,
CuO,, SrO,, RuO,, SrO,
space group P4/mmm
possible spontaneous vortex
state at low fields™

Gd and Ru couple across
CuO, planes

Alternating layers of
(Sr,Ba)O and (Y,Ho)RuO,
no copper oxide planes

86 45, T,=B0K

made by Kuz’micheva et al.% and by Knee et al.®* Some related compounds, M-2212
are also superconducting, but X-ray absorption spectroscopy has revealed that this is
only true where M is pentavalent, i.e., for Ta, Nb and Ru.®

The structure of the Ru-2212 perovskite compounds is tetragonal (space group 74/
mmm). a = 3.846 (3.844) A and ¢ = 29.50 (28.62) A for EuCeRuSCO (GdCeRuSCO).
The Ru-2122 structure can be derived from the YBCO structure by replacing the Y
layer by fluorite type R,_,Ce, O, layers and replacing the Cu—O chains by RuOg. The
repeating layers are thus RuQg4, CuO, and R,_,Ce O,. The non-stoichiometry ¢ is
large,®® up to 0.22. The hole doping of the superconductor is controlled by the R/Ce
ratio.}> No variations in the lattice parameters are observed in XRD at T'; or T y,.*

The same grains in RCeRuSCO are both superconducting and magnetic. Scanning
tunneling microscopy has shown a superconducting gap for the whole structure.”
There is general agreement that the superconductivity is due to holes in the copper
oxide planes and that the magnetism is due to the Ru sublattice. This is supported by
magnetic susceptibility and Mdssbauer spectroscopy measurements.” Iron doping
(x =0.13 and 0.25) into the Ru site of Ru-2212 suppresses the superconductivity and
diminishes the weak ferromagnetic properties,®”*® indicating that these properties are
due to the Ru site.

RCeRuSCO compounds are characterised by a spontaneous vortex state.3** There
is a peculiarity in that the temperature for the onset of the diamagnetism 7'y (20 K
for EuCeRuSCO, x = 0.6) is considerably lower than the superconducting transition
temperature 7 .. Between these two temperatures there are always magnetic flux lines
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present, even at zero external field (the spontaneous vortex phase). Below T4 flux is
expelled from some magnetic domains. The spontaneous vortex state has been visual-
ised by magneto-optical imaging.”® Chen et al.,”* however, attribute the absence of the
bulk Meissner effect to the presence of an impurity phase.

Ru-1212. Ru-1212 (RuSr,RCu,Oy, with R a rare earth) was first reported** in 1997
as ferromagnetic for R = Gd. This compound was identified as both ferromagnetic and
superconducting at the 1998 Applied Superconductivity Confererence.®® Single
crystals of Ru-1212 have been grown using the self-flux method,’ while thin films have
been made by pulsed laser deposition.”® Table 1 contains details on the individual
compounds.

There are some discrepancies in T values in the literature, depending on whether
the onset is defined by a decrease in the ac susceptibility. It is argued that the decrease
marks the appearance of the superconductivity, with the bulk Meissner effect sup-
pressed down to a lower temperature 7 4, possibly due to a spontaneous vortex phase
as in RCeRuSCO.” Chu et al.”’ believe that there is evidence for a novel superconduct-
ing state in RuSr,GdCu,Oy that is characterised by the absence of a bulk Meissner
effect, negligible superconducting condensation energy, and an unusually large
penetration depth. There is experimental evidence®® for the absence of the bulk
Meissner effect down to 2 K and 0.2 Oe, but this has been disputed by Bernhard et
al.® Experimental work ' also suggests a 30-50 pum effective penetration depth.

Ru-1212 is a triple perovskite,'®" with the structure closely resembling that of other
1212 copper oxide high temperature superconductors, as shown in Fig. 3. Two CuO,

Sro2

Ru02

Sro2

Cu02

Q@ O« Lo Orn oa
Fig. 3 Structure of RuSr,GdCu,0s, a Ru-1212 compound.
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planes have R ions between them and are separated from the magnetic RuO, layers
by SrO, layers. The space group is P4/mmm, and the unit cell is tetragonal with (for
R =Gd) a =384 A and ¢ = 11.6 A. Unlike RCeRuSCO, there is no evidence for
oxygen non-stoichiometry in this material.'”*"'** However, some workers report that
excess oxygen from oxygen treatment produces beneficial effects such as increasing
T, 32104105

Tin doping into the Ru site "% in RuSr,GdCu,Oy suppresses the ferromagnetic
order, decreasing the Curie temperature and increasing T, to 78 K for x = 0.4. V
enhances both the ferromagnetism and the superconductivity, provided that x < 0.2,
while Ti and Nb weaken both.''® Nb has the same effect''* in RuSr,EuCu,Oy. Zn
doping also suppresses superconductivity ’ as in other high-T', cuprates, as does Ta
doping.®*!** Klamut et al.'®'" investigated the effects of replacing some of the Ru
with Cu and found that it was possible to raise 7'; to 72 K by adjusting the Ru/Cu
ratio.

Heat transport and heat capacity measurements indicate bulk superconductivity.
They show the typical behaviour of a short-coherence length, underdoped high-7
cuprate, with the transport properties dominated by the CuO, layers.” This view is
supported by infrared conductivity evidence."'? Blackstead et al.,''® however, suggest
that magnetic ordering of the Cu ions implies that the superconductivity takes place in
the SrO, layers.

NMR experiments ' have suggested that it is the Ru®*" ions that are responsible
for the ferromagnetism in Ru-1212 while the Cu ions are nonmagnetic. Some
workers "7 present evidence for a mixed Ru*", Ru’" valence from magnetisation
and magnetic resonance measurements. There is no evidence of any effect on the
magnetic properties due to the onset of superconductivity. Magnetic resonance experi-
ments by Srikanth et al.'*® give evidence for magnetic anisotropy in the normal state.

Muon spin relaxation measurements’’ show a spatially homogeneous magnetic
order, as do magnetic resonance experiments.'”® There is still no consensus on the
precise nature of the magnetic order in these compounds, in terms of whether it is
ferromagnetic or antiferromagnetic in some or all directions, how the Ru moments are
aligned, and whether the order varies depending on the external field. A full discus-
sion of these issues can be found in Williams and Krimer ™ and in Tokunaga et al.”

The magnetic resonance experiments of Fainstein et al.'' have revealed coupling
between Ru and Gd ions in the Gd compound, even though the conduction electrons
are between them in the CuO, layer. This possibly accounts for the relatively low 7.
Magnetisation, magnetoresistance and NMR experiments have in fact confirmed a
small interaction between the Ru moments and the conduction electrons,''”'?° and
this is consistent with theoretical calculations..”?"?* There is also a considerable body
of theoretical work that investigates the general mechanisms responsible for the
coexistence of superconductivity and magnetism in Ru-1212.141%

(Sr,Ba),(Y,Ho)Ru,_,Cu, O, the O4 ruthenates. Sr,YRu,_ .Cu O, and Ba,YRu,_,-
Cu,Oq, compounds from this family were first reported to be superconducting in 1997
by Wu et al.®*B! Sr,HoRu,_ Cu O is also superconducting.’*> The O, ruthenates
combine antiferromagnetic order with superconductivity. They are of particular inter-
est because there are no copper oxide planes,’ with Cu doping into Ru sites, and
because closely related compounds with the same structure, such as Ba,GdRu,_,-
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Cu,Oq, are not superconducting. In Sr,YRu,_ Cu, O, T =45 K with Cu ions ordered
at 86 K and Ru ions at 23 K."** In the Ho compounds there is an additional magnetic
ordering at 15 K, representing a ferromagnetic transition.’® The crystal structure
consists of alternating layers of (Sr,Ba)O and YRuO,, as shown in Fig. 4. There is
evidence that superconductivity takes place in the p- type (Sr,Ba)O layers.'3

1/4YRu04

1/4¥ Ruo4

°5l' Ore Qv oo

Fig. 4 Structure of the O, ruthenate Sr,YRu,_.Cu,Oq. Note the absence of CuO, planes.

Mossbauer effect measurements have confirmed that superconductivity and homo-
geneous magnetic order coexist."” The Ru moments order ferromagnetically in the
a-b plane, with adjacent sheets in the ¢ direction ordered antiferromagnetically.!*®
Harshman et al.'* identified a spin glass state at 29.3 K on the basis of muon spin
resonance and electron spin resonance measurements.

Blackstead et al.'** believe that superconductivity in these compounds needs to be
explained by their oxygen model, which locates the superconductivity in the (Sr, Ba)O
planes and only allows crystal-field split rare earth ions to coexist with Cooper pairs.
Ba,GdRu,_,Cu,Oq is not superconducting because L=0 Gd is not crystal field split.
Wu et al.3"135 explain the superconductivity by a double exchange interaction that
involves Ru®* ions.

2.4 MBE grown new copper oxide high temperature superconductors
A group of Japanese researchers '’ has pioneered the growth of thin films of new and

existing high-temperature superconductors by molecular beam epitaxy (MBE). While
the use of an appropriately lattice-matched substrate and proper growing temperature
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is important for achieving success, MBE substantially eliminates contamination and
gives control over growth on an atomic mono-layer level. The first new super-
conductor was Ba,CuO,_s. Ba,CuO;,, was first grown on a SrTiO, substrate, then
converted to Ba,CuO,_; by oxidising in ozone. The compound has a K,NiF, based
structure with 7' gnser) 190 K. The sister compound Sr,CuO,_; has also been grown.'*!
Two researchers in the group, Karimoto and Naito,"*'** have also succeeded in
growing PbSr,CuOs,; (Pb-1201) on a variety of substrates, using substrate temper-
atures below 600 °C. T is only of the order of 40 K, but Karimoto and Naito believe
that they will also be able to grow related higher 7. compounds by the same
technique.

3 Theory of superconductivity in high-temperature superconducting
cuprates and other materials

Over the last few years the experimental and theoretical study of the high temperature
superconducting (HTSC) cuprates remains one of the leading issues in the physics of
condensed matter. However, in spite of great efforts there is no clear consensus in the
superconductivity community on the nature of this phenomenon.* In our opinion,
the development of the theory of high-temperature superconducting cuprates could
well be described by the statement-question of Batlogg from Bell Labs in his closing
remarks to the M2S-HTSC-VI Conference in Houston, February 2000: “. . .more data
— less clarity. . .17 This is mainly due to the well-known complexity of copper oxides
and, as a consequence, due to the difficulty in preparation of standard perfect
samples, particularly single crystals having a certain standard of doping degree,
homogeneity, and superconducting properties. Rather large scattering in these param-
eters has led to a huge variety of experimental results overshadowing the real picture.
On the other hand, the complexity is also associated with exotic properties of the
cuprates in their normal (non-superconducting) state.'*>*¢ Without understanding
these properties it is hardly possible to elucidate the microscopic mechanism
of HTSC. In this respect, the phenomenon known as the pseudogap state looks
particularly intriguing and is currently under intensive research.5'47

Furthermore, the questions about mechanisms of superconductivity have recently
experienced a great new boost after two new exciting discoveries in 2001: (i) in January
the superconductivity community was shaken by the unexpected discovery of the new
40 K superconductor MgB,. In spite of its apparent structural simplicity compared to
the cuprates, it seems that MgB, also has the complex nature of superconductivity, as
shown, for example, in reduced total isotope effect experiments.’*® (ii) In September
the critical temperature 7', of a special form of crystalline carbon Cg, hit an astound-
ing 117 K.'*¥

In this section we concentrate on HTSC cuprates, mainly reviewing issues associ-
ated with the phenomenon called the pseudogap, which has been the hottest topic
related to the theory of superconductivity in the cuprates within the last three years.
However, we also highlight the latest developments in determining the mechanisms of
superconductivity in the newly discovered high temperature superconductors MgB,
and the doped fullerenes.

Annu. Rep. Prog. Chem., Sect. C, 2002, 98, 323-373 333



3.1 High-temperature superconducting cuprates

Fig. 5 shows a typical version of the generic phase diagram of the high-7 . super-
conducting cuprates. Because of its frequent appearance in numerous presentations
during the M2S-HTSC-VI 2000 Conference in Houston, Laughlin from Stanford
University even suggested that the participants call this phase diagram the logo of the
conference. The phase diagram exhibits a number of phases and regions with different
physical properties depending on the concentration of charge carriers, mainly holes in
conducting CuO, planes. All the known cuprates can be considered as insulating
antiferromagnets (AF)."**!5! On increasing the hole concentration, the Néel temper-
ature 7' rapidly drops to zero and an increase in conductivity results in an insulator—
metal transition. As the level of the hole doping is increased, the system becomes
superconducting. The 7', of this superconductor increases up to a maximum at a
certain optimal concentration p, of the charge carriers and then decreases until its
total disappearance. In this entirely overdoped state, however, the system preserves its
metallic properties. At p > p, the metallic properties are fairly conventional, i.e.,
described within the Fermi-liquid approach. Whereas at p < p,, the system is a “bad”
metal and cannot be described by the Fermi-liquid theory.'s>!53
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Fig. 5 Schematic generic phase diagram of the high-7', superconducting cuprates.

In the region where p < p,and T < T*, where T* is the temperature at which the
pseudogap appears, the variation of the resistivity p as a function of temperature is
not linear, having a downwards curvature above T, in contrast to the optimally doped
state showing a linear temperature dependence (see, for example, refs. 154-156] and
references therein). T* decreases from temperatures above T at low doping levels
and can either (i) merge with the 7. line or (ii) become zero at some critical concen-
tration of the charge carriers,*>'5*15¢ a5 shown in Fig. 5. However, generally, as has
been shown by numerous different experiments'®* including measurements of
susceptibility, specific heat, angle resolved photoemission spectroscopy (ARPES),
NMR relaxation time, and resistivity, the pseudogap vanishes at some critical hole
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concentration p, which enables the interpretation of this critical value as some sort
of “quantum” critical point in Tallon et al.'*” The first possibility, merger with the
T. line, is usually associated with the superconducting nature of the pseudogap:
uncorrelated (incoherent) Cooper pairs already formed above the critical
temperature >>'5%1%% consecutively achieve phase coherence at T = T.. In the last
few years the second possibility, disappearance at a critical concentration of charge
carriers, has attracted more interest and has led to several scenarios advocating a
correlation in the particle-hole channel, such as the antiferromagnetic corre-
lation, ' charge stripes,**'"*!"! and quantum criticality.'”

As mentioned above, the non-superconducting view of the pseudogap may have
appeared to be dominant during the past few years, but it is far too early to give up on
incoherent pairing'7* as being responsible for the pseodogap anomalies. In a recent
work ' it was found that the Nernst effect in La,_ Sr . CuO, (LSCO) above T is too
large to be described by the usual electronic mechanism, and the most likely explan-
ation is moving vortices. Although LSCO superconductor is quite different from other
high-T . cuprate superconductors, such as YBCO and BSCCO, there were some indi-
cations that YBCO behaves similarly. This explanation of the effect suggests that in
the state where the pseudogap exists there are sufficiently large regions to provide
accommodation for the vortices and, therefore, be considered truly superconducting.
These experimental results were immediately analyzed theoretically,' and the
superconducting pseudogap phase with vortices was qualitatively explained on
the basis of a resonant tunnelling connection of the electrons between CuQO, layers
through localized states at the oxygen atoms in the intermediate layers.'™

Numerous experimental results show that the conductivity measured at high
temperatures above T, always falls below the theoretical prediction.”**'”” To explain
this behavior a two-channel model for the conductivity of underdoped YBCO was
suggested in Leridon ef al.'*® One channel is the single-particle excitation dominating
in optimally doped material (having a linear resistivity as a function of temperature),
the other gives a contribution merging with the 3D Aslamazov-Larkin fluctuation
conductivity at low temperature and obeying a power law at high temperatures. The
conductivity of the latter channel depends on two superconducting parameters,
namely 7', and the zero temperature coherence length &,. Thus, the model is consistent
with the coexistence of incoherent pairing and single-particle excitations. Such a
“soup” (coexistence) of fermions and pairs of fermions is discussed, for example, in
Chen et al '631%

There is a trend in the majority of most recent papers on the topic to favour another
point of view: the “non-superconducting” nature of the pseudogap. Here we try to
highlight only some of the most recent developments in this stream. However, we
address readers to recent topical review papers > which can provide a wider scope
on this issue than the brief outline given in this review.

Upon discussing tunneling spectroscopy experiments in the high-7 . cuprates, one
always asks about the surface quality of the samples being investigated. Therefore, a
recent intrinsic tunneling spectroscopy study in BSCCO materials is of particular
interest.!”1” The experiments were done in high magnetic fields used for a direct test
of superconducting features in the quasiparticle density of states. It was possible
to distinguish with great clarity two coexisting gaps: (i) the superconducting gap,
which closes as the applied magnetic field approaches the second critical field, and

Annu. Rep. Prog. Chem., Sect. C, 2002, 98, 323-373 335



(ii) the c-axis pseudogap, which does not change either with the applied field or with
temperature. The different field dependences, together with the observed different
temperature dependences of the two gaps, enabled the authors to make a claim against
the superconducting origin of the pseudogap.

The existence of the pseudogap can be observed in kinetic properties (such as the
Knight shift and NMR relaxation time) of the cuprates in the normal state. As men-
tioned above, the pseudogap is associated with a change in the standard (for optimally
doped composition) linear temperature dependence of the resistivity in the region
T < T* for underdoped samples.'*® The temperature dependent NMR spin lattice
relaxation rate of **Cu for near optimally doped YBCO, near and above T, was
found to be insensitive to magnetic fields of up to 14.8 T."*® In a slightly overdoped
superconductor, the Knight shift and the nuclear spin-lattice relaxation rate were
found to be strongly dependent on magnetic field.’"®? This pseudogap behavior, i.e.,
the reductions in the Knight shift and the relaxation time above T, from the values
expected for the normal state at high temperatures, is strongly field dependent and
follows a scaling relation. This scaling was shown to be consistent with the effects of
the Cooper pair density fluctuations. In the underdoped regime no field effect was seen
up to 23.2 T . The results in Zheng et al.'®"'*? can point to the disappearance of the
non-superconducting pseudogap (independent of magnetic field) at some smaller
concentration of charge carriers. It should, however, be noted that the above
mentioned experiments "**'%2 are at odds with other studies showing a clear difference
in the relaxation time in both the absence and the presence of a magnetic field up to
27.3 T parallel to the c-axis."® The magnetic field independent behavior would be a
strong argument in favor of the non-superconducting nature of the pseudogap, but we
believe that further study is necessary to resolve the experimental controversy.
Recently, a systematic study of interlayer tunneling resistivity in high fields up to 60 T
suggested some possible models for cuprates having various doping levels.'

Experiments measuring optical conductivity clearly reveal the pseudogap manifest-
ation in the direction of the electric field vector along the conducting CuO, layers, as
well as in the orthogonal direction along the tetragonal c-axis.!**!#%18 The character-
istic features of the optical reflectivity measurements are a narrow Drude peak in a
low frequency range and reflectivity depression at higher frequencies. The latter
feature is considered a hallmark of the pseudogap state. Although the optical data
merely show the (co-)existence and the energy ranges for both features, nevertheless,
they allow the claim that the superconducting gap and the pseudogap are not the same
due to, for example, the fact reported in Singley et al.'® that the pseudogap and
superconducting energy states differ by more than one order of magnitude.

Measurements of transport properties in underdoped YBCO thin films in fields up
to 50 T have recently allowed an unambiguous interpretation of the pseudogap as the
spin gap in spin ladders within the framework of the one-dimensional hole-rich stripe
transport model.’®® This model arose due to growing evidence (see references in
Moshchalkov et al.'*®) that the CuO, planes are not doped homogeneously, but
instead, hole-rich one-dimensional (1D) features (stripes) are formed. This inter-
calation of antiferromagnetic insulating regions and metallic hole-rich stripes forms
below T*, where the pseudogap develops. Since mobile carriers in the case of under-
doped high-T'_ cuprates are expected to be expelled from the surrounding Mott-
insulator phase into the stripes, the latter then provide the lowest resistance paths.
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Therefore, the transport properties should be very sensitive to stripe formation which
is used in ref. 156 to carry out the study.

Very pronounced effects associated not only with the pseudogap, but also with
manifestations of “conventional” superconductivity can be obtained with the help of
ARPES. This technique has been rapidly developing over the past decade with
improvements in both energy and momentum resolutions. A review ¥ of ARPES data
on the cuprates ranging from insulator to overdoped systems discusses some recent
experimental and theoretical efforts to understand the superconducting state and the
pseudogap phenomenon. The effects of charge stripes on ARPES spectra are also
reviewed. Quantitatively, ARPES experiments give direct information on spectral
properties of single-particle excitations in the system measured.'*® Typical ARPES
data '® show how the superconducting gap, existing below T'. and consistent with the
d-pairing symmetry at low temperatures,'® closes at T = T, for an optimally doped
system. For underdoped systems, on the other hand, the gap gradually transforms
into the pseudogap at T > T .."*® This transformation is often considered as evidence
for the superconducting nature of the pseudogap, but discussion on this issue is far
from being closed.'*

Note that the ARPES data are practically the only source of information on the
Fermi surface (FS) of the cuprates.'® Without going into detail, the structure of the
FS and the spectrum of elementary excitations in CuQ, planes obtained in ARPES
experiments can be fairly well described by the strong coupling model.*** However, the
situation with regard to the true topology and character of the normal state FS of, for
example, the Bi-2212 system as seen by photoemission spectroscopy is nowadays the
matter of intensive debate: '*>11-1% ARPES data have been interpreted in terms of a
FS with missing segments and an extra set of one-dimensional states, as well as an
electron-like FS centered around the I" point, a hole-like FS with the form of rounded
tubes centered on the corners of the Brillouin zone, and even both electron-like and
hole-like FS pieces observed simply depending on the photon energy used in the
ARPES experiments. 1%

Another intense debate over pairing symmetry in the cuprates was resolved to a
certain extent, with the help of the development of phase-sensitive symmetry tests,'®®
in favor of a predominately anisotropic d-wave orbital order parameter symmetry for
the hole-doped high-T . cuprates. However, until recently the symmetry of the super-
conducting pair state in the electron-doped cuprates remained controversial. A series
of phase-sensitive experiments has been presented as evidence for d-wave pairing in
electron-doped superconductors.'®® This evidence was obtained by observing the half-
flux quantum effect, using a scanning SQUID microscope.

The majority of the theoretical work on high-T', cuprates is associated with differ-
ent modifications of the Hubbard model, which mainly deals with a strong Coulomb
repulsion from a single center. The two most elaborated models of the high-T
cuprates can be found in Anderson.'?"'*® Both approaches are based on the model of
the so-called resonance valence bonding,'*® describing a spin liquid of singlet electron
pairs. However, ever since they appeared both models have been criticized by
experimentalists.**?* Generally, the review, ref. 144, on the nature of high-T,
cuprates emphasizes that the normal state of these systems is hardly different
from that of the “conventional” metals. It also concludes that with the help of
the electron—phonon interaction (EPI) it is possible to explain many low-energy
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relaxation processes in high-7, cuprate systems including the high critical temper-
ature values. However, it is emphasised that the EPI alone is not able to describe many
other different features such as anisotropic d-pairing. That is why one has to take into
account the strong Coulomb repulsion. The current state of the existing models and
supporting experimental observations is also considered in ref. 144.

3.2 MgB, superconductor

The avalanche of publications on superconducting MgB, in 2001 also contains some
early attempts to explain the superconductivity mechanism in this material, *3-148.204-219
While the high transition temperature might imply exotic coupling mechanisms, the
boron isotope effect in MgB, is consistent with the material being a phonon-mediated
Bardeen—Cooper—Schriefer (BCS) superconductor.?® This conclusion was made in
ref. 204 after finding a 1.0 K shift in 7', between Mg''B, and Mg'°B, systems upon
measurements of both temperature dependent magnetization and specific heat. How-
ever, a much smaller but measurable Mg isotope effect was also reported '** making
the total reduced isotope-effect coefficient 0.32, which is much lower than the value
expected for a typical BSC superconductor. This low value could be due to complex
materials properties, and, as in the case of HTSC cuprates, would require both a large
electron—phonon coupling constant and a repulsive electron—electron interaction that
is larger than is found for most simple metals. Controversially, recent reflectance
measurement analysis?® on c-axis oriented thin films within the conventional
electron—phonon framework implies that the EPI is very weak and insufficient to
produce 7', =39 K in MgB,. A simple model was constructed with coupling to a high
frequency excitation, which is consistent with both the low frequency optical data and
the high value of 7.

On the theoretical side, it seems that the majority of the theorists supports the BSC
mechanism, i.e., an electron—phonon driven s-wave mechanism of the superconduc-
tivity in MgB,, having, however, some new features due to its high 7', value and
fundamental differences from the cuprates.””” " On the other hand, there are a few
other attempts to provide the same physical mechanism for both MgB, and HTSC
cuprates.’’®?!! The underlying idea is to use the theory of hole superconductivity
which explains high temperature superconductivity in cuprates as driven by pairing of
hole carriers in oxygen p-orbitals in the highly negatively charged Cu—O planes. The
pairing mechanism is hole undressing, and is Coulomb-interaction driven. In MgB,
the planes of B atoms are proposed to be akin to the Cu—O planes in the cuprates, and
the high temperature superconductivity in MgB, arises similarly from undressing of
hole carriers in the planar boron p,, orbitals in the negatively charged B-planes.
Within the mechanism proposed,?®*'! doping MgB, with electrons and with holes
should mirror the behavior of underdoped and overdoped high-7', cuprates, respect-
ively. Furthermore, there are a variety of other mechanisms proposed that might allow
the claim that the same mechanism is responsible for superconductivity not only in the
HTSC cuprates and MgB,,?>?!3 but also in conventional superconductors, and indeed
in all other superconductors.?** In the latter work,*'* one can also find a brief review of
the experimental situation with respect to MgB, superconductors from the point
of view of the hole superconductivity mechanism (see also ref. 210 and 211).
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A number of measurements have been made with a view to determining the
superconducting energy gap. Although the results seem to indicate an isotropic order
parameter, they were inconsistent with a single, isotropic gap. The presence of two
gap structures has been proposed.?’>2!® Both gaps were found to close at the bulk
transition temperature. Adding to the controversy, the existence of two superconduct-
ing gaps in MgB, was predicted theoretically in Liu ez al.** The electronic structure of
MgB, is quite complex; in particular, the FS presents the coexistence of both quasi-2D
covalent cylindrical sheets and a 3D metallic-type interlayer conducting network,*®
which raises the possibility of having, in the clean limit, two distinct gaps both
closing at the same temperature. Thus, these experimental observations and the
preceding theoretical prediction indicate that MgB, is the precursor of a new class of
multiple-gap superconductors.?'>2!8

3.3 Fullerene superconductors

Recent reports ** drastically alter the perception that the planar cuprates are the
only route to high temperature superconductivity. Another exotic class of super-
conductors, fullerenes, has entered the high-7", superconductivity “club”. Although
crystalline Cg, is normally an insulator it was shown® in 1991 that electron doped
fullerenes are superconducting at 18 K. Recently, the 7', in C¢, was raised to 52 K by
field-effect hole doping, suggesting that the 7', could be further raised by increasing
the intermolecular distance, a quantity that was found to be almost linearly related to
T.." The results in ref. ' confirm these expectations. Cg, single crystals were inter-
calated with CHCl; and CHBr; in order to expand the lattice. A high density of
electrons and holes was induced by gate doping in a field-effect transistor geometry.
At low temperatures, the material turns superconducting with a 7', of up to 117 K,
which was reported '*° in hole-doped Cq/CHBr;.

It is widely believed that hole-doped Cg, follows the standard model of super-
conductivity in which phonons provide the source of attraction between carriers for
pair formation and concomitant zero resistance.” In fullerenes, high-energy intra-
molecular phonons are available to mediate the pairing. As the distance between
molecules increases, the overlap of electronic wave functions decreases. As a result, the
electronic bands narrow and the electronic density of states at the Fermi surface
increases. These effects, supplemented by a substantial electron—phonon coupling,
appear to determine to a large extent the high value of 7'..” Smaller fullerenes are
anticipated to have even higher 7', values than Cq, if the right charge density can be
induced by using the field-effect doping method.®®

4 Vortex matter

4.1 High temperature superconductor vortices

Most high temperature superconductors (HTS) are typical type-11 superconductors.
Their behavior is dominated by the presence of vortices in the mixed state. Because of

high transition temperatures, small coherence lengths, large penetration depths and
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strong anisotropy, high temperature superconductors demonstrate rich and compli-
cated vortex behavior, which has attracted intensive studies on this unique phase of
matter in recent years.

Visualization of vortices and their movement. A modified Bitter technique® has
been employed to directly observe the shape, form and distribution of vortices and
vortex movement in HTS samples using an in situ nano-coating technique. Vortex
movement has been identified while the transport current was applied in Bi-2212
single crystals. Recent observation of vortices in Bi-2223/Ag tapes using the same
technique shows that the correlation between microstructure and vortex distribution
provides clear evidence on whether introduced defects are effective pinning centres.
Fig. 6 is a comparison of images taken from Bi-2223/Ag tapes, one (left) being doped
with uranium and irradiated by thermal neutrons and the other one (right) being the
normal tape. It is clear that the tracks induced by the U/n technique in the irradiated
tape resulted in more trapped vortices than in the un-irradiated tape.

Fig. 6 By using the Bitter decoration technique, vortex patterns in Uranium doped Bi-2223 tape
(left) and undoped tape (right) are visualised at 28 K and a magnetic field of 7.5 mT.

Images of individual vortices trapped along columnar defects in Bi-2212 thin films
have been obtained **! with the help of a 1 MV field-emission electron microscope. For
the films investigated, it was found that the vortex lines are trapped and oriented along
tilted columnar defects at rather high temperatures, irrespective of the orientation of
the applied magnetic field. It was, however, observed, that at lower temperatures
vortex penetration always takes place perpendicular to the film plane, suggesting that
bulk (“background”) pinning in the material dominates.

Vortex pinning by columnar defects. Because of the cylindrical structure of the flux
lines, irradiation of samples with heavy ions, so as to create cylindrical damage tracks
throughout the sample, provides one way of artificially introducing anisotropic pin-
ning. Although this method has been used for years, more detailed studies have been
performed on this topic in recent years. Lee et al.*** used muon spin rotation and small
angle neutron scattering technique to investigate the properties of BSCCO single
crystals irradiated with fast heavy ions, providing substantial evidence that even below
the matching field, the positions of the vortices are not random in a plane perpendicu-
lar to the tracks. The crossover to a glassy vortex arrangement is moved to higher
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fields than is the case in the pristine material. The presence of the columnar defects
also strongly suppresses thermal fluctuations of the vortices.

Several groups have studied the phase diagram of untwinned YBCO crystals with
dilute columnar defects.”*** Kwok et al*®® found that columnar defects create a
lower critical point in YBCO, separating a low field Bose glass from the high field
vortex lattice. The intersection of the second order Bose glass transition line with the
first order melting line at the lower critical point provides evidence for the existence of
a disorder-to-order vortex transition line in the vortex solid near the lower critical
point. An enhancement of the upper critical point with dilute columnar defects has
also been demonstrated. The results indicate the important role of the vortex tilt
modulus at high fields, giving strong support for a vortex entanglement transition near
the upper critical point.

An asymmetric critical-state field profile in YBCO with columnar defects has been
observed when the field is tilted away from columnar defects, with the profile depend-
ing on the field sweep direction and the misalignment of the field from the columnar
defects.”?® From magneto-optical imaging performed on heavy-ion-irradiated YBCO
single crystals, Morozov et al.**” found that in order to depin vortices that are trapped
along their entire length by columnar traps, it suffices to nucleate vortex kinks at the
sample surface only; further depinning occurs by kink sliding. The vortex liquid phase
has also been studied in heavy-ion-irradiated BSCCO crystals.??®

Vortex pinning by extended defects in YBCO thin films. Much attention has
recently been paid to extended defects, such as dislocations, grain boundaries, twin
boundaries, surface corrugations and anti-phase boundaries. One reason for this is
that extended defects may be the cause of the high critical currents observed in high
temperature superconductors, while oxygen vacancies provide only weak pinning. On
the other hand, extended defects may have profound effects on the phase diagram of
high temperature superconductors and can thus be used to study the phase diagrams
and verify the pinning models.

Dam et al.** found that both edge and screw dislocations provide the strong
pinning centers needed for the high critical currents observed in YBCO thin films.
However, as shown in ref. 230 high critical current densities in YBCO films seem to be
mainly governed by linear edge dislocations since their density exceeds the density of
the screw dislocations by 1-2 orders of magnitude. By studying the superconducting
current density, the dynamic relaxation rate, and the pinning potential, Klaassen et
al.®' demonstrated that growth induced linear defects act as strong pinning centers in
YBCO thin films. By measuring the dependence of the critical current density of an
YBCO bicrystal film on the orientation of the magnetic field, Diaz et al.** provided
evidence for strong vortex pinning by dislocations in low-angle grain boundaries.
Anti-phase boundaries have also been reported to be strong pinning centers in YBCO
thin films.?**

Moreover, twin boundaries have been reported to play an important role in deter-
mining the vortex structure and flux pinning of YBCO.?** The planar nature of the
twin boundaries allows for the study of the interaction between vortices and two-
dimensional defects. Anisotropic pinning behavior for flux motion parallel and per-
pendicular to the twin boundaries might be expected. For homogeneous twin planes,
pinning against motion parallel to the boundary is not expected, but pinning by twin
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boundaries occurs when the Lorentz force is directed perpendicular to them, as
has been clearly demonstrated by angular dependent magnetoresistance measure-
ments. There have also been several recent reports on the fabrication of twin-free or
unidirectionally twinned YBCO thin films,?** which allows detailed investigations on
the pinning properties of twin boundaries. Although it has been reported that twin
boundaries provide guided motion for flux lines moving parallel to the twin boundar-
ies,*® Yamasaki et al.**” have pointed out that the guided motion may be caused by
micro-cracks along twin boundaries, rather than by twin boundaries themselves.
Therefore, in order to clarify the pinning effects of twin boundaries, further work is
needed.

Peak effect, order—disorder transition. In type-II superconductors, one often
observes that the critical current density increases with the applied magnetic field at
fixed temperature - the peak effect (or fishtail effect). As has been pointed out by
Paltiel et al.,**® although several sharp features have been observed at the peak effect
and various models for the peak effect suggested, there is currently no general con-
sensus regarding the underlying mechanism. At present, the peak effect is widely
attributed to the transition from a quasi-ordered Bragg glass into a disordered
amorphous vortex phase.?*2

Transport studies by Paltiel et al.?¥* suggest that the ordered Bragg glass
undergoes a first order transition into an ordered solid. A detailed description of
the order—disorder transition in the H-T phase diagram of 3D type-II super-
conductors with accounts of both pinning related and thermal fluctuations of the
vortex lattice has been presented by Mikitik and Brandt.?* It is shown that the shapes
of the order-disorder transition line and the vortex lattice melting curve are deter-
mined only by the Ginzburg number, which characterizes thermal fluctuations, and by
a parameter which describes the strength of the quenched disorder in the flux line
lattice.

The dynamic anomalies and history effects related to the order—disorder transition
have been widely reported. 8240244247

However, whether the order—disorder transition is at the peak effect or below or
above it is currently controversial. Correa et al.**® have argued that the peak effect has
its origin in changes of the elastic equilibrium properties of the vortex structures,
rather than the order—disorder transition. Furthermore, Esquinazi et al.** have sug-
gested that the peak effect might also originate in the thermomagnetic flux-jump
instability effect. The order—disorder transition and the peak effect therefore require
further theoretical and experimental work to clarify the underlying physics and
mechanism.

Current driven vortex lattice—dynamic phase transition. Although the static phases
of vortex matter have been well understood, the dynamic phases of vortex matter
driven by applied currents are still under investigation. The dynamic phase transitions
of driven vortex matter have recently attracted considerable attention.?->49-%2

Olson et al *! have shown that, at high driving currents, at least two distinct dynamic
phases of flux flow appear depending on the vortex—vortex interaction strength. When
the flux lattice is soft, the vortices flow in independently moving channels with a
smectic structure. For stiff flux lattices, adjacent channels become locked together,
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producing crystalline-like order in a coupled channel phase. At the crossover between
these phases, the system produces a maximum amount of voltage noise.

As shown in refs. 253 and 254, the zero field-cooled state of YBCO superconduct-
ing thin films can be driven by an applied current to a lower potential equilibrium
state at magnetic fields and temperatures far below the depinning transition. This new
equilibrium state of the vortex lattice has a larger elastic coupling (pinning). Further-
more, the results obtained indicate that the virgin field-cooled state without the
applied current is a metastable, more ordered state of the vortex lattice than the one
attained by applying some driving current. The pinning of the virgin state can be
enhanced by the current-driven creation of defects in the vortex lattice. This pinning
enhancement introduces a memory effect: once the enhancement has occurred, the
corresponding new vortex configuration is remembered in the film after the driving
current is reduced.?*?%*

Van Otterlo et al.**" found that the critical current exhibits a peak both across the
Bragg glass to vortex glass transition and across the melting line. The peak is accom-
panied by a clear crossing of the I~V curves. At higher applied currents the disorder
is averaged to reduced values, and in three dimensions the vortices reorder into a
“moving solid.”

Olson et al*** studied the dynamic phases of vortex matter in disordered highly
anisotropic materials such as BSCCO. They observed a sharp 3D-2D transition from
vortex lines to decoupled pancake vortices, as a function of the relative interlayer
coupling strength. They found an abrupt large increase in the critical current as the
3D-2D line is crossed in a direction corresponding to increasing H, with decoupled
pancakes being much more strongly pinned. As driving currents increase well above
depinning, they found that the decoupled pancakes simultaneously recouple and
reorder into a crystalline-like state.

Vortex melting. Vortex melting has long been the subject of intensive study (see, for
example, Soibel er al. > and references therein). Recently, a very rare “inverse” melting
process was reported.?*® This is a process in which a crystal reversibly transforms into
a liquid or amorphous phase when its temperature is decreased. Search for this phase
is usually hampered by the formation of non-equilibrium states or intermediate
phases. However, by dithering vortices and thus equilibrating the vortex lattice,
Avraham et al.**® obtained direct thermodynamic evidence of inverse melting of the
ordered lattice into a disordered vortex phase with decreasing temperatures. This work
was done with the help of microscopic Hall sensors providing local magnetiz-
ation measurements on high-quality BSCCO crystals. The mechanism of the first
order phase transition changes gradually from thermally induced melting at high
temperatures to a disorder-induced transition at low temperatures.

AC effects. Measurement of the ac response of superconductors immersed in an
applied ac magnetic field has long been an important tool for studying flux dynamics
and verifying flux pinning models. Recent developments in this area include the
determination of the activation energy by ac susceptibility measurements,®” studies
on the plasticity and memory effects in the vortex system, also using ac susceptibility
measurements,”® the determination of the degree of order of the vortex solid under
symmetric and asymmetric ac fields,? the thermal-to-quantum flux creep crossover in
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different superconducting thin films,?® studies of dynamic regimes in the ac response

of YBCO with columnar defects,?' dislocation-mediated creep of highly separ-
ated vortices,”® higher harmonic ac susceptibility,”®* and the ac response of a finite
thickness sample under a perpendicular magnetic field.?**

Experiments described in ref. 265, where a small ac component was superimposed
on a dc magnetic field, enabled an examination of the vortex—glass transition from a
new point of view. In this work,?* the vortex—glass transition temperature in YBCO
films coincided with the temperature of the depinning transition. In the light of these
experiments, an alternative explanation of the vortex—glass transition within the
framework of percolative vortex motion?*2% seems to be very attractive. However,
more evidence is needed to completely settle the matter.

Superconductors of finite thickness in a perpendicular field. Magnetic measure-
ments, such as magnetization hysteresis loops, magnetic relaxation and ac suscep-
tibility have been widely used to study the flux dynamics of high temperature
superconductors. As a result, critical current densities and activation energies, as well
as the U(J) relationship, have been determined experimentally by this contactless
technique. Although magnetic measurements have the advantage of using contactless
and non-destructive technology, experimentally, in order to get maximum signal, most
magnetic data have been taken on thin films and single crystals, usually in the form of
platelets, with the applied field perpendicular to the film plane. Unfortunately, the
analysis of experimental data in this perpendicular field geometry is complicated
by strong demagnetizing effects. Most of the models available are suitable only for
infinite long samples in a parallel magnetic field.

Brandt?*7? and other workers ***?7276 have recently made detailed calculations of
the response of superconductors of finite thickness in perpendicular magnetic fields.
The Meissner-London currents of superconductor strips with a rectangular cross
section in a perpendicular field,*” the flux penetration, magnetization curves, linear
and nonlinear ac susceptibility of disks and cylinders in an axial magnetic field,?¢*?7
geometric barrier effects, current string and irreversible magnetization of pin-free
superconductors of finite thickness,?’**7 critical state in anisotropic superconductors
of arbitrary shape with or without field-dependent or anisotropic pinning,>’>*® as
well as the fundamental and harmonic ac susceptibility ?’* have all been derived. The
results demonstrate many interesting phenomena different from what was expected
from the case of an infinite superconductor in a parallel magnetic field.

4.2 MgB, superconductors

The recent discovery of the superconductor MgB, with its transition temperature
at 39 K has aroused considerable interest in the field of condensed matter physics,
especially in the area of superconductivity. In the following, we present a brief review
of the superconducting properties of this new material.

Magnetisation behaviour. /  Upper critical field and coherence length. A number of
workers have found a definite anisotropy in the upper critical field (complete loss of

superconductivity in the bulk) of MgB, in thin films,>??® single crystal,’*"* aligned
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crystallites,””**" and textured bulk'' samples, with the ratio y = H,"(0)/ H,(0)
(at 0 K) = Eab/éc ranging from 1.7 up to approximately 2.6. H,,*®(0) ranges from 11 T
to 39 T (in a thin film sample),””® and the coherence length &, ranges from 3.7 nm?”’
to 7.0 nm.*” y values of approximately 8 with &,, = 12.8 nm were obtained from
conduction electron spin resonance measurements®! on MgB,. The upper critical
field falls off in an approximately linear way with temperature, with the slope sample
dependent. The graph is marked by a positive curvature near the critical temperature
like some other boron intermetallics.?*2%

Wang, Lim and Ong? were able to calculate upper critical fields in good agree-
ment with experiment using a continuous Ginzburg-Landau model. They obtained a
calculated order parameter, implying three-dimensional behaviour.

2 Lower critical field. Reported lower critical field values at or below 4 K range
between 25 and 48 mT.?*%7 A value of 25 mT was found from microwave absorp-
tion.”®® H_(T) is a linear function and has a finite slope down to 2 K, which is
inconsistent with an isotopic s-wave superconductivity.?

3 Irreversibility line. Several groups have measured the irreversibility line for
MgB, using magnetisation®? and transport measurements.”*® H, (7T') is lower and
more important for applications than H,(7T) because non-zero critical currents
only occur below the irreversibility line. H;,(0) typically falls between 6 and 12 T
for reports on bulk, films, tapes and powders. The irreversibility line is quite low in
MgB, compared with high temperature superconductors. The activation energy for
flux creep (the motion of vortices across pinning centers) decreases rapidly with
increasing magnetic field compared to the copper oxide superconductors, implying
generally weak flux pinning.”” Flux creep near the irreversibility line was also
investigated by Ghigo et al.,*' with different conclusions reached on the activation
energy.

4 Penetration depth. A study of the optical conductivity of MgB, by Pronin,
Pimenov and Krasnovobodtsev?? revealed qualitatively BCS-type behaviour includ-
ing a peak in the temperature dependence of the real part of the conductivity above
T .. However the penetration depth A(T') showed a quadratic 7" dependence, indicat-
ing nodes or strong anisotropy in the superconducting gap. Panagopoulos et al.** also
measured the magnetic penetration depth using muon spin rotation and low-field ac
susceptibility. They found A(0) = 85 nm and also noted the quadratic temperature
dependence.

5 Vortex dynamics. Bugoslavsky et al** studied the vortex dynamics in MgB,
using J, and the vortex creep rate. They found that natural grain boundaries are highly
transparent to supercurrent, unlike the copper oxide superconductors, but that
currents fell off sharply with increasing magnetic field. Zhao et al.** measured the
magnetisation relaxation of MgB, and found very weak flux creep and weak quantum
tunneling, again unlike cuprate superconductors. These factors were suggestive of
strong pinning. Kim ez al. s note that the magnetisation curves of MgB, are well fit by
the exponential critical state model, suggesting that the irreversible magnetisation is
dominated by bulk pinning up to 0.9 T.. The normalised magnetisation curves at
different temperatures scaled, implying that the flux pinning mechanism does not
change with temperature. Wen et al.**’ measured the magnetic relaxation of high
quality films and found that the flux dynamics were effectively the same as in bulk
samples, although the relaxation rate was higher.
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Qin et al.*" derived the vortex pinning potential of MgB, bulk samples using ac
susceptibility measurements. They found that the activation potential declines steeply
with the applied field as U(B) O B~ '*, which accounts for the sharp drop in the critical
current density with magnetic field in MgB, (see Fig. 7). This group also found?’
that pinning in MgB, is due to pinning centers arising from spatial fluctuations of
the transition temperature (37 -pinning), while pinning due to mean free path
fluctuations (3/-pinning) is not observed (see Fig. 8).
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Fig. 7 Activation energy U(B) as a function of the magnetic field for an MgB, bulk sample at
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Fig. 8 Temperature dependence of the crossover field By, from single vortex pinning to small-
bundle pinning. The 67, —pinning line is in agreement with the experimental data, while the
8/-pinning line is not.

Bugoslavsky et al.?®* blame the rapid decrease in J, with magnetic field on an
absence of natural defects. They report®® a significant increase in pinning as a result
of the atomic disorder produced by proton irradiation. Small enhancements in
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pinning have also resulted**** from thermal neutron irradiation (due to alpha
particle emission by boron-10) and from heavy ion irradiation.’*! Kumakura et al.’
found evidence that flux pinning occurs at grain boundaries, with small grain samples
showing a higher irreversibility line.

Wen et al 3% attribute the large separation between the irreversibility line and
H,(T) to the existence of a quantum vortex liquid state. Strong quantum fluctuations
of vortices are responsible for the formation of the state and its later melting at higher
temperatures. Bhide et al*® found evidence from absorbed microwave power of a
transition from a strongly pinned flux lattice to a flux flow regime. Johansen et al.**
were able to image flux penetration into a very good quality MgB, film using magneto-
optical techniques. They found an abrupt invasion of dendritic flux structures at
temperatures as low as 10 K, rather than a uniform and gradual flux penetration.
Polyanskii et al’*® also used magneto-optical imaging and found a uniform, Bean
critical state magnetisation behaviour with almost no electromagnetic granularity.

6 Flux jumping. Flux jumping, first reported by Dou et al.,** is an instability seen
in magnetisation hysteresis loops at low magnetic field and temperatures below 15 K.
Flux jumping truncates the available magnetisation in these regions, and is related to
penetration of the magnetic field at grain boundaries. It ends when the grains
decouple with further increases in H and 7.

Resistivity and conductance. Jung et al.'® studied the temperature and magnetic
field dependence of the resistivity of MgB,. Like other workers** they found a quad-
ratic temperature dependence in the normal state, but there was no dependence on
magnetic field. The resistivity behaviour resembles that of a simple metal.*®® Kohen
and Deutscher ** measured the differential conductance versus voltage measurements
of Au/MgB, point contacts. They found that the dominant component in the
conductance was due to Andreev reflection.

Current flow. /  Critical current. The best critical current values reported *'*3!! are
in thin films and extend above 107 A cm 2 at 4.2 K, 0 T. These values are an order of
magnitude better than in the best reported results for other forms of MgB, and for
Nb,Sn film. However, it should be noted* that J, values fall off far more quickly with
increasing magnetic field in MgB, than in Nb,;Sn, with the curves crossing at about
ST

2 Weak link behaviour. Larbalestier et al.3'? did a comprehensive study of super-
current behaviour using magnetisation, magneto-optical and X-ray measurements.
They found that supercurrents flow across the grain boundaries without being com-
promised by weak link problems. Other workers have made similar findings.”**313-315

5 Applications

5.1 Superconducting tapes and wires

Large-scale superconducting electric devices for the power industry depend critically
on wires with high critical current densities (J,) at temperatures where cryogenic losses
are tolerable. This restricts choice to two HTS materials, (Bi,Pb),Sr,Ca,Cu;0,-
(Bi:2223) and YBa,Cu;O(YBCO), and possibly to MgB,. Crystal structure and
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material anisotropy place fundamental restrictions on their properties, especially in
polycrystalline form.*'? The feasibility of superconducting power cables, magnetic
energy-storage devices, transformers, fault current limiters and motors, using Bi-2223,
is proven. Widespread applications now depend significantly on cost-effective reso-
lution of fundamental materials and fabrication issues, which control the production
of low-cost, high performance conductors of these remarkable compounds.

High temperature superconducting tapes. The technical performance of Ag-clad
(Bi,Pb),Sr,Ca,Cu;0, (Bi:2223/Ag) and Bi,Sr,Ca,Cu,0, (Bi:2212/Ag) wires produced
by numerous manufacturing companies have reached the levels required for the
demonstration of some large-scale applications such as: AC power transmission
cables, electric motors, generators, transformers, magnetic energy storage coils, and
fault current limiters. Progress made in this area includes improvements in grain
connectivity, texture, phase composition and flux pinning.3'¢

The extremely high upper critical fields and high transition temperature make the
HTS advantageous over conventional superconductors, in particular, for applications
in the areas where high J, in significant magnetic fields is essential. It is well accepted
that J. of HTS conductors is limited by multiple mechanisms operating simul-
taneously.?'” Because of this complexity, it is still not clear what the true limits to J, in
this system are. These multiple current limiting mechanisms can be classified into two
relatively independent factors, the first factor being the grain connectivity and the
second the flux pinning in the grain. The former determines the intergranular critical
current and the latter is associated with intragranular critical currents. Furthermore,
the conductor costs are still too high, partly because J, is compromised by weak
flux pinning in fields. Thus, it is vitally important to understand all the factors that
influence J..

The Ag-sheathed Bi: HTS conductors referred to consist of multicore round wires
and ribbons based on Bi-2212 and Bi-2223. Bi-2223/Ag multicore tapes are incorpor-
ated into all of the demonstration devices mentioned above. Several developments in
Bi-2223/Ag powder-in-tube processing have been reported.*!*3"® It was found that J, is
strongly dependent on core density and a number of techniques have shown to be
effective 8 for increasing density as shown in Fig. 9. Further, the composition of
phases formed during cooling have a significant effect on grain connectivity and flux
pinning in the tapes.*"® The residual liquid phase and cracks are largely responsible for
weak links, substantially reducing J.. A two-stage annealing procedure in the final
thermal cycle has been used to convert the liquid to Bi-2223. By incorporating hot-
deformation in a two-step process, not only can the Bi-2201 phase be eliminated, but
the texture and density are also improved, resulting in a high J,, for example, 60 kA
cm % at 77 K in multifilamentary tapes.

Another obstacle for HTS is that their J_ deteriorates rapidly with increasing tem-
perature and magnetic field due to the thermally activated creep of magnetic flux. J,
vanishes at the irreversibility field, H,(7), which is far below H(T) at 77 K. The
most encouraging development is that both H,, and J, can be significantly improved,
as demonstrated by the neutron irradiation of U-doped Bi:2223 tapes in which the
fission tracks raise H;,, to over 1 T at 77 K, while reducing the anisotropy of J, by two
orders of magnitude in fields greater than 500 mT at 77 K.** Enhanced flux pinning
has been introduced into some “uranium-doped” tapes by developing fission tracks in
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them by thermal neutron activation — the “U/n” technique.**! In a novel improve-
ment upon earlier applications of the U/n method, the development of excess radio-
activity has been substantially reduced through the use of U(Sr, sCa, 5)O,, a compat-
ible compound with Bi-2223.3?>32% Columnar defects produced by heavy ion and
proton irradiation are very efficient pinning sites, leading to vast improvements in J,
and shifts in the irreversibility line. However, heavy ion and proton beams are not
readily available and are expensive to use. Much more promising is an irradiation
technique first introduced by Weinstein et a/.**' In this approach, the extended defects
(fission tracks) produced by the fission of neutron-irradiated U?* inclusions (briefly
described as the “U/n process™) in YBCO samples act as very effective pinning centres.
Fission tracks induced via U/n processing into Bi-tapes resulted in***3** more than
one order of magnitude enhancement of J(H||ab) at 3 T and 250 times enhancement
of J(H]|c) at 0.7 T. Furthermore, anisotropy was reduced by 23 times at 0.5 T
(Fig. 10). An innovative improvement to the basic U/n approach was devised *** by
replacement of the usual UO, 5 with dopants such as UCa, sSr, ;O (Fig. 11). Neutron
irradiation results in heavy overlapping of fission tracks around the large U particles,
damaging the zero field J.. In addition, the radioactivity of the irradiated silver sheath
is still rather high for practical applications of this technique. There are two solutions
to this difficulty. One is the very successful UCa, sSr, sO4 — based route indicated above
that requires much lower neutron doses. If the U doping is performed through spray
drying, the atomic level homogeneity of U will ensure highly uniform distribution of
fission tracks after irradiation. The other would be the elimination of Ag entirely and
its replacement by Ni which has a much lower thermal neutron cross section and
isotopes that are either very stable or have very short half lives.

The long debated issue of J, uniformity in Bi-2223 and Bi-2212 single filament
tapes *?® has now found a continuation in even more sophisticated study of the multi-
filament tapes. 318373 In the case of single filament tapes the experimental findings
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were quite diverse: 3 different regions of the superconducting core were found to
carry a higher J, than other core regions. This diversity has not yet found an
unambiguous explanation. However, in the multifilament case, the majority of the
experiments show that individual filaments situated centrally within the tapes have
higher J, values than the ones located on the periphery of the tapes.®'#3*"-*¥ Therefore,
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by further tuning the manufacturing conditions a further overall J, increase can be
sought. Furthermore, the current distribution has been clearly shown to be influenced
by intergrowth (the so-called bridging effect).??=**! However, the influence of inter-
growth on overall tape performance, including both current distribution and ac losses,
has not been clearly identified yet.

Superconducting MgB, wires. Mechanical properties of MgB, material are similar
to those of HTS cuprates: it is hard and brittle, not suitable for drawing into wires.
Glowacki et al.*** were the first to make highly dense wires and tapes by the powder-
in-tube (PIT) technique using silver, copper, and bimetallic silver/stainless steel
sheaths. In this technique powders are packed into tubes, which are then drawn and
usually heat treated. Grasso et al.,*** however, were able to produce J, values as good
as in bulk with dense, unsintered tapes sheathed in Ag, Cu and Ni. However, these
results have not yetbeen reproduced by other groups. If heat treatment is used, Fe,
Mo, Nb, V, Ta, Hf and W seem to be the most suitable for use with MgB, because
other elements have problems with solubility and chemical reactions. Iron is likely to
be the best prospect due to its ductility.?** However, Cu-sheath was shown to exhibit
some advantages over iron-sheath if a relatively higher mechanical deformation rate is
applied,® which is encouraging for situations when non-magnetic sheath has to be
used.

The production of iron tapes has been optimised by developing a reaction in-situ
fast formation technique with mixed Mg and B powder-in-Fe tube.**® In contrast to
the common practice of long processing time, the results from this reaction in situ
process show that there is no need for prolonged heat treatment in the fabrication of
Fe-clad MgB, wires. A total time of several minutes at high temperatures is more than
enough to form pure MgB, with high performance characteristics. A high magnetic J,
of 2x10° A cm ™ in zero field at 20 K and transport J, of 50 000 A cm 2 at 1 T and 30
have been achieved (Fig. 12). As a result of such a short sintlering period there is no
need to use high purity argon protection, and it is possible to carry out the heat
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Fig. 12 Field dependence of [ (left axis) and J, (right axis) at different temperatures with field
perpendicular (FO) and parallel (EO) to the tape plane.
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treatment in a much less protective atmosphere. Because of such a short reaction time,
not only are the crystals very small (several nanometres), but also the grain domains,
which consist of clusters of crystals, are well below 100 nm. As reported in Wang et
al. ¥ large cluster domains formed during prolonged sintering decouple at high fields,
resulting in a rapid drop in J_. It has been shown**® that both nanocrystalline and
nanodomain boundaries are transparent to current, but that large domain boundaries
create weak links (Fig. 13).
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Fig. 13  Critical current density vs. field, with corrections for different screening lengths of the
currents in small and high fields. In low fields J, was calculated using the whole sample dimen-
sion, while the grain size was used in the high field region. The transient region in intermediate
fields corresponds to the shape drop in the M—H loop due to the decoupling of the large grains.

Iron has been identified as not only compatible with MgB, but also an ideal mag-
netic screening material for reducing the effect of external fields and ac losses.** The
screening can almost eliminate ac losses in fields up to 0.2 T. However, even beyond
this field, there is a substantial reduction in ac losses,**® currently by about a factor of
4. These results demonstrate clearly the great potential of the emergimg super-
conductor for various applications. However, the interaction between the magnetic
sheath and the superconductor core remain unclear and should be explored. A better
understanding of this may show new ways for lowering ac losses.

5.2 Fabrication of YBa,Cu;0,_; coated conductors
Coated conductors are a type of superconductor fabricated by epitaxial vapour
deposition. A ribbon-like metallic substrate is used as support. The polycrystalline

substrate could be non-textured, or could be cube-textured to decrease misorientation
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of the polycrystalline film in the basal plane, and is approximately 0.1 mm thick. One
or two buffer layers are often employed to prevent poisoning of the superconducting
phase by the underlying substrate. The thickness of the buffer layers range from 50 nm
to microns. Superconducting film approximately 400 nm thick is deposited on the top
of the buffer layer/layers. Finally the superconducting film is covered with a protective
metallic layer 1-5 pm thick. Manufacturing superconducting tapes by this method
should allow long lengths to be fabricated for use in power applications such as
motors, generators, transformers, magnets, power transmission and energy storage.

Much research has been focussed on producing long lengths of superconducting
tape for power applications such as transmission lines, transformers, motors,
generators, etc.*** The brittle nature of superconducting oxide materials coupled
with difficult processing techniques has proven a challenge to superconductor tape
production.

The PIT technique was the first successful processing method for making long
lengths of bismuth—strontium—calcium-copper oxide superconductors. This process
has reached limits in terms of the maximum current density obtainable at a particular
applied field for the length of wire that could be produced.***

The next advance in superconductor tape technology came with the development of
Y-123 coated conductors. In order to minimize the decrease of current density caused
by grain misorientation, there are two approaches: (1) the use of a randomly oriented
substrate, onto which biaxially textured buffer and superconducting layers are grown;
(2) the use of a cube-textured (also called biaxially textured) substrate onto which
epitaxial buffer and superconducting layers are grown using vapour deposition.
Under certain growth conditions, the resultant YBa,Cu;0,_; superconducting film
does not suffer percolative current flow as in PIT processed superconductors. Also, the
process can be scaled up to produce the long lengths of tape necessary in power
applications.

Many substrate and buffer combinations have been developed. Silver and nickel are
common substrate materials as a strong biaxial texture can be obtained by cold rolling
to large reductions followed by annealing. Reactions between the substrate and super-
conducting film during processing require the use of buffer layers, which are metallic
(silver, palladium, platinum) or ceramic materials (Y,0;-stabilised-ZrO,, CeO,, MgO,
Zr0,, SmBa,Cu,;0,_;, La,,Sr,;MnO;).

A number of techniques are currently used for depositing the protective, buffer and
superconducting layers: sputtering (rf, dc, magnetron),***3*” pulsed laser deposition
(PLD),**¢35!  jon-beam-assisted-deposition (IBAD),3*#351:32  liquid-phase-epitaxy
(LPE),*>**  vapour-phase-solid (VPS) growth,*® metal-organic-deposition
(MOD),*? electron beam evaporation,**":3*3% jnclined-substrate-deposition (ISD)?32
and ink-printed/floating zone heated method.**

Protective layer. A protective layer is often deposited last to protect the Y-123 layer.
The main requirements for the protective layer are that it is chemically compatible
with the superconducting film, is easily deposited and protects the surface from
mechanical damage. The protective layer also allows the attachment of electrical con-
tacts (necessary if ceramic buffer layers are used) and prevents moisture reacting with
the superconducting film. A layer of silver or gold approximately 1-5 pm thick is
typical.
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The final tape is then annealed in flowing oxygen to lower the contact resistance
between the protective layer and the Y-123 film and to obtain the orthorhombic
(superconducting) phase and fully oxygenate the Y-123.37

Buffer layers. Buffer layers are required to prevent poisoning of the Y-123 super-
conducting layer by the underlying substrate material, and to provide the appropriate
template for epitaxial growth of the Y-123 layer with an in-plane grain misorientation
less than 8°.

Noble metals such as platinum, palladium or silver can be deposited onto the
biaxially textured substrate at high rates, forming an epitaxial buffer layer.’*® The
resulting noble metal film provides the required template for epitaxial growth of the
oxide buffer layers or the superconductor directly.’*

The good chemical compatibility of silver and Y-123 means that the superconduct-
ing layer can be deposited directly, without the need for complex buffer layers. More-
over, twinning could occur in the silver buffer layer, which would significantly degrade
the superconducting properties.

For nickel substrates a combination of metal and ceramic buffer layers may be
used. A multilayered film architecture is used, comprising Y,O;-stabilised-ZrO,
(YSZ) and CeO, on the surface for improvement of the crystallinity of Y-123 and
control of the chemical reaction between the metal substrate and the Y-123 film.35? If
exposed to an oxidising atmosphere, bare nickel tape will form a randomly oriented
NiO layer. The CeO, layer is first deposited to suppress the formation of NiO.
Surface smoothness of ZrO, buffer layers*® and cracking in CeQO, buffer layers have
both been reported.*® These cracks may be associated with the high deposition
temperature of the CeO, layer in oxygen. Shi et al’®' reported a considerable
decrease in the temperature of epitaxial deposition of CeO, in Ar+10%H,, which
should also be beneficial for a reduction in the grooving of the grain boundaries in
Ni.

By controlling the oxidation temperature and oxidation atmosphere, Matsumoto
developed an epitaxial relationship between the underlying nickel substrate and the
NiO. This technique is called surface-oxidation-epitaxy (SOE). Under certain growth
conditions, the NiO layer can grow epitaxially on the textured Ni substrate, but the
cracking of the oxide layer is apparently difficult to control.*¢

362

Substrate requirements. The main requirements for polycrystalline substrates refer
to chemical stability under the deposition conditions, surface roughness and mechan-
ical strength. These substrates are used in conjunction with buffer layers deposited in a
biaxially textured form by pulsed laser deposition (PLD), with the required texture
being formed by ion beam, in the so-called ion beam assisted deposition (IBAD).

Uniaxially aligned Y-123 films (c-axis [J substrates) are easily grown on polycrystal-
line substrates, but the superconducting properties are heavily degraded at grain
boundaries. Weak coupling occurs due to grain misorientations.

If the angle 0 defines the misorientation angle between adjacent grains in the basal
plane, and the angle ¢ represents the misorientation angle between grains in the direc-
tion perpendicular to the basal plane, work by Dimos** showed that even if samples
can be fabricated with almost perfect c-axis alignment (uniaxially aligned, ¢ O 0),
misorientations in the basal plane between adjacent grains will limit J.
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By increasing the orientation both normal to and within the basal plane (biaxially
aligned structure), an increase in current density can be obtained compared to uni-
axially aligned substrates.**

Cube texture can be produced in many fcc metals and alloys of medium-high
stacking-fault-energy (SFE) with excellent precision and sharpness. The cube texture
can be found in copper, aluminium, silver, gold, nickel, iron—nickel (>30% nickel)
alloys and iron—nickel-copper alloys. The cube texture in these materials is often so
strong that it represents a single crystal, as the individual recrystallised grains are so
closely oriented to the ideal orientation.* The number of conflicting experiments and
different theories that exist on the formation of cube texture in fcc metals shows that
the origin of cube texture in these metals is still a subject of controversy.**® A detailed
review of nucleation, recrystallisation and texture formation in polycrystals is given by
Dobherty.**’

Although a highly oriented substrate is critical for coated conductor fabrication a
number of other substrate requirements must be met.

1 Surface roughness. In order to successfully deposit the buffer and superconduct-
ing layers, the surface of the substrate must be smooth and flat. Any surface irregular-
ities on the substrate will be duplicated in the buffer and superconducting layers if of
sufficient size, resulting in degraded superconducting properties.

The principal factors affecting the surface quality of the substrate have been identi-
fied as rolling damage (function of roll roughness) and grain boundary grooving
during annealing.*%®

The surface smoothness can be enhanced by mechanical and/or electrolytic polish-
ing prior to deposition of the buffer and superconducting layers, although this may
contaminate the surface and introduce strain into the grains.

Mechanical polishing alone can produce satisfactory surface smoothness. In the
production of Inconel and Hastelloy substrates. Willis**’ obtained an average surface
roughness of 100-300 nm at the conclusion of thermomechanical processing, which
was reduced to 2-5 nm by mechanical polishing.

Mechanical polishing can cause contamination of the surface by means of polish-
ing artifacts, and strain can be introduced into the grains due to plastic deformation
of the abrading particles. The outermost layer of an abraded surface is equivalent to a
material which has been severely cold rolled (99% reduction). This fragmented layer
is composed of very fine sub-grains and contains a high density of defects.*®® The
orientation of these subgrains is found to have characteristic textures.*”

Electrolytic polishing can also be used to improve the surface smoothness. The
surface to be electrolytically polished must be as flat as possible. This flatness
requirement generally dictates that the sample must be subjected to some form of
mechanical polishing prior to electrolytic polishing. The rate of material removal
during electrolytic polishing is typically 1 um min~", so long polishing times would be
required to remove the damage introduced from the prior mechanical polishing
step.’® This means that electrolytic polishing itself does not ensure the production of
an artifact free surface. Also, electrolytically polished surfaces will usually be con-
taminated by both the formation of a thin film due to the anodic surface as an
essential part of the process and the possibility of absorption of complex ions either
formed in the viscous layer during polishing or present in the polishing solution
itself.’¢
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It is anticipated that the surface roughness should not be greater than 1/10 of the
buffer layer thickness (5-10 nm).

2 Mechanical properties. The comparatively strong, ductile metal substrate must
support the more brittle oxide superconductor.’® The coated conductor must have
sufficient mechanical strength to allow fabrication into superconducting devices.
Much of this mechanical strength is imparted by the substrate. Many applications do
create significant mechanical stress on the coated conductor as it forms an integral
part of the design, incorporating cooling and other structural elements.

In a study of Inconel/YSZ/Y-123 superconductors performed by Thieme et al.>"" it
was shown that at 77 K up to 0.5% strain does not change J, by more than 3%. This
strain dependence is better than the tensile stress dependence of J, when the samples
are bent at room temperature.’”!

3 Grain size. It is desirable to have as large a grain size as possible, as grain
boundaries degrade superconducting properties. It is also desirable for the grain size
formed during cold rolling and annealing to remain stable during further processing.
There are many possible substrate materials including silver, nickel, copper and alloys
of these materials. Whilst all of these metals develop cube texture from thermo-
mechanical processing, they all offer different mechanical, physical and chemical
properties.

Textured Ag. The early work involving the epitaxy of Y-123 films vapour deposited
onto bulk single crystals of silver is covered in the work of Budai er al.*”> Hence efforts
were directed towards producing a substrate material with a sharp biaxial texture
using rolled silver, since silver is one of the few metals with benign interactions with
high temperature superconductors.**® Some success has been achieved using cold
rolling and recrystallisation *”* and hot rolling and recrystallisation. 3373

It has been found that Y-123 grows with a single orientation on the (110) plane of
silver, so that the ideal recrystallisation texture would be one which orients this plane
parallel to the surface of the tape.**®*737 Typical rolling textures in silver correspond
to the brass texture having orientations of {110}<112> and {236}<385>.3% Under
controlled deformation rates, annealing conditions and initial billet oxygen contents,
several researchers have obtained the {110}<110> texture in silver®®3” and silver
alloys.’” However, there is some twinning present, which decreases J.. Since the twins
most likely nucleate and recrystallise from stacking faults in the as rolled silver,
improved texture should be possible by increasing the stacking fault energy of the
silver through doping additions and oxygen control.’”® Alloying is also necessary to
increase the mechanical strength of the tape.*>3¢

The cube texture {001}<100> has been obtained in silver by Doi et al.*’* by warm
rolling and subsequent annealing at 700-850 °C. These tapes have been referred to as
cube-textured silver tape (CUTE tapes) and have been manufactured in 80 m lengths
with grain boundary misorientation angles of only a few degrees.

Further work is still required with silver substrates to sharpen the texture, reduce
twin component and increase mechanical properties. 35368373

Textured nickel substrates. In order to avoid the problems associated with texturing
silver directly many researchers have performed thermomechanical processing of fcc

base metals such as nickel.345-34%:352,375-379
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A biaxially textured buffer layer can be easily grown on surface of nickel or nickel
alloy tapes with {001}<100> orientation. The development of nickel substrates was
rapidly advanced by Goyal et al.*® who fabricated long lengths of superconducting
tape, referred to as rolling-assisted-biaxially-textured-substrates (RABiTS™). Work
by Truchan et al’”7 showed that nickel sheets uniformly rolled to >95% reduction
developed a sharp cube texture for all heat treatments between 400 and 1000 °C,
showing slight improvement with longer annealing times. Recrystallisation studies in
cold rolled pure nickel performed by Makita et al*’® showed that the primary
recrystallisation texture produced during high temperature annealing of heavily cold
rolled nickel sheets was an extremely sharp cube texture, independent of initial grain
size and depth from the sheet surface. The sharpness of the cube texture is found to
increase with higher percentage rolling reductions.’”

Texture studies performed by Petrisor e al.*™® revealed that the {001}<100> cube
texture can be easily developed in Ni-V alloys (up to 11 at.% vanadium) by a cold
rolling process followed by a thermal recrystallisation treatment.

The technological issues concerning nickel substrates are related to the mechanical
strength and magnetism of nickel. Various approaches to the fabrication of stronger
substrates with reduced magnetism have been suggested, including composite
structures and alloys.>

Textured copper substrates. After heavy deformation of copper the primary texture
is {112} <111> with small traces of {001}<100>. On annealing it is the {112}<111>
texture which is the host for the cube texture, which is nucleated by the traces of cube
texture in the as-deformed material. The first requirement for a strong annealing
texture is thus a minor texture component accompanying the major deformation
texture. %

Little work to date has focused on developing coated conductors using
cube textured copper substrates. However, researchers have highlighted the
possibility. 3

For biaxially textured substrates, the following specifications can be used as a
guideline: 3%

{001}<100> cube texture fraction, as determined from normalized X-ray pole
figure, >97%.

{001}<100> cube texture fraction variation along the lengths, as determined from
normalized X-ray pole figure, <2%.

{122}<212> twin-of-cube texture fraction, as determined from normalized X-ray
pole figure, <2%.

Out-of-plane texture variation, as determined by X-ray 6-26, (111)/(200)<1%.

Out-of-plane texture variation, as determined by X-ray ¢ scan, FWHM<8°.

In-plane texture variation, as determined by X-ray ¢ scan, FWHM<10°.

Average roughness, as determined by AFM, R,<25 nm.

Results on biaxially textured polycrystalline substrates. Substrates with biaxially
textured, chemically compatible surfaces for epitaxial growth of superconducting
materials were pioneered by Goyal ** and are referred to as rolling-assisted-biaxially-
textured-substrates (RABITS). By using a biaxially textured substrate the speed
of formation of biaxially textured buffer and superconducting layers is greatly
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enhanced.*? Long lengths of biaxially textured substrate can be produced by thermo-
mechanical processing.

Thermomechanical processing of fcc metals such as silver, nickel and copper result
in biaxially textured substrates for Y-123 coated conductors as their lattice parameters
are close to the @ and b-axis length of the Y-123 crystal.**> Y-123 has lattice param-
eters: « =3.82 A, b =3.89 A and ¢ = 11.69 A. The a-axis length of silver, copper and
nickel are 4.09 A, 3.62 A and 3.52 A respectively.

Park et al.*! deposited a single 250 nm YSZ buffer layer directly onto short, 50 um
thick, biaxially-textured Ni substrate by PLD, followed by the deposition of a Y-123
layer, also by PLD. They achieved a satisfactory in-plane and out of plane texture,
yielding a J,of | MAcm2at 77K in 0 T.

Recently it was shown*? that the metal organic deposition (MOD) process can
be employed to grow buffer layers of SrTiO; onto biaxially-textured Ni substrate.
However, the grown layer has a mixed texture, with a strong cube component as well
as a random component, which clearly indicates the necessity of further
investigations.

Fabbri et al®? studied the epitaxial growth of Y,0; and CeO, by electron beam
evaporation (EBE) and PLD onto short lengths of biaxially-textured, non-magnetic
Ni-V alloy. The orientation of the buffer layers yielded similar results for the two
deposition methods, with an w-scan FWHM of 7.5°.

In order to circumvent the problem of deteriorating microstructure in the Y-123
layer above approximately 1-1.5 pm, Foltyn et al.*® introduced a corrective layer of
SmBa,Cu;0,_; after each 1 um of Y-123 layer. Using this approach, an I, in excess of
400 A per cm width of the tape was obtained for a multilayer Y-123 architecture
(Y-Sm-Y-Sm-Y) with a total thickness of 3.7 um, and a J, of 1.1 MA cm ™.

The use of conductive buffer layers also has the advantage of stabilizing the con-
ductor against thermal runaway. Aytug et al.*®® used a single conductive buffer layer of
La,,Sr,;MnQO, deposited by magnetron sputtering onto a short, biaxially textured Ni
substrate. Measured by g-scan, the FWHM of the buffer layer was 9.7°. A super-
conducting Y-123 layer was deposited by PLD, and yielded a J, of 0.5 MA cm ™ at
77KandO0T.

On short samples of biaxially textured Ni and NiCr substrates, Li et al.** used EBE
for a CeO, or YSZ buffer layer, and MOD for a 0.4 um thick Y-123 layer. The J,
obtained for this sample was 2.1 MA cm2at 77 K and 0 T.

Results on non-textured polycrystalline substrates. A major step in the development
of strongly linked superconductors with high critical currents was made by lijima
et al. "8 and Reade et al®® with the oxide superconductor YBa,Cu,0,_; (Y-123).
Using IBAD they deposited biaxially textured ceramic buffer layers on polycrystal-
line, randomly oriented, Hastelloy tapes. Epitaxial deposition of Y-123 onto the
biaxially textured buffer layer resulted in films with primarily small angle grain
boundaries and a value of J, in excess of 105 A cm ™2 (77 K, 0 T). Work performed by
Wu et al.*° improved the in-plane alignment of the IBAD layer and hence the Y-123
film, with a resultant increase in J, to values exceeding 10°A cm 2.

Work by Nakamura et al*' showed that liquid phase epitaxy (LPE) could be a
viable method for fast growth of the Y-123 layer, in conjunction with a MgO buffer
layer obtained by PLD-IBAD or inclined substrate deposition (ISD) on non-textured
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Hastelloy C. In order to prevent the dissolution of MgO into the Y-123 layer, an
intermediary layer was also grown by LPE, composed of MgO-rich Y-123.

Using a scaled-up process, lijima et al.’** successfully deposited a biaxial YSZ
buffer layer onto a 3 m long Hastelloy ribbon by IBAD at a speed of 0.25 cm h™',
achieving an in-plane mosaic spread of 17°-19° along the entire length. Y-123 was
deposited onto this template by PLD at a speed of 4 m h™!, achieving a J, of 2.4x10°
A cm™2at 77 K and 0 T, even with such a relatively large in-plane misorientation.

Willis et al.* produced biaxial YSZ on 1 m long Inconel and Hastelloy by IBAD.
The surface roughness of the metallic substrate was R,<6 nm obtained by mechanical
polishing. A PLD process was used to deposit 1 um thick Y-123 film at a speed of 0.25
m h™', achieving a J, of I MA cm™? at 77 K and 0 T, with critical current I, of 122A.
Using MgO as an IBAD template, the deposition time was reduced by one order of
magnitude for the entire length. This was based on previous work, which showed that
the biaxial texturing mechanism of MgO takes place at the nucleation stages of the
film,*** as opposed to the biaxial texture of the YSZ, which improves gradually, as the
thickness of the film is increased. For this reason, only approximately 10 nm of MgO
buffer layer is required, rather than 500 nm or more of YSZ.

A high coating rate of Hastelloy by MgO was achieved with electron beam evapor-
ation (EBE) using the inclined substrate deposition (ISD) technique.*** The reel-to-
reel MgO coating rate was as high as 0.6 um min~!, yielding a thickness of 1 pm in a
single pass. In-plane orientation of the MgO layer determined from a ¢-scan, showed
a reasonable FWHM of 10°-12°.

A most encouraging result comes from Sumitomo Electric, which produced a 3 m
long Y-123 tape on YSZ template, deposited by ISD onto Hastelloy,** with a reported
J. higher than 10* Acm™2at 77 K and 0 T.

Metallic buffer layers as well as Ag substrates are very promising. On short lengths
of 1 cm polycrystalline Ag, a 0.14 pm thick film of Y-123 was directly deposited by
ISD, yielding a J, of 2.7x10° A cm 2%

Foltyn et al*” used IBAD to grow biaxially textured YSZ onto non-textured
Inconel substrate 1m long. Further, another buffer layer, Y,0; or CeO, was deposited
by PLD, as well as a 1.4 um thick Y-123 film. This conductor had a critical current 7,
of 122 A at 77 K, with a variation of £20%.

Ignatiev et al.*® made a comparative study of different substrates: LaAlO;, non-
textured Ni with IBAD processed YSZ and biaxially textured Ni, onto which buffer
CeO, or YZS layers, as well as Y-123 film were grown by photo-assisted MOCVD, at a
growth rate of 0.5 um min~'. On LaAlQ,, the typical w-scan FWHM for both CeO,
and YZS is approximately 1°. On biaxially-textured and non-textured Ni, the in-plane
orientation of the buffer layers was less sharp than on the single crystal substrate, but
the actual value was not indicated.

Usoskin et al.*® reported a 2 m long and 9.2 mm wide Y-123 tape deposited by
PLD on coated stainless steel, with an I, of 142 A, corresponding to a J, of 1.23 MA
cm™%

Yamada et al.** used PLD-IBAD to deposit YSZ and CeO, buffer layers on short,
non-textured Hastelloy substrates, and a solution approach, MOD, for the Y-123
layer. The J, result for this sample was 1.7 MA cm 2. The refined MOD technique
used in this study achieved an impressive 7 MA cm ~ at 77 K and 0 T for Y-123
deposited on LaAlO; single crystal substrate.
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The latest results for ISD come from Ma et al.,*' who achieved a very high degree
of in-plane alignment for a 2 um thick MgO layer grown on short Hastelloy sub-
strates, with a ¢-scan FWHM of 12°, and a w-scan FWHM of 6.3°. The J, of this
sample was 2x10° A cm > at 77 K and 0 T.

5.3 Devices using high temperature superconductors

Existing applications in the high temperature range all relate to copper oxide super-
conductors, although high quality tapes and wires have been made from MgB,, so
there is a strong possibility that this material will also find its way into applications in
the future. Low temperature (LTS) superconductors found their way into serious use
in electromagnets and other applications in the 1960s. There were thus very high hopes
for the high temperature (HTS) copper oxide superconductors from the time they
were discovered in 1986 by Bednorz and Miiller.’*® This was because of the very much
lower costs of refrigeration at liquid nitrogen temperature and because the mechan-
isms for this new type of superconductivity were not well understood, leading to
hopes that it might be possible to find a room temperature superconductor. In reality,
formidable materials science problems had to be solved, largely due to the ceramic,
granular, anisotropic nature of the HTS materials. They are all very brittle and dif-
ficult to shape, and need to be formed at high temperatures in the presence of oxygen.
Significant supercurrents can only flow along the CuO, planes, and it is difficult to
ensure that all the grains in a finished device are correctly oriented. Impurities collect-
ing at the grain boundaries cause weak link problems, resulting in reduced inter-grain
currents. The grain boundaries also enable fast flux creep or vortex penetration into
the materials. Flux pinning is difficult because of the unusually small coherence
length, compared to the LTS materials.

Small-scale applications of HTS superconductors. Until very recently, the greatest
success was achieved with small-scale electronic applications, and these are still
commercially important. These devices mostly rely on the special properties of
superconductors, especially Josephson quantum tunnelling effects. They are based on
patterned thin films grown on a substrate. YBCO (YBa,Cu;0,_,) is the most com-
monly used superconductor for this purpose because it has a high critical temperature
(P2 K) and can carry high current densities. TBCCO (T1,Ba,CaCu,0,) (T'. 2 100 K)
is also used, particularly in microwave communications applications, although
TBCCO films are difficult to pattern due to the toxicity of thallium.***** The
materials for these films have largely been perfected, although it is still difficult to
incorporate HTS superconductors into integrated circuits, due to grain boundary
effects and problems with degradation of the underlying layers when attempts are
made to grow multi-layer circuits. That is why niobium LTS superconductors are used
for devices incorporating RSFQ (rapid single flux quantum) logic. For devices that do
not require multi-layer circuits, the remaining engineering challenges relate to the
vacuum packaging and the cryocoolers that are used to refrigerate the devices and
keep them superconducting.** LTS materials are also used for similar small-
scale devices, but the HTS devices have the advantage of smaller size, less complex
refrigeration and smaller power consumption.
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The main small-scale HTS electronic devices can be divided into (a) SQUID (super-
conducting quantum interference device) magnetometers (and instruments built from
them) and (b) microwave filters and resonators for wireless telecommunications. Other
applications include low noise sensing coils in NMR spectrometers, consisting of
spirals patterned on YBCO film** and radiation detectors.**® SQUID devices contain
a ring of superconductor material with one or more Josephson junctions. When a
current exceeding the critical current of the Josephson junction is introduced into a
SQUID, a voltage appears that is proportional to the magnetic flux through the ring.
SQUIDs can also detect any other physical quantities that can be converted to a
magnetic flux. Superconducting magnetometers are orders of magnitude more sensi-
tive than conventional devices and can detect magnetic fields 100 billion times smaller
than that of the Earth. SQUID magnetometer devices have gone through considerable
refinement in design but still work on the same principles.*’” SQUIDs are used in
biomagnetic applications, such as magnetoencephalography (MEG) and magneto-
cardiography (MCG), geomagnetic measurements, and the magnetic and physical
properties measurement systems used in materials science. Other applications include
non-destructive testing applications, such as scanning SQUID microscopes used in
testing chip packages in the semiconductor industry.***

Other small-scale devices include HTS passive RF and microwave filters used in
telecommunications, particularly cellular networks. These devices are largely based on
conventional microstrip and cavity designs, with the superconductor forming the
microstrip or lining the metal cavity. The HTS filters have the advantages of very low
noise and much higher selectivity and efficiency than conventional filters. There is now
a large German research program aimed at using these filters in satellite communi-
cations because they minimise mass and volume compared to the bulky waveguides
currently in use. They also minimise losses and noise figures, giving reduced power
consumption and improved transmission capacity, and optimise spectral efficiency.*?®

Large-scale applications. Large-scale applications of HTS superconductors present
an even greater materials science challenge than the small-scale applications. Devices
have to be much bigger and must carry far larger currents, with current densities well
above 10* A cm™? for most applications, as well as working in far greater magnetic
fields. These would range from about 0.2 T for a transmission cable to 4 T or above for
a generator. Bulk materials are used for some applications, such as current leads to
superconducting magnets,*® but for most applications, the brittle ceramic
superconducting materials must somehow be formed into long, flexible wires and
tapes, which will stay superconducting throughout their length. A great deal of this
challenge has been met by optimising the PIT method as discussed in Vase et al.*®
Larbalestier e al*'' have written an extensive review on the feasibility of HTS
superconductors for electric power applications, while the devices are reviewed in
Hassenzahl.*'? For further information and references, see the section on tapes and
wires and the section on coated conductors in this review.

Until very recently, YBCO was not considered suitable for large-scale applications
because it is difficult to grow in bulk, but melt textured bulk YBCO is now being used
to make quasi-permanent magnet prototypes that are of considerable current interest
for Maglev trains, flywheels and motors.**** The materials most commonly
used in large-scale applications are the two main BSCCO superconductors, Bi-2212
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(Bi,Sr,Ca,Cu,0y, ., T, 085 K) and, more importantly, Bi-2223 (Bi,Sr,Ca,Cu;0,.,,
T. 0110 K), usually with some Pb doped into the Bi sites to stabilise the formation.

The main potential large-scale applications involve magnets for various purposes,
power transmission lines, fault current limiters, generators and transformers for elec-
trical utilities, large motors and flywheels. Some of these applications are already in
use in demonstration projects while others have been developed to the prototype stage.
The main remaining barriers are cost and concerns about performance in high mag-
netic fields at 65-80 K.*' Most large-scale applications, apart from fault current
limiters, simply involve the replacement of conventional copper conductors by super-
conductors. Fault current limiters*">*!¢ depend on the fact that superconductivity is
lost and resistance reappears above a critical current. Under ordinary conditions a
fault current limiter stays superconducting and passes current with no impedance.
During a power surge the large fault current exceeds the critical current, forcing the
superconductor to go normal, thus causing enough resistance to reappear to limit the
fault current.

Magnet applications. Apart from the bulk YBCO magnets just mentioned, most
superconducting magnets are basically electromagnets, with the copper coil replaced
by a coil of superconducting wire or tape. Their main advantages are the elimination
of energy losses due to resistance, higher magnetic fields than are attainable with
conventional electromagnets,*’ and the fact that a magnetised superconducting
magnet can be converted to a permanent magnet by disconnecting it from its current
source and short circuiting the winding. The main disadvantage is cost, but where
resistance losses are very significant, as in magnetic separators, where power con-
sumption can be reduced by a factor of 20, superconducting magnets have already
supplanted their conventional rivals.*’® Because of their greater efficiency, super-
conducting windings are almost invariably used in magnetic resonance (MRI) mag-
nets in medicine where fields are above 0.3 T.*'° They are also commonly used in
magnetic energy storage systems. In all these applications, however, the superconduct-
ing magnets in commercial use are LTS magnets. HTS magnets have the potential **°
to cut the power used for refrigeration by a factor of 100 and to be smaller, less
complex, and easier to maintain and operate, but the superconducting windings are
far more expensive. Although HTS prototype magnetic separators have been
designed,**'*? o far none are in commercial use. Prototypes are also under develop-
ment for various magnetic levitation applications, such as flywheel bearings** and
Maglev trains, as discussed above.

Generators, transformers, motors. Prototype generators,*** including a novel high
voltage generator,” transformers****’ and large motors**** using HTS windings
and bulk HTS materials are currently being designed and tested. As in the magnet
applications, energy losses in the windings and armature bars are eliminated, giving
massive gains in efficiency, and allowing the size and weight of the finished device to
be reduced to a third that of its conventional equivalent. An HTS transformer would
have the added advantage of being more environmentally friendly, as it would be oil
free.

Power transmission. Power transmission cables made of superconducting Ag-
sheathed Bi-2223 tape*® are already in production. They are currently being used in
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demonstration programs in Copenhagen (NKT Cables and Copenhagen Energy) and
Detroit (American Superconductor and Pirelli) in utility substations. The cables are
cooled to superconducting temperature by passing liquid nitrogen through their cores,
and the BSCCO in them transmits as much current as 72 times their weight in copper.
The extra cost of the HTS cable is likely to be justified in crowded cities where the
alternative is digging up and replacing the existing conduits to upgrade capacity.

BSCCO current leads are also very close to viability.***? Usually made of Ag alloy
sheathed Bi-2223 tape or bulk BSCCO material, the current leads are designed to
work as part of large LTS magnet systems, such as for magnetic energy storage. Their
current carrying capacity is vastly greater than that of copper so that their cross-
section can be much smaller. This means that they not only eliminate energy losses due
to resistance, but energy losses due to heat transport into the 4 K environment of the
LTS magnet.
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